Computational structural biology is an important, growing research area that includes diverse problems, such as protein structure prediction, computational molecular assembly, and computer-assisted drug design problems, that include protein-ligand binding, protein-protein, protein-RNA, and protein-DNA docking, as well as computer-assisted wet-laboratory structure resolving problems, like registration, reconstruction, and refinement. The focus of this special section is on the application of non-linear optimization to problems in structural biology, thus turning the spotlight on a growing area of interdisciplinary research that brings together expertise in meta-heuristic optimization and computational structural biology. The five articles included in this section provide a glimpse of the diversity of work in this area, highlighting the adaptation and use of a variety of state-of-the-art meta-heuristics for a range of problems linked to the wider area of structural biology.

The first three articles particularly illustrate the promise of integrating population-based search heuristics with problem-specific local search techniques to improve search performance on challenging optimization problems. Specifically, “A Memetic Algorithm for 3D Protein Structure Prediction Problem” by Corrêa et al. describes a memetic algorithm for the problem of de novo protein structure prediction. Structural knowledge from the Protein Data Bank is employed to constrain the space of possible protein conformations, and a simulated annealing protocol is employed as the local search protocol in the underlying evolutionary algorithm.

“A Global Network Alignment Method Using Discrete Particle Swarm Optimization” by Huang et al. describes the use of particle swarm optimization for the problem of network alignment. Particle swarm optimization is well known as a meta-heuristic for continuous optimization. In this article, a discrete version of the algorithm is developed and combined with problem-specific seeding mechanisms and a greedy search technique that builds upon these seeds.

“From Optimization to Mapping: An Evolutionary Algorithm for Protein Energy Landscapes” by Sapin et al. uses an evolutionary algorithm to explore and map the energy landscape characterizing the transitions between different structural states of dynamic proteins. Here, local search techniques are used as an efficient means of properly descending into local energy basins of the search landscape.

“Conformational Sampling of a Biomolecular Rugged Energy Landscape” by Rydzewski et al. also considers the problem of sampling full-atom biomolecular energy landscapes, but it does so with a focus on the structural refinement of protein structures. For this purpose, it employs another established type of meta-heuristic, an immune algorithm; based on the general principles of this meta-heuristic, the article describes the designated implementation of such an approach that is capable of dealing with the complex energy landscapes encountered for the problem of structural refinement.

Finally, “GPU-Based Point Cloud Superpositioning for Structural Comparisons of Protein Binding Sites” by Leinweber et al. describes the development of an evolution strategy to assist with the structural comparison of binding sites. The approach takes advantage of the capabilities of GPU to speed up computations, and the authors demonstrate possible performance gains both from the perspective of classification accuracy and computational performance.

We would like to thank all of the authors and reviewers involved in producing this special section. As a result of their diligent work, we hope that this special section provides an interesting read both for readers new to or already familiar with non-linear optimization. The selected articles cover a range of different problems in structural biology and highlight some of the design issues that are key to adapting meta-heuristics to these complex problem domains. For readers unfamiliar with meta-heuristic optimization, we are hoping that this special section provides both a flavor of both the variety of meta-heuristics available in the literature, and the breadth of problems that are amenable to the application of such techniques.
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