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Abstract—Real-time transient stability assessment (TSA) is conducted in a data driven framework, by considering the temporal relations of the predictors using recurrent neural network (RNN) with long short-term memory (LSTM) units. Specifically, the TSA problem is converted to approximate the stability boundary based on the fact that the disturbed system is stable if and only if the initial post-fault state is in the region of attraction in state space. Since the state variables are difficult to monitor in real world applications, multiple time-step algebraic variables (power flows and voltages of the transmission network, i.e. \( P, Q, V, \theta \)) are utilized to approximate the state space by using an LSTM-based model to capture the long-term dependencies along the time steps. The proposed scheme is illustrated on the IEEE 39-bus test system and gets remarkably better testing results compared with a SVM benchmark. The proposed method has shown that involving power system stability domain knowledge is significant to data driven TSA analysis.

Index Terms—Transient stability assessment (TSA), recurrent neural network (RNN), long short-term memory (LSTM).

I. INTRODUCTION

The ability to remain stable when encountering a large disturbance is vital to enhance power system security [1]. Effective transient stability assessment (TSA) can provide system operators with insightful information on stability statuses and causes under various contingencies. There are basically two main methods for TSA: the time domain simulation and the energy-based direct method [2]. Time domain simulation is time consuming so that it is not suitable for real-time application. As for energy-based direct method, it is very difficult to build energy functions for complex systems. Therefore, traditional methods can no longer satisfy the requirement of online TSA for large-scale power systems.

Since the 1980s, the development of advanced data acquisition techniques and data mining algorithms introduces the possibilities of using data driven approaches to solve real-time transient stability assessment and decision making problems. After offline supervised training, stability status is classified using the system profiles after the clearance of disturbance. Among all the classification techniques, artificial neural network (ANN) has always been one of the most popular algorithms [3]-[7]. This is because well designed and trained ANNs are extremely good non-linear function approximators and representation learners. Generally, ANNs can be used as classifiers to predict binary system stability status (stable/unstable) [3], [5], [7]. The other common method is to use ANNs in regression tasks to predict continuous indices, such as transient energy margin [4], generators’ angles and angular velocities [6]. The predicted indices are then used to judge the stability status.

In this paper, a deep recurrent neural network (RNN) based TSA schema is proposed. In Section II the problem is described and the advantages of using RNN are presented. In Section III, the LSTM-based methodology is proposed. Test results are presented and discussed in Section IV. Section V concludes the work.

II. PROBLEM FORMULATION

A. Data Driven Transient Stability Assessment

For a data driven task, there are naturally three important elements, i.e. the input, the algorithm, and the output.

1) Input: In previous works, the inputs are mainly state variables [5]-[7] or algebraic variables [4], [8]. In real world applications, it is not easy to monitor state variables (like rotor angle) so that this paper records the algebraic variables and feeds them into the classifier, including active power \( P \), reactive power \( Q \), voltage magnitude \( V \) and phase angle \( \theta \).

Another problem is that how to choose proper time period (pre-fault, on-fault, or post-fault) of the variables. Reference [4], [5], and [8] used initial conditions (pre-fault), while [7] and [9] used the measurements at the time of fault clearance and/or successive several cycles (post-fault). In order to make this clear, we need to recall power system stability definition and theory. As stated in [1], in power system stability analysis we are interested in the region of attraction \( R(X_p) \) of a given equilibrium set \( X_p \), namely the set of points in the state space...
with the property that all trajectories initiated at the points will converge to the equilibrium set \( X_p \). In most cases, the equilibrium set is a point, which is called the stable equilibrium point (s.e.p), and the cases correspond to asymptotically stable. In other words, for a specific operating condition under various contingencies, the system is transient stable if and only if the state at the time of fault clearance lies inside the region of attraction in state space. In short, the post-fault variables contain full information about the stability status, and therefore are chosen as inputs in this paper.

2) \textbf{Algorithm}: In this paper, we need to approximate the highly nonlinear and complex attractive region of the post-fault s.e.p, which is ideal for ANNs. Furthermore, it is important to take the input data’s characteristics into account when determining the ANN’s structure and connection [10].

As stated above, the region of attraction is a concept in the state space but we can only get access to the algebraic variables in our application. We need to transform the variables in the algebraic-time space. To generalize, we hypothesize that the algebraic variables of consecutive time steps can be used in the algebraic-time space. To capture the temporal relations within the algebraic variables, RNNs can capture information about what has been calculated so far, just like human memory. Unfortunately, for standard RNN architectures, the gradient of a given input on the network output either decays or blows up exponentially as it cycles around the network’s recurrent connections, which makes RNNs hard to train. This effect is referred as the vanishing gradient problem [13]- [14].

To address this problem, the approach favored by this paper is the LSTM architecture. A LSTM consists of a set of recurrently connected subnets, known as memory blocks [13]. Each block contains one or more self-connected memory cells and three multiplicative unites- the input, output and forget gates- that provide continuous analogues of write, read and reset operations for the cells [13]. A single LSTM memory cell structure used in this paper is illustrated in Fig. 1, and (3)-(7).

![Figure 1. Long short-term memory cell](image)

\[ i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1} + W_{ic}c_{t-1} + b_i) \]  
\[ f_t = \sigma(W_{fx}x_t + W_{fh}h_{t-1} + W_{fc}c_{t-1} + b_f) \]  
\[ c_t = f_t c_{t-1} + i_t \tanh(W_{cx}x_t + W_{ch}h_{t-1} + b_c) \]  
\[ o_t = \sigma(W_{ox}x_t + W_{oh}h_{t-1} + W_{oc}c_t + b_o) \]  
\[ h_t = o_t \tanh(c_t) \]  

where \( \sigma \) is the logistic sigmoid function, and \( i, f, o, \) and \( c \) are respectively the input gate, forget gate, output gate, and the memory cell, all of which are the same size as the output vector \( h \). Operation \( \cdot \) represents matrix multiplication and \( * \) is the elementwise multiplication operation. \( W \) and \( b \) are weights and biases terms of the neurons, which need to be learned through gradient-based backpropagation algorithm [11]. Note that the sigmoid function outputs numbers between zero and one. In this way, the input, output, and forget gates optionally let information through, so as to remove or add information to the cell state and output vector, as illustrated in (5) and (7).

### III. PROPOSED METHODOLOGY

#### A. Generating a Training Database

To predict the stability status of a system in real time, the first step is to produce a training database by performing extensive offline time domain simulations. The uncertainties...
associated with the location of the faults and fault clearing times are modelled. The faults considered in this paper are three phase faults occurred at the terminals of the transmission lines. The duration of faults is chosen from a scaled normal distribution, from 0.1s to 0.5s. Though the long fault clearing time is unlikely to happen unless the protection system is down, this can generate sufficient unstable cases and patterns for the RNNs to learn from. The length of time domain simulation is 30s so that the stability status can be judged easily at the end of simulation period. If the rotor angle difference of any two generators exceeds 360\degree, the case is labeled as unstable, otherwise it is stable. The time domain simulations are done by PSAT toolbox on MATLAB platform [14].

As stated above, for each of the cases the response \( Y_i \) is 0 (unstable) or 1 (stable). And the predictors are algebraic variables measured from multiple time steps after the fault clearance. Thus the dimension of input feature matrix \( X_t \) is \( p \times (\tau+1) \), where \( p \) is the number of algebraic variables and \( \tau \) is the number of successive time steps after the fault clearance. \( X_t \) is illustrated in (8), where \( X \) represents the vector consisting of the algebraic variables \( P, Q, V, \) and \( \theta \) sequentially in per unit form. Specifically, \( X_0 \) is the measurement at the time of fault clearance. There is no feature selection step in this paper since it is believed that more data contain more information, as long as the computation power is sufficient. Note that with proper representation learning step ahead of the training step, the results can be improved to some extent. However, raw data are utilized in this paper for the sake of simplicity.

\[
X_t = (X_{t0} X_{t1} \cdots X_{tp}) = (X_{t0} X_{t1}) = \begin{pmatrix} x_{01} & \cdots & x_{0p} \\ x_{t1} & \cdots & x_{tp} \end{pmatrix} \quad (8)
\]

B. Developing a LSTM-Based Classifier

The structure of the LSTM-based classifier is shown in Fig. 2. As we can see from the figure, the input feature matrix \( X_t \) is divided into \( \tau+1 \) vectors, i.e. \( X_0, X_1, \cdots X_{\tau} \). Each vector represents the measurements at one single time step and is connected to individual LSTM unit. \( H \) is the output vector of the LSTM unit. The \( \tau+1 \) \( H \) vectors are connected sequentially to each other to form a long vector, and then connected to a dense layer activated by the rectified linear units (ReLU) [15]. The dense layer is then connected to another dense layer with two neurons activated by the logistic units, which is employed to predict binary result \( \hat{Y} \).

Since it is a binary classification problem, logistic unit along with the cross-entropy error cost function is a natural choice to fine tune the LSTM-based classifier. Assume that the stability status of the \( i \)-th case is \( Y_i \) and the neuron outputs of the prediction layer are respectively \( y_1 \) and \( y_2 \), the cost function can be written as.

\[
J = -\frac{1}{m} \sum_{i=1}^{m} Y_i \log \frac{e^{y_1}}{e^{y_1} + e^{y_2}} + (1 - Y_i) \log \frac{e^{y_2}}{e^{y_1} + e^{y_2}} \quad (9)
\]

There are two kinds of classification errors, namely false dismissals (FD) and false alarms (FA) [8]. A FD occurs when an unstable case is classified as stable, whereas FAs denote the stable cases deemed as unstable. Considering the conservative requirement of power system operation, the cost of FDs is much higher than that of FAs. Therefore, we use a weighted cross-entropy error cost function (10), to penalize the occurrence of FDs and minimize the FDs rate.

\[
J = \frac{1}{m} \sum_{i=1}^{m} (1 - Y_i) \log \frac{e^{y_1}}{e^{y_1} + e^{y_2}} + (1 - Y_i) \log \frac{e^{y_2}}{e^{y_1} + e^{y_2}} \quad (10)
\]

where \( L \) is the weight, which takes effect when a \( Y_i = 0 \) is classified as \( Y_i = 1 \).

The hyper-parameters of the model include the weight, the cell dimension in a LSTM unit, and the number of neurons in the full connection layer. They are determined in a cross validation manner [10]. The LSTM training algorithm is very well documented in the past publications [11], [16], and will not be discussed in detail here. Thanks to the development of GPU parallel computing technique, the training time has been massively shortened.

![Figure 2. Structure of the LSTM-based classifier](image)

C. Visualizing and Understanding the Gates in LSTMs

To understand how the LSTM-based model performs transient risk prediction, we use visualization tools to analyze the output vectors generated by the model. In particular, the on-and-off behaviors of the input gates, output gates, forget gates, cell states, and the output vectors in the model are examined and analyzed. This profile reveals how the model extracts useful information from the input features and how much information have been delivered.

IV. CASE STUDY AND DISCUSSION

The proposed method is applied on transient stability data collected from a IEEE 10-machine 39-bus test system. Three-phase short circuit to ground faults applied at either of the two terminal buses of the thirty transmission lines (except the lines that connect generators to the grid) are considered. A total of 14,000 cases were generated. 3,800 stable and 3,800 unstable cases were randomly selected to form the training dataset. After the model was trained and tuned, it was tested on the testing dataset consisting of 1,300 stable and 1,300 unstable cases. The
data dimension for any time step is 169, including 46 active powers, 46 reactive powers, 39 voltage magnitudes, and 38 voltage phase angles (note that there is one reference voltage phase angle). From the time of fault clearance, the data were stored every 10ms (general PMU sampling resolution in China) till 60ms. Therefore, for each observation the dimension of the input feature matrix is 169×7.

A. Classification Performance

A polynomial kernel SVM [17] has been trained on the same dataset and the testing result is used as benchmarks. The LSTM-based model has been trained with normal cross-entropy error cost function (9) and the proposed weighted cross-entropy error cost function (10), respectively. All the optimal hyperparameters are determined by 5-fold cross validation and grid search. The optimal weight $L$ for the cost function is 5, the dimension of the LSTM memory cell is 256, and the number of neurons in the full connection layer is 500. The model is trained on batches of size 100 [18]. The weights and biases of the LSTM gates and the full connection layer are updated every iteration. Dropout technique is utilized to avoid overfitting [19].

The test results of the three approaches are presented in Table I. It can be seen that the LSTM-based methods outperform the SVM method. The results also suggest that the FD error rate of the model with the weighted cost function is much smaller than that with the normal cost function, though it performs a bit worse considering the overall error rate.

<table>
<thead>
<tr>
<th>Method</th>
<th>FA</th>
<th>FD</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM with weighted cost function</td>
<td>0.66%</td>
<td>0.29%</td>
<td>0.48%</td>
</tr>
<tr>
<td>LSTM with normal cost function</td>
<td>0.12%</td>
<td>0.67%</td>
<td>0.39%</td>
</tr>
<tr>
<td>Polynomial kernel SVM</td>
<td>4.32%</td>
<td>4.43%</td>
<td>4.37%</td>
</tr>
</tbody>
</table>

B. LSTM Visualization

We now proceed to perform a comprehensive analysis by visualizing the trained LSTM-based model [20]. We would like to examine how the information in the input matrix $X$ is sequentially extracted and embedded into the output vector $H$ over time by the model.

1) Information accumulation: First, we examine the evolution of the cell states and the output vectors. Specifically, an arbitrary case is chosen from the testing dataset and fed into the trained model. Activations of the cell states and the output vectors are shown in Fig. 3 and Fig. 4, respectively. The vertical axis is the memory cell index from 1 to 256, and the horizontal axis is the time step index from left ($t=0s$) to right ($t=60ms$). The color codes show activation values: green indicates zeros, while red or blue denotes large absolute values.

From Fig. 3-4, it is clear to see that $c(t)$ and $h(t)$ are evolving over time. Valuable information about the stability boundary is gradually absorbed into $c(t)$ and $h(t)$, so that the information in these two vectors becomes richer as the absolute values grows over time.

2) Information extraction: Second, the information gain of the output vectors is analyzed. Specifically, the variant of adjacent $h(t)$ is computed and shown in Fig. 5. The vertical axis...
is identical to that in Fig. 3 and 4, while the horizontal axis denotes the difference between adjacent two output vectors (so there are 6 columns instead of 7). For example, the first column in Fig. 5 is shown in (11), and so on and so forth.

$$\Delta h(t_10 - t_0) = h(t = 10ms) - h(t = 0s) \quad (11)$$

The core idea behind this is that, whenever there is a large change in $h(t)$ we assume important information have been detected by the model. It can be concluded from Fig. 5 that the first three $\Delta h$ are much larger than the rest. It indicates that the measurements from the first four time steps, i.e. $X_0, X_1, X_2$, and $X_3$ play a key role in the classification process. Based on this observation, another experiment using the first four time steps data has been conducted. The result is shown in Table II. It is clear that these two experiments leads to similar testing results, indicating that four time steps data are sufficient to provide a good transient stability prediction.

<table>
<thead>
<tr>
<th>Table II. Misclassification Error Rate of the Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM using 4 time steps data</td>
</tr>
<tr>
<td>LSTM using 7 time steps data</td>
</tr>
</tbody>
</table>

On the other hand, the less time steps the model needs, the more reaction time the system operators have. Visualizing the LSTM gates and output can help understand the information evolution along the time series and determine the optimal time steps the model needs. As for the test case, the assessment results can be achieved 30ms (1.5 cycles) after the fault clearance. Compared with the results in [9] (0.5s, or 30 cycles data are needed to make the accuracy above 99.0%), the proposed method can give the system operators and automatic control software more time to react to emergency situations.

V. CONCLUSIONS

We have proposed a data driven method for the problem of transient stability assessment in this paper. Begin with transient stability definition and theory, we have determined the input feature form. In order to model the temporal relations within the predictors, a LSTM-based binary classifier is designed. Then illustrative experiments are conducted and it has been demonstrated that the LSTM-based method achieves remarkably better results compared with a SVM benchmark. By visualizing the gates and memory cells of the LSTM units, the information flow along the time series is analyzed. The results also provide an insight into the possibilities of involving domain knowledge in machine learning process.
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