Abstract—In this work we characterize the wireless interference of a mobile ad hoc network, where the nodes move according to the random waypoint model. The interferers are assumed to be located within an interference region, which is defined as a circular region centered in a fixed node located at a given point of the mobility scenario. The main contribution of the paper is the characterization of the aggregate interference caused to the fixed node by mobile interferers located within the interference region. The distribution of the interference is analyzed taking into account the stochastic nature of the path loss due to the mobility of the nodes, as well as fast fading and shadowing effects. The derivation of the characteristic function of the aggregate interference is used in two different estimators, which successfully characterize the interference using only a small set of samples. The theoretical approach is validated through simulations, which confirm its effectiveness. Finally, we assess the accuracy of the proposed estimators, demonstrating the practical value of this work.
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I. INTRODUCTION

Interference plays an important role in the future generation of wireless communication systems because the traditional single transmitter and receiver model is being progressively replaced by a different approach, where multiple nodes may transmit simultaneously for a single or even multiple receivers. This paradigm shift is underway and its advantages are well known [1]. Multiple communication technologies are already implementing this concept, including several examples such as Code Division Multiple Access (CDMA) systems [2], Multi-User Multiple Input Multiple Output (MU-MIMO) [3] and others [4]. In these systems multiple transmitters may act as interferers when a packet transmitted by a specific node is decoded in the receiver. The stochastic nature of the interference due to the multiple fading effects is an important cause of performance degradation. This fact has motivated a plethora of different methods of interference mitigation and characterization, proposed for different networks such as cellular and small cell networks [5], wireless sensor networks [6, 7] and vehicular networks [8].

The characterization of the aggregate interference in wireless networks plays an important role in several applications, ranging from localization [9, 10], security [11, 12], spectrum sensing [13] and others. In the majority of wireless scenarios the characterization of the aggregate interference is a complex task. Although the aggregate interference is often caused by a high number of nodes, and thus the central limit theorem (CLT) applies, most of the times CLT cannot be used due to the existence of dominant interferers [14]. This fact has motivated several authors to characterize the aggregate interference with non-Gaussian models [15–17]. While [14–18] model the aggregate interference in static networks, the assumption of nodes’ mobility introduces a novel degree of uncertainty related with the position of the nodes and their level of mobility.

Mainly due to the complexity of non-Gaussian modeling approaches, aggregate interference modeling in mobile scenarios have received limited attention. As far as we know, the use of statistical information related with the mobility of the interferers in the interference modeling process was only carried out in a few and very recent works [19–21]. In [19] the interference is caused by static nodes (cells) and the mobility of the terminals only causes a time-varying displacement with respect to the different cells. The work in [20] considers an ad hoc network where the nodes move according to the random direction (RD) model. The Probability Density Function of the distance between any pair of nodes is used to characterize the aggregate interference due to path loss. Since a static receiver is assumed in the RD model, the distances between interferers and the receiving node can be regarded as independent random variables, and the CLT applies. In this case, a Gaussian modeling approach can be used. [21] assumes that interferers may move according to four different mobility models. The random waypoint mobility model (RWP) [22] is adopted in a circular simulation area. The work characterizes the expected interference in the center as well as in the border of the simulation area, the temporal correlation, the outage probability and the outage correlation. While this work does account with all interferers in the expectation of the aggregate interference, it only considers the contribution of the nearest interferer in the distribution of the interference caused to a node positioned at the center of the simulation area.

Recently, a novel non-Gaussian modeling approach was presented in [23] for the aggregate interference sensed in a fixed point of the network, when the interferers move...
according to the RWP model. Using the spatial distribution of the nodes moving according to the RWP model, which was characterized in [24], [23] characterizes aggregate interference due to the path loss effect caused by the multiple moving nodes.

This work extends our work in [23], and has the following contributions:

- Differently from [23], which only considers the path loss effect, in this work we consider both path loss, shadowing/slow fading and fast fading. While it can be understood as a minor contribution when compared to [23], we highlight that the assumption of shadowing/slow fading and fast fading changes the distribution of the power received from each interferer, which impacts on the derivation of the Moment Generating Function of the aggregate interference. In this way, its impact in the aggregate interference model is not marginal, as demonstrated in this work;
- While Poisson point processes have been considered so far to model interference in wireless networks, in several scenarios the Poisson process describing the interferers’ location is not homogeneous. Recently, [25] proposed new tools that allow the calculation of a class of functionals on Poisson point processes, including Inhomogeneous Poisson processes. Inhomogeneous Poisson processes were also considered in [26], although not assuming a practical scenario representative of such assumption and not considering mobility. In our work we show that the spatial distribution of the nodes moving according to the RWP mobility model can be represented by an inhomogeneous spatial Poisson process (IPP) [27]. The density of the spatial Poisson process is derived and validated through simulation data, showing that IPP modeling approaches can be adopted in Random Waypoint mobility scenarios simulated in a square/rectangular area;
- By using the IPP, we derive the Moment Generating Function of the aggregate interference when nodes move according to the RWP. The proposed model divides the spatial region where the interferers are located in different regions that are characterized through Poisson processes with different intensities. Shadowing and fast fading propagation effects are considered, which are assumed to be distributed according to a Gamma and a Rayleigh distribution, respectively;
- We provide a theoretical approximation for the aggregate interference distribution of the nodes located within an annulus, and the distribution of the aggregate interference when L annuli are considered. Simulation results validate the interference distribution when path loss, fading and shadowing effects are considered;
- Observing that the aggregate interference can be approximated by a generalized distribution (GEV - Generalized Extreme Value distribution [28]), we adopt a traditional log-likelihood estimator and a probability weighted moments estimator to derive the missing parameters of the distribution. Simulation results show that both estimators achieve high accuracy even for a low number of samples, demonstrating the practical value of this work.

When compared to [21] we highlight that our work addresses a different scenario and the works have different objectives. First of all the focus of our work is the characterization and estimation of the distribution of the aggregate interference at any location of the simulation area. [21] characterizes the expectation of the aggregate interference at the center and at the border of the simulation area and is not focused on the distribution of the aggregate interference. Secondly, while we adopt the RWP model in a square/rectangular simulation area, the RWP considered in [21] was simulated in circular area. This fact impacts in the derivation of the distribution, since the spatial distribution of the nodes moving in a square/rectangular simulation area is not circular as in a circular simulation area [29].

In the next section we describe the considered scenario. Section III presents the steps involved to model the distribution of the nodes moving according to the RWP model as an IPP. Section IV describes the steps involved to model the aggregate interference and introduces the estimators adopted in this work. Section V presents simulation results validating the proposed modeling approach and assessing the accuracy of the proposed estimators for different sampling set lengths. Finally, remarks and conclusions are presented in Section VI.

In what follows we use $E_X$ to denote the expectation of $X$, $P(X = x)$ to represent the probability of $X$, $f_X(x)$ to represent the Probability Density Function (PDF), $F_X(x)$ to represent the Cumulative Distribution Function (CDF), $M_X(s)$ to represent the Moment Generating Function (MGF) and $\varphi_X(t)$ to represent the Characteristic Function (CF).

II. SYSTEM DESCRIPTION

In this work we consider that nodes move according to the RWP mobility model [22]. In a RWP mobility scenario $n$ nodes move in a region defined by the area $X_{max} \times Y_{max}$. Each node is initially placed in a random position $(x, y)$. The position is sampled from the uniform distributions represented by $x \in [0, X_{max}]$ and $y \in [0, Y_{max}]$. $(x, y)$ represents the starting point. The ending point $(x', y')$ is also uniformly chosen as the starting point (i.e. $x' \in [0, X_{max}]$ and $y' \in [0, Y_{max}]$). A node uniformly chooses the velocity $v \in [V_{min}, V_{max}]$ to move from the starting point to the ending point. After reaching the ending point $(x', y')$, a node remains stopped at the ending point during the pause time, $T_p$. After elapsing $T_p$, a node uniformly chooses a new velocity value to move to another ending point uniformly chosen. After reaching the ending point a node repeats the same cycle as many times as required.

Considering that $E[S]$ represents the expected distance between two random points and $E[V_{wp}]$ represents the expected velocity of the nodes without considering pause, the expected velocity of the nodes considering pause is given by [24]

$$E[V] = \left( \frac{E[S]}{(E[V_{wp}])^{-1}E[S] + T_p} \right),$$  

(1)  

where $E[V_{wp}] = \left( \frac{V_{max} - V_{min}}{\ln \left( \frac{V_{max}}{V_{min}} \right)} \right)$.
The scenario considered in this work is depicted in Figure 1. A fixed node \(N_c\) is located at position \((x_{N_c}, y_{N_c})\), \(x_{N_c} \in [0, X_{\text{max}}]\) and \(y_{N_c} \in [0, Y_{\text{max}}]\), which operates as a fixed receiver of the mobile transmitting nodes. The objective of this paper is the characterization of the aggregate interference caused to \(N_c\) by the hypothetical transmitters \((n)\) located within the interference region, i.e. the mobile transmitters located in the annulus bounded by the smaller circle of radius \(R_i^1\) and the larger circle of radius \(R_i^L\).

It is assumed that the transmitters access the channel with probability \(\tau\).

![Fig. 1. Aggregate interference caused to \(N_c\) due to the hypothetical mobile interferers located in the interference region with area \(A = \pi ([R_i^L]^2 - [R_i^1]^2])\).](image)

III. CHARACTERIZATION OF THE NODES’ DISTRIBUTION

The area \(A = \pi ([R_i^L]^2 - [R_i^1]^2)\) of the annulus in Figure 1 can be obtained via calculus by dividing the annulus up into an infinite number of annuli of infinitesimal width \(d\chi\) and area \(2\pi \chi \, d\chi\) and then integrating from \(\chi = R_i^1\) to \(\chi = R_i^L\), i.e. \(A = \int_{R_i^1}^{R_i^L} 2\pi \chi \, d\chi\). Using the Riemann sum, \(A\) can be approximated by the sum of the area of a finite number \((L)\) of annuli of width \(\rho\),

\[
A \approx \sum_{l=1}^{L} A_l, \tag{2}
\]

where \(A_l = \pi ([R_i^L]^2 - [R_i^1]^2)\) denotes the area of the annulus \(l\). \(R_i^0 = (R_i^1 + l\rho)\) and \(R_i^1 = (R_i^1 + (l - 1)\rho)\) represent the radius of the larger and smaller circles of the annulus \(l\), respectively.

The number of nodes located in a specific annulus \(l \in \{1, \ldots, L\}\), represented by the random variable (RV) \(X_l\), is approximated by a Poisson process, being its Probability Mass Function (PMF) for a finite domain given by [27]

\[
P(X_l = k) = \frac{(eta_l A_l \tau)^k}{k!} e^{-\beta_l A_l \tau}, \quad k = 0, 1, \ldots, n, \tag{3}
\]

where \(\beta_l\) is the nodes’ spatial density in the annulus and \(n\) is the total number of mobile nodes.

The spatial PDF of the moving nodes in two dimensions \(x\) and \(y\) (denoted as \(f_{X,Y}(x,y)\)) is approximated by (see [24, Theorem 3]),

\[
f_{X,Y}(x,y) = \left(p_x f_{\text{init}}(x,y) + p_p (1-p_x)\right) + (1-p_x) p_p f(m(x,y))/a^2. \tag{4}
\]

where \(X,Y \in [0, a]\) with \(a = X_{\text{max}} = Y_{\text{max}}\), \(p_x\) represents the probability that a node remains static for the entire simulation time, \(p_p\) is the probability that a node is resting at a randomly chosen time instant, \(p_x\) and \(f_{\text{init}}(x,y)\) represents the initial spatial node distribution which is a uniform distribution. The probability \(p_p\) is given as follows

\[
p_p = \frac{(V_{\text{max}} - V_{\min}) T_p}{
\ln \left(\frac{V_{\text{max}}}{V_{\min}}\right) E[S] + (V_{\text{max}} - V_{\min}) T_p\}. \tag{5}
\]

The asymptotically stationary PDF of the location of the nodes, \(f_m(x,y)\), is given by [24],

\[
f_m(x,y) = \begin{cases}
  f_m(x,y) & 0 < x \leq \frac{a}{2}, 0 < y \leq \frac{a}{2} \\
  f_m^*(y,x) & 0 < x \leq \frac{a}{2}, \frac{a}{2} \leq y < a \\
  f_m^*(a - y, x) & 0 < x \leq \frac{a}{2}, \frac{a}{2} \leq y < a \\
  f_m^*(x, a - y) & 0 < x \leq \frac{a}{2}, a < x < a - \frac{a}{2} \\
  f_m^*(x - a, y) & 0 < x < a, 0 < y \leq a \\
  f_m^*(y - a, x) & 0 < x < a, \frac{a}{2} \leq y < a \\
  f_m^*(y, -a + x) & 0 < x < a, a - \frac{a}{2} \leq y < a \\
  f_m^*(a - y, -a + x) & 0 < x < a, a \leq y < a \\
  f_m(a - x, y - a) & 0 < x < a, x \leq y < a \\
  0, & \text{otherwise}
\end{cases} \tag{6}
\]

with

\[
f_m^*(x,y) = \frac{6y}{a} + 3 \left(\frac{a^2 - 2ax + 2x^2}{a^2}\right) \left(\frac{y}{y-a} + \frac{y^2}{(y-a)x}\right) + 3y \left(\frac{2x}{a} - 1\right) \left(\frac{y}{a} + 1\right) \ln \left(\frac{a-x}{x}\right) + \frac{(a^2 - 2ax + 2x^2 + ay)}{a^2} \ln \left(\frac{a-y}{y}\right). \tag{7}
\]

Knowing the spatial PDF defined in (4), the Bernoulli RV \(Z_a\) represents the hypothetical location of a node within the annulus \(l\), and the event of a node being located within the annulus occurs with probability

\[
P_l = P(Z_a \in I_l) = \int_{x_{N_c}+R_i^0}^{x_{N_c}+R_i^L} \int_{y_{N_c}+\sqrt{(R_i^L)^2-(x-x_{N_c})^2}}^{y_{N_c}+\sqrt{(R_i^L)^2-(x-x_{N_c})^2}} \int_{x_{N_c}-R_i^0}^{x_{N_c}+R_i^L} \int_{y_{N_c}-\sqrt{(R_i^L)^2-(x-x_{N_c})^2}}^{y_{N_c}+\sqrt{(R_i^L)^2-(x-x_{N_c})^2}} f_{XY}(x,y) \, dy \, dx. \tag{7}
\]

Consequently, the nodes’ spatial density observed in the annulus \(l\), \(\beta_l\), which is a missing parameter in (3), can be
approximated by the expected number of nodes \( n \frac{P_l}{A_l} \) located in the area \( A_l \), being represented by

\[
\beta_l \approx \frac{n P_l}{A_l}. \tag{8}
\]

More details of the approximation (8) used in the Poisson PMF are given in Appendix A.

At this point, we highlight that the spatial distribution of the nodes \( f_{XY}(x, y) \) brings the specific aspects of the mobility of the nodes into the proposed model. In this way, the specifics of the RWP model and its parameterization are taken into account in \( f_{XY}(x, y) \), as described in [24].

Finally, (3) can be used to approximate the distribution of the number of nodes located within each annulus \( l \) that approximate the area \( A \). Because the area \( A \) may be composed by \( L \) areas, representing the area of each annulus \( l \), in what follows we assume that the distribution of the number of nodes located within each annulus \( l \) is given by a Poisson process (with PMF represented in (3)). But since the density of nodes within each annulus varies, each annulus has its specific density \( \beta_l \). In this way, we approximate the inhomogeneous Poisson process describing the number of nodes in the area \( A \) through multiple homogeneous Poisson processes (L) with specific densities.

To validate the proposed methodology, different values of \( \beta_l \) were sampled from several simulations of a mobile scenario parameterized according the data contained in Table I. The mobility of the nodes was simulated during 3000s, which was enough to obtain a spatial distribution of the moving nodes close to the steady state distribution computed with (4). The results collected in 1000 simulations run with different random generator seeds, as well as the numerical results obtained with (8), are illustrated in Figure 2. The x-axis of the figure represents the radial distance from node \( N_c \), which was positioned in the center of the simulated area, i.e. \( x_{N_c} = y_{N_c} = 500m \). Three different mobility scenarios were considered. The scenarios were parameterized with the common parameters presented in Table I and considering different pause durations \( (T_p) \) for each one. An average speed \( (E[V]) \) of 10.82 m/s was achieved for a pause time \( T_p = 0s \), \( E[V] = 3.52 m/s \) for \( T_p = 100s \) and \( E[V] = 1.5 m/s \) for \( T_p = 300s \). Each marker in the figure represents the \( \beta_l \) value obtained in each annulus (y-axis), being the width of each annulus \( (\rho) \) equal to 20m \( (R_1^l = 0m, R_2^l = 20m, R_2^l = 40m, \ldots) \). The x-axis represents the radial distance from the transmitter node \( N_c \), being each \( \beta_l \) value represented at the radial distance \( R_1^l + \rho/2 \). As can be shown, the proposed approximation for \( \beta_l \) in (8) closely follows the results obtained by simulation. Consequently \( \beta_l \) can be used to approximate the intensity of the IPP. Due to the spatial distribution of the nodes, we may observe that \( \beta_l \) decreases as \( l \) increases. We can also observe that by increasing \( T_p \), the distribution of nodes becomes closer to a uniform distribution (e.g. for \( E[V] = 1.50 m/s \) the different \( \beta_l \) values become more similar).

The assumption of the nodes being distributed according to a Poisson process within each annulus \( l \) was successfully validated. Figure 3 presents the results obtained through simulation and through the PMF in (3) for the mobility scenario considered in Figure 2 when \( E[V] = 10.82 m/s \). The \( \beta_l \) values used in (3) were the ones computed and represented in Figure 2 for the same mobility scenario \( (E[V] = 10.82 m/s) \). Different CDFs are represented for the annulus \( l = 2 \) \( (R_1^2 = 20m, R_2^2 = 40m) \), \( l = 4 \) \( (R_1^4 = 60m, R_2^4 = 80m) \), \( l = 16 \) \( (R_1^{16} = 300m, R_2^{16} = 320m) \) and \( l = 23 \) \( (R_1^{23} = 440m, R_2^{23} = 460m) \). As can be seen the Poisson distribution accurately approximates the distribution of the number of the nodes within each annulus.

### Table I

<table>
<thead>
<tr>
<th>Parameter Adopted in the Simulations</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_{\text{max}} )</td>
<td>1000 m</td>
</tr>
<tr>
<td>( Y_{\text{max}} )</td>
<td>1000 m</td>
</tr>
<tr>
<td>Simul. Time</td>
<td>3000 s</td>
</tr>
<tr>
<td>( V_{\text{min}} )</td>
<td>1 m/s</td>
</tr>
<tr>
<td>( V_{\text{max}} )</td>
<td>5 m/s</td>
</tr>
<tr>
<td>( p )</td>
<td>0.2</td>
</tr>
<tr>
<td>( n )</td>
<td>100</td>
</tr>
<tr>
<td>( \rho )</td>
<td>20 m</td>
</tr>
<tr>
<td>( L )</td>
<td>23</td>
</tr>
<tr>
<td>( E[S] )</td>
<td>( \approx 521.4 m )</td>
</tr>
</tbody>
</table>

**IV. Characterization of the Aggregate Interference**

The characterization of the aggregate interference assumes that the interference is sampled periodically. Consequently, different values of mobility of the nodes (e.g. \( E[V] \)) lead to different aggregate interference values (e.g. average aggregate interference) when the sampling period is maintained constant. In this Section we start to characterize the interference caused to \( N_c \) by the nodes located within a generic annulus \( l \) (Subsection IV-A). Then we study the interference caused by the nodes located within \( L \) annuli (Subsection IV-B), providing an efficient method to compute the distribution of the aggregate interference (Subsection IV-C). Finally, Subsection IV-D describes the proposed methodologies to estimate the aggregate interference.
is the mean power of the multipath received signal.

\[ f_x(x) = \frac{1}{\sqrt{2\pi}\sigma_x} e^{-\frac{(x-\mu_x)^2}{2\sigma_x^2}} \]  

where \( \mu_x \) and \( \sigma_x \) are the mean and standard deviation of the interference power respectively. To obtain unitary mean we only parametrize \( \sigma_x^2 \) and \( \mu_x \) is given by \( \mu_x = -\frac{\sigma_x^2}{2} \).

Although (12) appears to be a simple expression, it is often inconvenient when further analysis are required. Consequently, [30] has shown that the Lognormal distribution can be accurately approximated by a gamma distribution, defined by

\[ f_x(x) \approx \frac{1}{\Gamma(\vartheta)} \left( \frac{\vartheta}{\omega_s} \right)^{\vartheta - 1} e^{-x^\vartheta / \omega_s} \]  

where \( \vartheta = \frac{1}{\sqrt{2\pi}\sigma_x^2} \) and \( \omega_s \) is equal to \( e^{\mu_x} \sqrt{\frac{2\pi \vartheta}{\vartheta^2}} \). \( \Gamma(.) \) represents the Gamma function. The PDF of \( \Psi_i \) is therefore defined by

\[ f_{\Psi_i}(x) \approx f_x(x) \cdot f_{I_i}(x) \approx \frac{2}{\Gamma(\vartheta)} \left( \frac{\vartheta}{\omega_s} \right)^{\vartheta - 1} x^{\vartheta - 1} K_{\vartheta-1} \left( \frac{4\vartheta x}{\omega_s} \right), \]  

which is the Generalized-K distribution, where \( K_{\vartheta-1}(\cdot) \) is the modified Bessel function of the second kind.

Due to the analytical difficulties of the Generalized-K distribution, an approximation of the PDF (14) by a more tractable PDF is needed. [31] proposes an approximation of the Generalized-K distribution through a Gamma distribution (the moment matching method was adopted in the approximation). With this method, [31] shows that the scale (\( \vartheta_{\psi} \)) and shape (\( k_{\psi} \)) parameters of the Gamma distribution are given by

\[ \vartheta_{\psi} = \left( \frac{2(\vartheta + 1)}{\vartheta} - 1 \right) \omega_s \]  

and

\[ k_{\psi} = \frac{1}{2(\vartheta + 1) - \vartheta - 1}, \]  

respectively.

Let \( M_{I_i}(s) \) represent the MGF of the i-th interferer located within the annulus \( (i = 1, \ldots, n_l) \) given by

\[ M_{I_i}(s) = \mathbb{E}_{R_i}[e^{sI_i}] = \mathbb{E}_{\Psi_i}[\mathbb{E}_{R_i}[e^{sI_i}]]. \]  

The PDF of \( R_i \) can be written as the ratio between the perimeter of the circle with radius \( x \) and the total area \( A_i \), being represented as follows

\[ f_{R_i}(x) = \begin{cases} \frac{2\pi x}{A_i} & R_i^1 < x < R_i^2, \\ 0, & \text{otherwise} \end{cases} \]  

Using the PDF of the distance given in (18) and the PDF of the small-scale fading and shadowing effects in (14), the MGF of the interference received by the node \( N_c \) due to the i-th interferer node in (17) can be written as follows

\[ M_{I_i}(s) = \int_{0}^{R_i^1} \int_{R_i^1}^{R_i^2} e^{s\Psi_i} f_{R_i}(r_i) f_{\Psi_i}(\psi_i) \, dr_i \, d\psi_i, \]  

A. Interference due to interferers located within the annulus \( l \)

The total interference power received/sampled by the node \( N_c \), located in the center of an annulus \( l \) is expressed by

\[ I = \sum_{i=1}^{n_l} I_i, \]  

where \( I_i \) is the interference caused by the i-th node, and \( n_l \) is the total number of nodes located in the annulus. The interference power \( I_i \) is given by

\[ I_i = P_{Tx} \psi_i r_i^{-\alpha} \]  

where \( P_{Tx} \) is the transmitted power level of the i-th node, \( \psi_i \) is an instant value of the fading and shadowing gain observed in the channel between the receiver and node i, \( r_i \) represents the distance between the i-th interferer and the receiver. The values \( r_i \) and \( \psi_i \) represent instant values of the random variables \( R_i \) and \( \Psi_i \), respectively. \( \alpha \) represents the path-loss coefficient. It should be pointed out that no power control is applied (the generalization for the case with power control is straightforward).

In the next steps we derive the Moment Generating Function of the aggregate interference due to path loss. To characterize the distribution of \( \Psi_i \) the small-scale fading (fast fading) and shadowing (slow fading) effects must be considered. The amplitude of the small-scale fading effect is assumed to be distributed according to a Rayleigh distribution, which is represented by

\[ f_{\xi}(x) = \frac{x}{\sigma_{\xi}^2} e^{-\frac{x^2}{2\sigma_{\xi}^2}}, \]  

where \( x \) is the envelope amplitude of the received signal. \( 2\sigma_{\xi}^2 \) is the mean power of the multipath received signal. \( 2\sigma_{\xi}^2 = 1 \) is adopted in this work to consider the case of normalized power.

\[ P_{Tx} = 10^m \text{mW} \text{ is assumed for each node.} \]
which using (10), (15), (16), and (18) can be simplified to
\[
M_I^k(s) = \frac{2\pi}{\mathcal{A}_l(2 + k_\psi \alpha)(P_{Tx}\theta_{\psi}s)^k} \\
\cdot \left( (R_o^k)^{2 + k_\psi \alpha} \right) \Phi(R_o^k) - (R_1^k)^{2 + k_\psi \alpha} \Phi(R_1^k), \tag{20}
\]
where
\[
\Phi(x) = \frac{1}{2\pi}(k_\psi, k_\psi + 2, \alpha, 1 + k_\psi + 2, \alpha - \frac{x}{P_{Tx}\theta_{\psi}s}),
\]
and \(2F_1\) represents the Gauss Hypergeometric function [32].

Assuming that the individual interference \(I_i\) is independent and identically distributed when compared to the other interferers, the PDF of the aggregate interference \(I\) given a total of \(k\) active interferers is the convolution of the PDFs of each \(I_i\). Following this rationale, the MGF of \(I\) is given by
\[
M_{I/k}(s) = M_{I_1}(s) \times M_{I_2}(s) \times \cdots \times M_{I_k}(s) = (M_I(s))^k. \tag{21}
\]

Using the law of total probability, the PDF of the interference \(I\) can be written as
\[
f_I(j) = \sum_{k=0}^{\infty} f_I(j|X_i = k)P(X_i = k), \tag{22}
\]
leading to the MGF of the aggregate interference, \(I\), which can be written as
\[
E[e^{sI}] = \sum_{k=0}^{\infty} P(X_i = k) \int_{-\infty}^{+\infty} e^{sj} f_I(j|X_i = k) dj \tag{23}
\]
\[
= \sum_{k=0}^{\infty} P(X_i = k)M_{I/k}(s). \tag{24}
\]

Using (21), the MGF of \(I\) is given as follows
\[
E[e^{sI}] = \sum_{k=0}^{\infty} P(X_i = k)e^{k\ln(M_I(s))}. \tag{25}
\]

Using the MGF of the Poisson distribution in (24), the MGF of \(I\) is finally given by
\[
E[e^{sI}] = e^{\beta_iA_i\tau(M_I(s)-1)}. \tag{26}
\]

The first- and second-order statistics of the aggregate interference caused to \(N_o\) by the nodes located within the annulus \(L\) are an important feature. \(E[I]\), the expected value of the aggregate interference, can be determined by using the Law of Total Expectation. It can be shown that
\[
E[I] = E\left[ E[I|X_i] \right] = E[I_i]E[X_i] = \frac{2\pi\beta_iA_i\tau \sqrt{\frac{\alpha}{\mathcal{A}_l}}} \cdot \left( (R_o^k)^{2 - \alpha} - (R_1^k)^{2 - \alpha} \right) \tag{27}
\]
Making similar use of the Law of Total Variance, the variance of the aggregate interference can be described as
\[
Var[I] = \text{Var}[I_i]E[X_i] + E[I_i]^2\text{Var}[X_i]. \tag{28}
\]

Since \(X_i\) is given by a Poisson distribution (with mean and variance \(\beta_iA_i\tau\)), the variance of the aggregate interference is given as follows
\[
\text{Var}[I] = \beta_iA_i\tau \left( \frac{\partial^2 M_I(0)}{\partial s^2} \right) = \pi\beta_iA_i\tau \pi P_{Tx}k_\psi(1 + k_\psi) \left( (R_o^k)^{2 - \alpha} - (R_1^k)^{2 - \alpha} \right) \tag{29}
\]

The first and second moments can be matched with the respective moments of a given distribution to obtain an approximation of the aggregate interference. As shown in [26], the aggregate interference due to path loss, fast fading and shadowing effect can be approximated by a Gamma distribution. Consequently, the shape and the scale parameters of the Gamma distribution, denoted by \(k_l\) and \(\theta_l\), are respectively given by
\[
k_l = \frac{E[I]^2}{\text{Var}[I]}, \tag{30}
\]
\[
\theta_l = \frac{\text{Var}[I]}{E[I]} \tag{31}
\]

B. Interference due to interferers located within \(L\) annuli

As shown before, the interference \(I\) caused by interferers located within the \(l\)-th annulus is approximated by a gamma distribution, with MGF
\[
M_{I/l}(s) = (1 - \theta_l s)^{-k_l}. \tag{32}
\]

Since the annulus of width \(R_o^l - R_1^l\) where the interferers are located can be expressed as a summation of \(L\) annuli of width \(\rho\), the MGF of the aggregate interference caused by the interferers located within the \(L\) annuli is given by
\[
M_{I_{agg}}(s) = \prod_{l=1}^{L} (1 - \theta_l s)^{-k_l}. \tag{33}
\]

Finally, the expectation of the aggregate interference can be computed as follows
\[
E[I_{agg}] = \frac{\partial M_{I_{agg}}(0)}{\partial s}. \tag{34}
\]

C. Distribution of the aggregate interference

The aggregate interference may be stated as being the summation of the \(L\) individual aggregate interference caused by the nodes located within each annulus. Expressions for the PDF and the CDF of the summation of \(L\) independent gamma random variables were initially derived by Mathai in [33]. Those were simplified in [34] in order to be computed more efficiently.

Let \(\{Z_l\}_{l=1}^{L}\) be independent but not necessarily identically distributed gamma variables with parameters \(k_l\) (shape) and \(\theta_l\) (scale). The PDF of the aggregate interference is written as
\[
I_{agg} = \sum_{l=1}^{L} Z_l, \quad \text{which can be approximated by} \quad \text{[34]}
\]
\[
f_{I_{agg}}(x) \approx \prod_{l=1}^{L} \left( \frac{\theta_l}{\theta_l} \right)^{k_l} x^{(\sum_{l=1}^{L} k_l + w - 1)} \exp \left( -\frac{x}{\theta_l} \right) \tag{35}
\]

\[
\frac{\theta_l}{\theta_l} \sum_{w=0}^{\infty} \frac{(\sum_{l=1}^{L} k_l + w)!}{\Gamma \left( \sum_{l=1}^{L} k_l + w + 1 \right)} \left( \frac{\sum_{l=1}^{L} k_l + w}{\theta_l} \right)^{\sum_{l=1}^{L} k_l + w + 1}, \tag{36}
\]
where $\theta_1 = \min_i \{ \theta_i \}$, $\delta_w$ coefficients are computed recursively,

$$
\delta_{w+1} = \frac{1}{w+1} \sum_{i=1}^{w+1} L \left( \frac{1 - \theta_i}{\theta_i} \right)^w \delta_{w+1-i},
$$

and $\delta_0 = 1$. $\Gamma(.)$ is the gamma function. Finally, the CDF of $I_{agg}$, $F_{I_{agg}}(x) = \int_{-\infty}^{x} f_{I_{agg}}(z)dz$, is computed as follows [34]

$$
F_{I_{agg}}(x) \approx \prod_{l=1}^{L} \left( \frac{\theta_l}{\delta_l} \right)^{k_l} \sum_{w=0}^{\infty} \theta_{l-1}^{k_l+w} \Gamma \left( \sum_{l=1}^{L} k_l + w \right)
\times \int_{0}^{x} \sum_{z=1}^{\infty} \frac{1}{z} \exp \left( -\frac{z}{\delta_l} \right) dz.
$$

(35)

The computation of $f_{I_{agg}}(x)$ and $F_{I_{agg}}(x)$ can also be performed in a more efficient way using the Fast Fourier Transform (FFT) algorithm, instead of using (34) and (35). Since the annulus of width $R_0^2 - R_1^2$ where the mobile nodes are located can be described as a sum of $L$ annuli of width $\rho$, the characteristic function of the aggregate interference ($I_{agg}$) received from the mobile nodes is given by

$$
\varphi_{I_{agg}}(t) = \prod_{l=1}^{L} (1 - \theta_l it)^{-k_l}.
$$

(36)

Using the Fourier transform, the PDF of the aggregate interference is given as follows,

$$
f_{I_{agg}}(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-itx} \varphi_{I_{agg}}(t)dt,
$$

(37)

which can be numerically calculated using a FFT algorithm. Finally, the CDF of the aggregate interference is given by

$$
F_{I_{agg}}(x) = \int_{-\infty}^{x} f_{I_{agg}}(z)dz.
$$

(38)

D. Interference Estimation

This subsection starts from the assumption that the aggregate interference can be approximated by a GEV (Generalized Extreme Value) distribution [28]. This assumption was based on sample data obtained through simulation, which was used in different goodness of fit tests to identify the theoretical distributions that better approximate the empirical distribution of the sample data. The results presented in Section V validate our assumption and show the accuracy of the approximation.

The PDF of a GEV distribution is represented by

$$
f(x; \sigma, \gamma, \mu) = \frac{1}{\sigma} \left( \frac{x - \mu}{\sigma} \right)^{\gamma-1} e^{-\left( \frac{x - \mu}{\sigma} \right)\gamma},
$$

(39)

where

$$
t(x) = \begin{cases} 
1 + \frac{x - \mu}{\sigma} & , \gamma \neq 0 \\
\left( \frac{x - \mu}{\sigma} \right)^{-1/\gamma} & , \gamma = 0
\end{cases}
$$

(40)

With the help of two estimators we plan to estimate the parameters $\sigma, \gamma$ and $\mu$ of the GEV distribution. To this end, a Maximum Log-likelihood estimator (MLE) and a Probability Weighted Moments (PWM) estimator are introduced next, in order to be used in real-time to estimate the aggregate interference. Hereafter, we represent the interference sample set by $X = \{S_1, S_2, ..., S_m\}$, where $S_1, S_2, ..., S_m$ are the samples periodically acquired by the node $N_r$. The ordered sample set is denoted by $X_r = \{S_{1,m}, S_{2,m}, ..., S_{m,m}\}$, where $S_{1,m} \leq S_{2,m} \leq ... \leq S_{m,m}$.

1) MLE: The log-likelihood function for a sample set $X = \{S_1, ..., S_m\}$ of i.i.d. GEV random variables is given by

$$
\log L(\sigma, \gamma, \mu) = -m \log \sigma - \left( \frac{1}{\gamma} + 1 \right) \sum_{i=1}^{m} \log \left( 1 + \frac{S_i - \mu}{\sigma} \right) - \sum_{i=1}^{m} \log \left( 1 + \frac{S_i - \mu}{\sigma} \right)^{-1/\gamma},
$$

(41)

under the condition $1 + \frac{S_i - \mu}{\sigma} > 0$. The MLE estimator $(\hat{\sigma}, \hat{\gamma}, \hat{\mu})$ for $(\sigma, \gamma, \mu)$ is obtained by maximizing (41).

2) PWM Estimator: As described in [35], the PWM of a random variable $X$ with distribution function $F(X) = P(X \leq x)$ are the quantities

$$
M_{p,r,s} = E[X^p(F(X))^{r}(1-F(X))^{s}],
$$

(42)

for real $p$, $r$ and $s$ values. For the GEV distribution, [36] shows that $E[X^p(F(X))^{r}]$ can be written as

$$
M_{p,r,0} = \frac{1}{r+1} \left\{ \frac{\mu - \sigma}{\gamma} [1 - (r + 1) \Gamma(1 - \gamma)] \right\},
$$

(43)

with $\gamma < 1$ and $\gamma \neq 0$. The PMW estimators $(\hat{\sigma}, \hat{\gamma}, \hat{\mu})$ of the GEV parameters $(\sigma, \gamma, \mu)$ are the solution of the following system of equations

$$
\begin{align*}
M_{1,0,0} &= \mu - \frac{\sigma}{\gamma} (1 - \Gamma(1 - \gamma)) \\
2M_{1,1,0} - M_{1,0,0} &= \frac{\sigma}{\gamma} \Gamma(1 - \gamma)(2\gamma - 1) \\
3M_{1,2,0} - 2M_{1,1,0} &= 3\gamma - 1 \\
2M_{1,1,0} - M_{1,0,0} &= 2\gamma - 1
\end{align*}
$$

(44)

in which $M_{1,r,0}$ can be replaced by the unbiased estimator proposed in [37]

$$
\hat{M}_{1,r,0} = \frac{1}{m} \sum_{j=1}^{m} \left( \prod_{l=1}^{r-j} \frac{j-l}{m-l} \right) S_{j,m}.
$$

(45)

V. MODEL EVALUATION

Several simulations were parameterized according the data in Table II to validate the average aggregate interference. A mobility region consisting of a square area of 1000x1000m was defined where the nodes move with $V_{min} = 5$m/s and $V_{max} = 20$m/s. Different mobility scenarios were considered: an average speed $E[V]$ of 10.82m/s was achieved for a pause time $T_p = 0$s; a second scenario was defined with $E[V] = 3.52$m/s adopting $T_p = 100$s; and a third scenario was defined to obtain $E[V] = 1.5$m/s considering $T_p = 300$s. The
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aggregate interference was sampled every second and $3 \times 10^6$ simulations were run.

To evaluate the proposed model of the aggregate interference we compare the numerical results obtained with the model and the results obtained through simulation. The CDF of the aggregate interference is illustrated in Figure 4 and Figure 5 for a simulation scenario considering $n = 100$ mobile nodes. The receiver node $N_c$ was positioned in the center of the simulation area, i.e. $x_{N_c} = y_{N_c} = 500m$. The aggregate interference was measured by the node $N_c$ every second. In Figure 4 only the path loss effect was considered, while the results plotted in Figure 5 were obtained considering path loss, fast fading and shadowing effect, for $\sigma_\xi = 0.69$. The numerical results were obtained with (35) considering the first 25 terms in the infinite sum series, i.e., $w = 25$.

![Fig. 4. CDF of the aggregate interference considering the path loss effect ($\tau = 1$).](image)

As shown in both Figures 4 and 5, the error observed between the model and the simulations is in range with the error bound given in [34] for the case when the approximation in (35) is adopted. Different CDFs are obtained for the three mobility scenarios $[\text{E}[V] = 10.82m/s, \text{E}[V] = 3.52m/s$ and $\text{E}[V] = 1.5m/s]$, indicating that an increase of $T_p$ leads to a decrease of the aggregate interference power, or in other words, the interference power increases with the average speed of the nodes. This fact is due to the decrease of the node’s density near to the node $N_c$ as $T_p$ increases, which is also confirmed by the theoretical analysis in [24] and the values of $\beta_1$ represented in Figure 2. As the average pause time increases, the spatial distribution of the nodes converges to a uniform distribution, and a smaller number of nodes is located in the vicinity of $N_c$, causing less interference to $N_c$. Contrarily, the increase of the mobility increases the average number of nodes in the vicinity of $N_c$, causing more interference to $N_c$.

Comparing the results plotted in Figures 4 and 5(a), we observe that when small-scale fading and shadowing are considered, the average interference power remains approximately the same because small-scale fading and shadowing are parametrized for unitary mean.

The proposed model can handle the case when nodes transmit with a given probability, $\tau, \tau$ can represent the medium access probability of a specific random MAC protocol (e.g. Slotted Aloha), or even the behavior imposed by fair resource management policies. Different medium access probabilities ($\tau$) were considered in the results presented in Figure 5(b). We have considered the high mobility scenario

![Fig. 5. CDF of the aggregate interference considering path loss, small-scale fading and shadowing effect ($\sigma_\xi = 0.69$): (a) for $\tau = 1$ and $\text{E}[V] = \{1.5, 3.52, 10.82\}m/s$; (b) for $\tau = \{0.5, 0.8, 1\}$ and $\text{E}[V] = 10.82m/s$.](image)

<table>
<thead>
<tr>
<th>$X_{\max}$</th>
<th>$Y_{\max}$</th>
<th>$V_{\max}$</th>
<th>$V_{\min}$</th>
<th>$R_1$</th>
<th>$\rho$</th>
<th>$L$</th>
<th>$\tau$</th>
<th>$\sigma_\xi$</th>
<th>$\alpha$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000m</td>
<td>1000m</td>
<td>20m/s</td>
<td>5m/s</td>
<td>20m</td>
<td>0.69</td>
<td>5</td>
<td>1</td>
<td>0.69</td>
<td>2</td>
<td>0.69</td>
</tr>
</tbody>
</table>

**TABLE II**

PARAMETERS ADOPTED IN THE SIMULATIONS.
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(E[V] = 10.82m/s) and the same parameters adopted in the results presented in Figure 5(a). The simulations were modified to consider that the interference power received from each mobile node is null when a number randomly (uniformly) generated at each discrete simulation time is above τ. In this way the mobile nodes only contribute to the aggregate interference according to τ. From the validation results, presented in Figure 5(a), we observe that the proposed model also approximates the CDF of the aggregate interference for different τ values. Moreover, the interference power decreases as τ → 0, as expected.

While the results obtained in Figures 4 and 5 were obtained considering that the receiver node Nc was positioned in the center of the simulation, in Figure 6 we evaluate the accuracy of the proposed model for different positions of Nc. The evaluation was done at positions \((x_{Nc}, y_{Nc}) = \{(200, 300), (500, 500), (600, 700), (800, 800)\}\) m. We have considered the high mobility scenario \((E[V] = 10.82m/s) and the same parameters adopted in the results presented in Figure 5(a). As can be observed, the results computed with the model are close to the results obtained through simulation. Moreover, we also observe that the aggregate interference decreases as the node Nc is further away from the center of the simulated area \((x, y) = (500, 500)\) m. This is explained by the higher density of mobile nodes in the center of the simulation area, as observed in Figure 2. Consequently, as Nc is further away from the center of the simulated area less mobile nodes (interferers) are found in the same circular area \((R_i^L = 20m \text{ and } R_o^L = 120m)\).

Next, we assess the accuracy of the proposed estimators. Considering the same radio conditions and the two mobility scenarios \((E[V] = 10.82m/s) \text{ and } E[V] = 1.5m/s) assumed in Figure 5(a), we computed the CDF of the aggregate interference with the PMW estimator and the MLE. The length of the sample set was \(m = 100\). As can be seen in Figure 8, which represents the CDFs obtained by simulation and computed by maximizing (41) (MLE) and solving (44) (PWM), the results achieved with the proposed estimators are close to the results obtained by simulation. In this case the error obtained with the MLE or with the PWM estimator is similar. This fact is mainly due to the length of the sample set \(m\), as we will see later.

To evaluate the impact of the length of the sample set in the estimation, we have considered the mobility \(E[V] = 10.82m/s\), being the aggregate interference estimated with the PWM estimator considering \(m = 50\), \(m = 10\), and \(m = 5\) samples. The simulation results and the results achieved with the PWM estimator considering the different m values are illustrated in Figure 9. As expected, a larger set of samples allows more accurate results. However, we would like to highlight the quality of the estimation even when a small set of samples \((m = 10)\) is adopted. These results confirm the quality of the proposed model and estimator, highlighting the importance to this work in terms of its practical application.

Additionally, we note that the aggregate interference follows a GEV distribution, as confirmed by the estimation results presented in Figures 8 and 9.

As a final remark, although the interferers considered in the results presented in Figures 4, 5, 6, 8 and 9, were always located within an annulus parameterized with \(R_i^L = 20m \text{ and } R_o^L = 120m\), we note that the model (and the estimation methodology) was also successfully validated for other \(R_i^L\) and \(R_o^L\) values, including the particular case when all moving nodes are considered, i.e. \(R_i^L = 0m \text{ and } R_o^L \geq\)
\( \sqrt{(X_{\text{max}}/2)^2 + (Y_{\text{max}}/2)^2} \) for the cases when \( N_c \) is positioned at \( x_{N_c} = y_{N_c} = 500\text{m} \).

![Image](image_url)

**Fig. 8.** Estimation of the aggregate interference through the PWM estimator and the MLE (\( m = 100 \) samples), considering path loss, fading and shadowing effects for two mobility scenarios (\( \mathbb{E}[V] = 10.82\text{m/s} \) and \( \mathbb{E}[V] = 1.5\text{m/s} \), \( \tau = 1 \)).

\[ P(X_l = k) = \binom{n}{k} P_l^k (1 - P_l)^{n-k}, \quad (46) \]

it can be rewritten as

\[ P(X_l = k) = \frac{n!}{(n-k)!k!} P_l^k (1 - P_l)^{n-k}. \quad (47) \]

As \( n \to \infty \), we know that

\[ \frac{n!}{(n-k)!k!} = \frac{n(n-1)...(n-k-1)}{k!} \approx \frac{n^k}{k!}. \quad (48) \]

Assuming that the average number of nodes located in the annulus is given by \( \lambda_l = nP_l \), and replacing (48) in (46), we have

\[ P(X_l = k) = \frac{\lambda_l^k}{k!} (1 - P_l)^{\lambda_l-k}. \quad (49) \]

According to PT conditions, \( P_l \to 0 \). Knowing that

\[ \lim_{P_l \to 0} (1 - P_l) = e^{-1}, \]

(49) can be rewritten as follows,

\[ P(X_l = k) = \frac{\lambda_l^k}{k!} e^{-\lambda_l}. \quad (50) \]

Assuming the PT, the Binomial distribution describing the number of nodes within the annulus area may be approximated by the Poisson distribution in (50) (with \( \lambda_l = \beta_l A_l \), being \( \beta_l = nP_l/A_l \)). We highlight that in the limit conditions (i.e., \( n \to \infty \) and \( P_l \to 0 \)), the Poisson distribution can be derived from the binomial one. However, in practical scenarios, the PT conditions must be observed in an approximated way. In our work we have considered a fixed number of nodes \( (n) \), and the division of the simulation area in multiple annuli benefits the condition \( P_l \to 0 \).

**APPENDIX A**

**POISSON APPROXIMATION**

This appendix identifies the conditions required to use the Poisson distribution to approximate the number of nodes located within an annulus \( l \).

We start considering an annulus \( l \in \{1,...,L\} \) with area \( A_l = \pi ((R^{l}_{\text{in}})^2 - (R^{l}_{\text{out}})^2) \), where \( n \) mobile nodes can be located. The number of nodes located within the annulus \( l \) is represented by the random variable \( X_l \). \( P_l \) represents the probability of a node being located within the annulus. The Poisson Theorem (PT) in [27, p. 113] states that the Poisson distribution may be used as an approximation of the Binomial distribution, when \( P_l \to 0 \) and \( n \to \infty \), such that the mean value \( nP_l = \lambda_l \) remains constant.

Representing the probability of having \( k \) nodes located in the annulus \( l \) through the Binomial distribution,

\[ P(X_l = k) = \binom{n}{k} P_l^k (1 - P_l)^{n-k}, \quad (46) \]

it can be rewritten as

\[ P(X_l = k) = \frac{n!}{(n-k)!k!} P_l^k (1 - P_l)^{n-k}. \quad (47) \]

As \( n \to \infty \), we know that

\[ \frac{n!}{(n-k)!k!} = \frac{n(n-1)...(n-k-1)}{k!} \approx \frac{n^k}{k!}. \quad (48) \]

Assuming that the average number of nodes located in the annulus is given by \( \lambda_l = nP_l \), and replacing (48) in (46), we have

\[ P(X_l = k) = \frac{\lambda_l^k}{k!} (1 - P_l)^{\lambda_l-k}. \quad (49) \]

According to PT conditions, \( P_l \to 0 \). Knowing that

\[ \lim_{P_l \to 0} (1 - P_l) = e^{-1}, \]

(49) can be rewritten as follows,

\[ P(X_l = k) = \frac{\lambda_l^k}{k!} e^{-\lambda_l}. \quad (50) \]
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