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Abstract—In this paper, we develop an optimal control framework that takes the full-body dynamics of a humanoid robot into account. Employing full-body dynamics has been explored in, especially, an online optimal control approach known as model predictive control (MPC). However, whole-body motions cannot be updated in a short period of time due to MPC’s large computational burden. Thus, MPC has generally been evaluated with a physical humanoid robot in a limited range of tasks where high-speed motion executions are unnecessary. To cope with this problem, our multi-timescale control framework drives whole-body motions with a computationally efficient hierarchical MPC. Meanwhile, a biologically inspired controller maintains the robot’s posture for a very short control period. We evaluated our framework in skating tasks with simulated and real lower-body humanoids that have rollers on the feet. Our simulated robot generated various agile motions such as jumping over a bump and flipping down from a cliff in real time. Our real lower-body humanoid also successfully generated a movement down a slope.
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I. INTRODUCTION

ALTHOUGH humanoid robots have been promoted for working in such real environments as hazardous situations instead of humans, they remain difficult to generate human-like behaviors, especially in terms of versatility and agility [1].

We can partially attribute their lack of versatility and agility to their control approaches that approximate a humanoid robot as a highly reduced model like an inverted pendulum [2], [3]. Such a model can only be applied to a limited range of tasks since generable movements are significantly restricted [4]. An inverted pendulum represents only a slow dynamical component of a biped robot [5].

We thus aim to develop a control framework that takes full-body dynamics into account. In previous studies, an online optimal control approach known as model predictive control (MPC) generated simulated robot motions under full-body dynamics [4]. MPC is, however, computationally intensive because a large optimization problem needs to be solved at each time-step when full-body dynamics are used as constraints [6]. Thus, a real humanoid robot has to be controlled for a long control period due to large computational time, and MPC has been applied to limited tasks in which fast movements are unnecessary [7].

To cope with this problem, we propose a novel multi-timescale control framework in this paper. A schematic diagram of our proposed framework is depicted in Fig. 1. A two-layered hierarchical MPC (HMPC) with different time scales generates whole-body motions in a much shorter computational time than conventional MPC approaches. A biologically inspired reflex-based controller maintains the robot’s posture with an even smaller time scale.

In this study, skating tasks are employed to evaluate our proposed framework. Since we are interested in generating wide variety of human-like agile motions, skating is an illustrative example where such motions are generated by efficiently utilizing potential and kinetic energies. Therefore, we used a lower-body humanoid model that wore roller skates. We constructed ground surfaces that were extracted from a standard skating-rink design in a simulated environment and built a slope for our actual lower-body humanoid.

We show that a variety of agile movements like jumping over a bump and flipping down from a cliff of our simulated robot were generated in real time. Furthermore, our real humanoid successfully generated a movement for going down a slope as an initial attempt to show control performance of
our proposed method in the real environment towards the agile skating motion generation.

II. RELATED WORKS

Although there are previous studies working on the humanoid skating motion [8], [9], they utilized a task-specific low-dimensional approximated model. For instance, an inverted pendulum model was considered by assuming that the rate of upper-body angular momentum of a robot is zero. This assumption restricts generable movements. In other words, jumping over a bump or flipping down from a cliff motions cannot be generated with that restriction.

MPC approaches under full-body dynamics have been deemed unsuitable for real-time control of a high-dimensional practical system. They have been evaluated on a low-dimensional system such as a hovercraft [10], a ballbot and a hexacopter [11]. Their degrees of freedoms (DoFs) were up to six. With such small DoFs, calculation periods of MPC could be less than 5 ms. On the other hand, DoFs of the original humanoid model tends to be more than double. Thus, solving MPC problems under the full-body dynamics has only been evaluated in simulated environment [6], [4]. One exception was the study that applied MPC to a real humanoid robot [7]. However, fast movements were not demonstrated because they implemented MPC with the relatively large control period [7]. However, fast movements were not demonstrated because they implemented MPC with the relatively large control period of 50 ms. Since the typical control period of less than 5 ms cannot be achieved with MPC, a restricted model of an inverted pendulum has been used for generating balance or biped locomotion [12], [13]. As a matter of practice, offline calculation tends to be used to solve an optimal full-body control problem for real environment [14]. For whole-body quadruped robot control, fast MPC calculation method with parallel computation and an optimal model switching approach were proposed [15], [16].

In this study, we develop a novel multi-timescale control framework for a humanoid robot. We formulate novel small-sized MPC problems using the full-body dynamics, which are solved in a hierarchical manner at a higher level. In a lower level, whole-body plans are executed while maintaining the robot’s posture with a fast-rate reflex-based controller. The ways of adopting a hierarchical structure to MPC have been explored to ease the computational burden of MPC [17], [18]. In our previous preliminary study, we investigated the usefulness of a hierarchical structure for MPC calculation particularly on a full-body humanoid model [19]. In this paper, we propose a more computationally efficient HMPC approach; eigenvalue analysis is not required to extract the hierarchical structure from the original humanoid model. The reflex-based controller is newly adopted because the computational cost is very low and reflex-based systems have been successfully used to generate real robot movements [20], [21].

III. MODEL PREDICTIVE CONTROL

A. A Standard MPC Problem

In MPC at each control period, a finite optimal control problem is solved to find an optimal control sequence that minimizes the accumulated cost over a finite future horizon. The accumulated cost is:

$$J(x_k, U_k) = \sum_{i=k}^{k+N-2} \ell(x_i, u_i) + \ell_T(x_{k+N-1}),$$  \hspace{1cm} (1)

where \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R}^m \) respectively denote the state vectors and the control inputs and \( U_k \equiv \{u_k, u_{k+1}, \ldots, u_{k+N-2}\} \) is the control sequence. \( \ell(x, u) \) is the immediate cost, and \( \ell_T(x) = \ell(x, 0) \) is the terminal cost. The finite-horizon optimal control problem is formulated as

$$\min_{U_k} J(x_k, U_k) \quad \text{s.t.} \quad x_{k+1} = x_k + \Delta f(x_k, u_k),$$  \hspace{1cm} (2)

where the dynamics model is used as a constraint. In this paper, we use a full-body dynamics model (described in Sec. IV-A). \( \Delta t \) denotes a step size (a control period).

By solving the above optimal control problem, an optimal control sequence \( U_k^* \) can be obtained. Simultaneously, an optimal state sequence \( X_k^* \equiv \{x_k^*, x_{k+1}^*, \ldots, x_{k+N-1}^*\} \) is also gained. However, the sequences cannot be analytically derived for nonlinear systems in general. Instead, to derive a locally optimal controller, we use a Differential Dynamic Programming (DDP) [22], [23] approach called iterative Linear Quadratic Regulator (iLQR) [24], [6] in this paper.

Once the optimal control sequence \( U_k^* \) is derived, the first few elements of the sequence are applied to the robot. After a new state is measured at subsequent time-step \( k + 1 \), optimal control sequence \( U_{k+1}^* \) is derived and the robot is controlled in the same manner.

B. A Hierarchical MPC Design

For a high-dimensional system such as a humanoid robot, the optimal control problem (2) is required to be solved within a very short time period while computing the large number of input variables. To reduce such large computational burden, we proposed a HMPC design [19]. Computational burden of MPC with a gradient-based optimization algorithm is related to prediction length \( N \) and dimension of state space \( n \) [25]. Therefore, we formulated two smaller optimal control problems for either of them. They are sequentially solved as an upper- and a lower-layer MPC.

The upper-layer MPC derives a whole system behavior coarsely; the same optimal control problem of (2) except a coarse-time-step (\( \Delta t_c > \Delta t \)) is solved to derive optimal control and state sequence for the coarse optimization \( U_k^* \equiv \{u_k^*, u_{k+1}^*, \ldots, u_{k+N_c-2}^*\} \) and \( X_k^* \equiv \{x_k^*, x_{k+1}^*, \ldots, x_{k+N_c-1}^*\} \). \( N_c \) is a horizon for the upper-layer optimization (\( N_c \Delta t_c = N \Delta t \)). The upper-layer optimization problem is, thus, smaller than the original one in terms of the prediction horizon (\( N_c < N \)).

To generate a fast movement, the coarse input sequence derived in the upper-layer optimization need to be further optimized with a fine-time resolution, but the modification must be less time-consuming. Let define vectors of slow and fast state variable as \( y \in \mathbb{R}^{n_s} \) and \( z \in \mathbb{R}^{n_f} \) respectively, and slow and fast control variables as \( u^s \in \mathbb{R}^{m_s} \) and \( u^f \in \mathbb{R}^{m_f} \), where \( n = n_s + n_f \) and \( m = m_s + m_f \). The lower-layer MPC is formulated as an optimal control problem to refine only
the fast control sequence $U_k^f \equiv \{u_{x_k}, u_{x_{k+1}}, \ldots, u_{x_{k+N_f-2}}\}$ by minimizing a total cost for the fast variables

$$
J_f^\star (z_{k}, u_{x_k}^f, \dot{X}_k^f, \ddot{X}_k^f) = \sum_{t=k}^{k+N_f-2} \ell_f^\star (z_t, u_{x_t}^f, \dot{X}_t^f, \ddot{X}_t^f) + \epsilon \ell_f^\star (z_{k+N_f-1}, \dot{X}_{k+N_f-1}^f),
$$

under a fast sub-system with shorter time-step $\Delta t_f$ rather than coarse-time-step $\Delta t_c$:

$$
\min_{U_k^f} J_f^\star (z_{k}, u_{x_k}^f, \dot{X}_k^f, \ddot{X}_k^f) \quad \text{s.t.} \quad z_{k+1} = z_k + \Delta t_f \dot{f}_f^\star (z_k, u_{x_k}^f),
$$

where the horizon for the fine optimization is defined as $N_f$. The detailed process to extract a fast sub-system of a humanoid robot is described in Section IV-B. Horizon $N_f$ is set to $\Delta t_f N_f < \Delta t_c N_C$ because the controller for the fast sub-system modifies the robot’s short-term effect. Thus, the lower-layer optimization problem can be smaller than the original one in terms of both state dimension ($n_f < n$) and prediction horizon ($N_f < N$).

Using the optimal inputs of the upper-layer for the slow variables $\dot{u}^s$ and the lower-layer $u^*$, the control input is composed of them: $u^s_{\text{MPC}} = [\dot{u}^s \top, u^* \top] \top$.

IV. PROPOSED CONTROL FRAMEWORK

In our proposed control framework, HMPC derives input commands under full-body dynamics for whole-body motion generation. A reflex-based controller behaves in a finer time scale than that of MPC to maintain the robot’s posture. Figure 2 shows the schematic control diagram of our proposed framework. We proposed an optimization process by deriving a new fast dynamics of a humanoid robot, which is used in the lower-layer MPC in our hierarchical approach. We, first, describe the full-body dynamics, and then we derive the new fast sub-system from the full-body model. The details of the reflex-based controller are also presented in this section.

A. Full-body Dynamics Model

The full-body dynamics of the robot’s movements are generally given by the following equations of motion:

$$
M(q) \ddot{q} = c(q, \dot{q}) + J_C(q)^T f_C + J_E(q)^T f_E + u_{\text{MPC}} + u_{\text{reflex}},
$$

where $M$ is the inertia matrix and $c$ is the vector of such external forces as gravity, coriolis and viscous friction. $J_C$ and $J_E$ stand for Jacobian matrices of active contacts and equality constraints. Contact force is represented as $f_C$, $f_E$ is force caused by equality constraints. $q$ is the generalized positions (base link positions, attitude, and joint angles), $\dot{q}$ is their velocities. State of the state-space model consists of the following positions and velocities: $x = [q \top, \dot{q} \top] \top$. $u_{\text{MPC}}$ is the applied control to be decided by MPC. $u_{\text{reflex}}$ is reflex torque which is computed by the reflex-based controller (described in Sec. IV-C). A smooth contact model [6] are used to compute the contact forces $f_C$ (see [6] for more details).

B. Fast Dynamics Extraction and Hierarchical Optimization

To apply HMPC described in Sec. III-B, we must extract the fast dynamics from the full-body dynamics. Based on the idea of singular perturbation technique for deriving fast dynamics from an original system [26], we proposed a method to extract fast dynamics from a humanoid model. The singularly perturbed system is represented in standard form as bellow [18]:

$$
\dot{y} = g(y, z, u^f),
\quad \epsilon \dot{z} = h(y, z, u^f),
$$

where the dynamics for slow $y$ and fast state $z$ are explicitly separated with a small positive parameter $\epsilon$. In this study, we use this form to extract new fast dynamics which can be used with less computational burden in MPC calculation.

To transform the full-body model of (5) into the form of (6), we decomposed the inertia matrix only relative to base link (hip and torso) and the other:

$$
M = \begin{bmatrix}
H_{\text{base}} & 0 \\
0 & O
\end{bmatrix} + \begin{bmatrix}
O & H_{\text{base}} \top \\
H_{\text{limb}} & H_{\text{limb}}
\end{bmatrix} = M_{\text{base}} + M_{\text{other}}.
$$

By considering that inertia $M_{\text{other}}$ is a perturbation matrix of $M_{\text{base}}$, the equations of motion in (5) become

$$
\begin{bmatrix}
M_{\text{base}} & \epsilon Q
\end{bmatrix}
\begin{bmatrix}
\dot{v}
\end{bmatrix} = s,
$$

where $Q = M_{\text{other}} / \epsilon$, $\epsilon$ is a positive small parameter defined as $||M_{\text{other}}|| / ||M_{\text{base}}||$ and the vector $s$ is defined as $(s = c + J_C f_C + J_E f_E + u_{\text{MPC}} + u_{\text{reflex}})$. Let velocities $v = [v_{\text{base}} \top, v_{\text{limb}} \top] \top$ and $s = [s_{\text{base}} \top, s_{\text{limb}} \top]$, we obtain the following full-body dynamics written in the form of (6) by multiplying a matrix $(I - \epsilon S)$ on both sides of (8) and ignoring a squared term of $\epsilon$:

$$
\begin{bmatrix}
H_{\text{base}} & Q_{12}
0 & Q_{22}
\end{bmatrix}
\begin{bmatrix}
\dot{v}_{\text{base}} \\
\epsilon v_{\text{limb}}
\end{bmatrix} = \begin{bmatrix}
s_{\text{base}} \\
-s_{\text{limb}} - \epsilon Q_{21} H_{\text{base}}^{-1} s_{\text{base}}
\end{bmatrix},
$$

where $I$ is an identity matrix, the matrix $Q$ is partitioned into four blocks and $S$ is given as:

$$
Q = \begin{bmatrix}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{bmatrix},
S = \begin{bmatrix}
O & O \\
Q_{21} H_{\text{base}}^{-1} & 0
\end{bmatrix}.
$$

The slow variables $y$ and fast variables $z$ in (6) are denoted as $[y \top, z \top] = [v_{\text{base}} \top, v_{\text{limb}} \top]$. Now a fast sub-system is extracted from (9). We introduce time-scale $\epsilon \tau = t$, and the slow and fast variables are

$$
\dot{v}_{\text{base}} = \frac{dv_{\text{base}}}{dt} = \frac{1}{\epsilon} \frac{dv_{\text{base}}}{d\tau},
\quad \epsilon \dot{v}_{\text{limb}} = \frac{dv_{\text{limb}}}{d\tau} = \frac{dv_{\text{limb}}}{dt}.. \tag{11}$$
Let $v'_{\text{base}} = dv_{\text{base}}/d\tau$ and $v'_{\text{limb}} = dv_{\text{limb}}/d\tau$, (9) is rewritten with the new tame-scale:

$$
\begin{bmatrix}
H_{\text{base}} & \varepsilon Q_{12} \\
O & Q_{22}
\end{bmatrix}
\begin{bmatrix}
\dot{v}_{\text{base}} \\
\dot{v}_{\text{limb}}
\end{bmatrix}
= \begin{bmatrix}
\varepsilon S_{\text{base}} \\
S_{\text{limb}} - \varepsilon Q_{21} H_{\text{base}}^{-1} S_{\text{base}}
\end{bmatrix}.
$$

(12)

By setting $\varepsilon \to 0$, we obtain a fast subsystem that is described in new time-scale $\tau$. The fast subsystem takes the following form when we restore to original time-scale $t$:

$$
\begin{bmatrix}
H_{\text{base}} & O \\
O & H_{\text{limb}}
\end{bmatrix}
\begin{bmatrix}
\dot{v}_{\text{base}} \\
\dot{v}_{\text{limb}}
\end{bmatrix}
= \begin{bmatrix}
0 \\
S_{\text{limb}}
\end{bmatrix},
$$

(13)

which describes the dynamics of the fast states for limb movements under fixed slow variables for the base link. Note that the smooth contact model [6] is also considered in the fast subsystem for the lower-layer MPC. The contact force included in $S_{\text{limb}}$ is computed so that the fast subsystem does not penetrate to the ground surface.

From (13), a discretized system can be obtained:

$$
\begin{bmatrix}
v_{\text{base},k+1} \\
v_{\text{limb},k+1} \\
q_{\text{base},k+1} \\
q_{\text{limb},k+1}
\end{bmatrix}
= \begin{bmatrix}
v_{\text{base},k} \\
v_{\text{limb},k} + \Delta t f_{H_{\text{limb}}}^{-1} S_{\text{limb}} \\
q_{\text{base},k} + \Delta t f_{\dot{q}_{\text{base},k+1}} \\
q_{\text{limb},k} + \Delta t f_{\dot{q}_{\text{limb},k+1}}
\end{bmatrix},
$$

(14)

where a semi-implicit Euler method is used for the time discretization. The semi-implicit refers to the fact that the next step velocity is used for the position integration. The time evolution of the states $v_{\text{base}}$ and $q_{\text{base}}$ do not depend on the control inputs included in $s$. Therefore, in the lower-layer optimization of HMPC, only the reduced-order subsystem for $q_{\text{limb}}$ and $v_{\text{limb}}$ was considered. We used the subsystem to modify the results of the upper-layer optimization in HMPC. In other words, coarse whole-body motions were derived under the full-body dynamics in the upper-layer, and then the motions of limbs which moves fast were further optimized with a fine-time resolution in the lower-layer optimization. Note that (13) is an approximation that ignores the inertial coupling that limbs have on the base. In practice, limb movements do have coupled effects onto the motion of the base. We include these couplings in our upper-layer optimization by using the full-body dynamics model, but ignore them for our fast model. The effectiveness of this approach is demonstrated in the results.

In our previous work [19], the optimization problem was not small in terms of state dimension $n_f$. A fast sub-system was derived with eigenvalue analysis of the inertia matrix $M$ based on [5], whose computational complexity was related to the original state dimension $n$ [27]. In this paper, we avoid to use the eigenvalue algorithm by assuming $M_{\text{reflex}}$ as a perturbation matrix of $M_{\text{base}}$ for efficiently computing the fast sub-system.

### C. A Reflex-based Controller

In this study, a reflex-based controller inspired by biped control with reflexive mechanisms [20], [21] is designed to maintain the robot’s posture with much finer time resolution than that of the lower-layer MPC $\Delta t_{\text{reflex}} < \Delta t_f$. Since the behavior of the fine-rate controller is also taken into account during planning with upper- and lower- MPC in both dynamics models (5) and (14) (the reflex torque is included in $S_{\text{limb}}$), the output torque $u_{\text{reflex}}$ must be computed with low computational burden. Thus, computational simplicity of the reflex based controller is desirable to combine with MPC.

The reflex torque $u_{\text{reflex}}$ in (5) consists of an output torque $\tau_{\text{reflex}}$ of the reflex model in each joint, which is determined by the following computation. Let define a sigmoid function $\sigma(x, \alpha, \theta) = (1 + e^{\alpha(\theta-x)})^{-1}$, the output of a flexor sensor neuron $a_{SE}$ is modeled as $\sigma(q, \alpha, \theta_S)$ where $\alpha$ is a positive constant. We used $\alpha = 5$. For an extensor neuron, $\alpha = 20$. We set the constant and threshold to $\alpha_r = 5$ and $\theta_r = 5$. $\tau$ represents the connection strength, where $W = 20$. Finally, the output torque in each joint is determined by $\tau_{\text{reflex}} = (K + D\dot{q})(r_r - r_E)$ where $K$ and $D$ are the output gain. We set them for each joint to ($K_{\text{HIP}}^{\text{FE}}, K_{\text{KNEE}}^{\text{FE}}, K_{\text{ANKLE}}^{\text{FE}}$) = (20.0, 8.0, 20.0) and ($D_{\text{HIP}}^{\text{FE}}, D_{\text{KNEE}}^{\text{FE}}, D_{\text{ANKLE}}^{\text{FE}}$) = (10.0, 4.0, 10.0). The reflex mechanism for abduction and adduction movements are designed with same sensor and motor neuron models. The gains for each joint are ($K_{\text{HIP}}^{\text{ABAD}}, K_{\text{KNEE}}^{\text{ABAD}}, K_{\text{ANKLE}}^{\text{ABAD}}$) = (25.0, 15.0) and ($D_{\text{HIP}}^{\text{ABAD}}, D_{\text{KNEE}}^{\text{ABAD}}, D_{\text{ANKLE}}^{\text{ABAD}}$) = (25.0, 15.0).

V. THE SKATING TASK

In this study, we consider skating tasks on various ground surfaces (see also Fig. 3). We defined the task goal as to maintain the robot’s balance, the upper-layer MPC generates whole-body motions which satisfy the goal. Suppose the initial state of the robot remains stable, we specified the task goal with the weighted sum of the squares of cost functions:

$$
\ell = w_{\text{COm}}f_{\text{COm}} + w_{\text{ang}}f_{\text{ang}} + w_{\text{input}}f_{\text{input}}.
$$

(15)

The first term $f_{\text{COm}}$ forced the robot to regulate the deviation between CoM and the mean position of ankle links to the initial one. The second term $f_{\text{ang}}$ was the quadratic penalties on the difference between the current and initial base link attitude. The deviation of the joint angles from initial one is penalized in the third term $f_{\text{input}}$. The control-cost $f_{\text{input}}$ was the quadratic penalties on the control inputs. The weights are set as $(w_{\text{COm}}, w_{\text{ang}}, w_{\text{input}}) = (800.0, 7000.0, 200.0, 0.001)$. We used same costs and weights in both simulation and real robot experiments but we found that sudden huge changes in control inputs induced undesired oscillations on the physical robot. Thus, a term is additionally included in the task goal for the real robot experiments, which penalized the deviation of the inputs from the optimal ones obtained previous time step. Suppose an optimal input sequence was derived at time $k - 1$ as $U_{k-1} = \{u_{k-1}, u_k, \cdots\}$, the cost at time $k$ is defined as

$$
\ell_{\text{diff}}(k) = \sum |u_{k} - u_{k-1}|^2.
$$

(16)

The weight $w_{\text{input}}$ is set as 0.1.

Let define the derived coarse trajectories for the state ($q_{\text{base}}, q_{\text{limb}}, v_{\text{base}}, v_{\text{limb}}$) and input $(\tilde{u}_f^x, \tilde{u}_f^z)$, we defined the
A tabular summary of the settings of the methods: HMPC and CMPC denote hierarchical and conventional MPC, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Control period [ms]</th>
<th>Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMPC (w/ reflex)</td>
<td>$\Delta t_c = 20$, $\Delta t_f = 10$</td>
<td>$N_c = 15$, $N_f = 15$</td>
</tr>
<tr>
<td>HMPC (w/o reflex)</td>
<td>$\Delta t_c = 20$, $\Delta t_f = 10$</td>
<td>$N_c = 15$, $N_f = 15$</td>
</tr>
<tr>
<td>CMPC (coarse)</td>
<td>$\Delta t = 20$</td>
<td>$N = 15$</td>
</tr>
<tr>
<td>CMPC (fine)</td>
<td>$\Delta t = 10$</td>
<td>$N = 30$</td>
</tr>
</tbody>
</table>

The weights are $(\nu_{\text{low}}^{\text{pos}}, \nu_{\text{low}}^{\text{vel}}, \nu_{\text{low}}^{\text{input}}) = (10.0, 0.1, 1.0)$.

VI. SIMULATION AND EXPERIMENTAL SETUP

A. Simulation settings

The simulation experiments aim, first, to show how efficient our HMPC (w/ reflex) without significantly degrading the control performance is compared with the conventional MPC (CMPC). We call an MPC that solves the original problem of (2) CMPC (fine), and an MPC solving the same control problem except coarse-time-step CMPC (coarse). The reflex-based controller is also active in both CMPCs and it updates the input once every $\Delta t_{\text{reflex}} = 2$ ms. We, then, perform an ablation study\(^1\) where we compare the results of our HMPC (w/ reflex) with HMPC (w/o reflex) and the reflex-based controller only. We summarized all settings of the methods in Table I. Finally, to evaluate the effect of the lower-layer MPC, we compared our control frameworks with different control periods of the fast dynamics: $\Delta t_f = 4$ and 20 ms ($N_f = 38$ and 8, respectively). We determined the prediction length of about $N \Delta t = 300$ ms so that the robot can predict enough long-term future trajectory changes because a short horizon results in myopic behaviors. For real-time motion generation, an optimization at each time-step must be finished within each control period. We carried out five simulations and averaged the series of maximum computational times.

In this study, we used a 16-DoF lower-body humanoid model with a torso link and five links in each leg. The robot’s fast DoF is 10 ($n_f = 20$ dimensions). We were aware that the torque sensors for abduction-adduction joints of the real humanoid robot could not be calibrated well, and servo control for them with MPC outputs was difficult. We, thus, solved optimization problem of the upper-layer MPC under constraints that the velocities for abduction-adduction movements kept zero. The constraint forces for such equality constraints are computed as $\textbf{f}_E$ in (5). The control inputs for abduction-adduction movements are computed with a high gain PID controller to keep the initial angles.

Based on a design of an actual skate park as shown in Fig. 3a, we constructed a bump and a ramp section in a simulated environment. Moreover, we designed two cliff environments to generate versatile and agile whole-body motions with our proposed framework. Since we set the time-step of the simulator to 2 ms, modeling error occurs. All experiments were performed in a C language programming environment by an Intel Core i7-4790 CPU, 3.60 GHz computer. Derivatives of dynamics and costs in iLQR were computed in parallel with eight computer threads using Open Multi-Processing (OpenMP) [28].

B. Experimental settings

In the real robot experiments, we evaluate our control framework: HMPC (w/ reflex) with a real robot on a flat surface and on a slope. The experiments were performed on a humanoid robot CB-i [29] which had linear hydraulic actuators with force feedback on every joint. Each hydraulic actuator was controlled with the PID controller described in [13] to track the optimal state and input derived in HMPC and the reflex torque at 1kHz. We compared our framework with the setting of HMPC (w/o reflex). We empirically demonstrate that the reflex-based controller improves the task performance on the flat surface by properly maintaining the robot’s posture. Furthermore, we also show that our real humanoid robot successfully generates a movement down the slope. We show the average maximum computational times of three experimental trials.

VII. RESULTS

A. Control performances in the simulation environment

We, first, compared our HMPC (w/ reflex) with CMPC (fine) and CMPC (coarse). In the bump section, we gave an initial forward velocity of the robot’s base link 6.0 m/s. During going up the bump, both robot’s feet were apart from the ground due to the large initial speed. The robot was able to land on the ground, and kept moving to the end of the section as shown in the Fig. 3b. To skate in the ramp section, we set the initial forward velocity to 1.0 m/s. The robot successfully moves down one side of the ramp without falling over as also shown in Fig. 3b. Both motions were generated with HMPC (w/ reflex). Fig. 3c shows the mean maximum computational time required for computing an optimal control sequence in one time-step. Thanks to our efficient HMPC, no computational times exceeded the control period (dashed line in Fig. 3c left). On the other hand, all of the maximum computational times of CMPC (fine) are about three times longer than its control period of 10 ms. If we truncated the computation at the control period for real-time control, few optimizations of CMPC (fine) converged. Figure 3c also shows the accumulated cost during each simulated duration as the control performances of each method. Since the optimizations were not truncated in this case, the total costs of CMPC (fine) became lower. We normalized all the costs with the total costs of CMPC (fine). The control performances of CMPC (coarse) are the worst in all situations, CMPC (coarse) could not sufficiently take changes of states into account. Thus, the robot did not generate stable skating motions with both CMPC (fine) and CMPC (coarse) as shown in Fig. 3c. By developing

\[^1\] An ablation study examines which components in a framework contribute to an overall improvement by comparing how lower performances are achieved if each component is removed from the framework.
our HMPC, motion generation under full-body dynamics were achieved in real-time.

We performed an ablation study to clarify both components of our multi-timescale framework (HMPC and the reflex-based controller) contributed to the overall improvement. It was expressed in Fig. 3c; the control performances of HMPC (w/o reflex) were inferior to HMPC (w/ reflex). The control period of HMPC is much longer than the required one for robot control (typically, less than 5 ms). On the other hand, we confirmed that the robot fell over in both sections if we used only the reflex-based controller without HMPC. The robot could not ensure long-term balance without HMPC. By taking advantages of HMPC and the fast-rate controller, our multi-timescale framework successfully generated the whole-body motions. It is also worth noting that the computational times between HMPC (w/ and w/o reflex) were slightly increased. Thus, the reflex-based controller is a good candidate to combine with MPC.

Figure 3d illustrates that the better control performances were achieved if the extracted subsystem was used with the shorter control periods in the lower-layer MPC. HMPC ($\Delta t_f = 10$ ms) corresponds to HMPC (w/ reflex), but we normalized all control performances with the results of HMPC ($\Delta t_f = 4$ ms). We found that if the control period was set as it same with the upper-layer MPC: 20 ms, the lower-layer MPC could not improve the control performance as shown in Fig. 3d left. Thus, we consider that our extracted subsystem describes the fast dynamics of the humanoid robot.

In our multi-timescale control framework, we used $\Delta t_f = 10$ ms because the maximum computational times of HMPC ($\Delta t_f = 4$ ms) exceeded 20 ms (bump: 23.9 ms and ramp: 25.6 ms) due to the large number of the horizon: $N_f = 38$.

Finally, we confirmed that our multi-timescale control framework could be applied to a more general context of motion generation. Figure 4 shows the generated motions for a front-flip and back-flip, where the robot motions are constrained in the sagittal plane. It is necessary for the robot to generate fast motions to execute the flip movements. The robot successfully generated both motions with our proposed framework. Since the averaged maximum computational times were 19.5 ms for the front-flip and 19.8 ms for the back-flip, real-time motion generation was realized. For this experiments, we added two terms in the task goals described in Sec. V. They forced the robot to follow a time-dependent desired attitude trajectory of the base link and penalized the velocities of the base link to desired values.

### B. Generated real robot movements

Figure 5a shows a generated standing motion on the flat floor with our proposed framework. Figure 5b demonstrates motions generated without the reflex-based controller, only HMPC. It becomes difficult to stand stably when a robot wears roller skates because the robot requires a motion which keeps
the heavy torso upright but does not slide the wheels. If the legs start sliding, the robot must respond rapidly to change its posture, otherwise it results in a fall. Since the robot can quickly react to maintain its posture due to the reflex-based controller in our proposed framework, the robot did not fall over compared with the case where the reflex-based controller was not activated as shown in Fig. 5b. The averaged maximum computational time was 22.5 ms, which is slightly over the control period (20 ms). However, since only 1.3% (6.3/500) of the computations exceeded the limit, the overruns only slightly influenced the optimization result.

Figure 6 represents a series of motions for sliding down a ramp generated with our proposed framework. At the beginning of the experiment, we pushed the robot to let it start to go down the ramp. During such disturbances, the robot successfully maintained its balance. After initiating the sliding down, the robot did not fall over. In this experiment, the averaged maximum computational time was 21.6 ms, but only 0.7% (3.3/500) of the computations exceeded the control period. Note that the robot easily falls over if we only use the reflex-based controller without HMPC. The reflex-based controller is useful only for keeping a posture in short time scale not for maintaining balance for long period. The above results demonstrate the our control framework can be used in the real system.

VIII. CONCLUSIONS

Although humanoid robots are expected to work in various situations instead of humans, their versatility and agility are significantly low. They are crucial issues to be solved before humanoid robots can engage in various tasks in the real environment. To cope with this problem, we developed a multi-timescale control framework using optimal control under full-body dynamics of a humanoid robot in this study.

Since one of the biggest challenges to realize such full-body optimal control is its computational burden, we proposed an efficient MPC controller with the hierarchical architecture for the humanoid model in this paper. Moreover, a biologically-inspired reflex controller is required to control the robot in short timescale. We demonstrated that variety of agile skating motions can be generated on different ground surfaces. Furthermore, the real robot successfully moved down the slope with our proposed control framework.

To extract low-dimensional dynamics for fast computation of optimal control, centroidal dynamics could be used [31]. This approach yet considers simpler dynamics than our proposed method while taking full kinematics into account. Therefore, our hierarchical dynamics representation would be closer to full dynamics but requires heavier computation in optimization process than centroidal dynamics. As a future study, we will further investigate design of the fast-rate controller. For example, a local feedback controller using the gains from iLQR would provide a unified control strategy with MPC. Future work will apply our control framework to generate wider variety of motion in the physical robot.
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Fig. 5. Real robot control performances on flat surface: (a) with our proposed framework and (b) without the reflex-based controller (only hierarchical MPC). Yellow vertical lines placed at horizontal location with initial robot’s toe positions.

Fig. 6. Generated humanoid movement on slope by using our proposed control framework: To initiate sliding, robot was pushed at beginning of experiment. Our robot successfully kept balance during such disturbance and moved down slope.