
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. 
Citation information: DOI: 10.17775/CSEEJPES.2021.03330, CSEE Journal of Power and Energy Systems

1

Risk-constrained Energy Management Strategy for a
Commercial Campus Considering Comprehensive

Reserves Against Islanding Conditions
Zheming Liang, Member, IEEE, Desong Bian, Member, IEEE, Xiaohu Zhang, Senior Member, IEEE, and Di Shi, Senior

Member, IEEE
Abstract—This paper proposes an optimal risk-constrained energy

management strategy for commercial buildings in a commercial
campus with islanding capabilities. The goal is to minimize the total
operation and maintenance costs, while maximizing comprehensive
comfort levels for the occupants. A two-stage risk-constrained,
scenario-based stochastic optimization approach is adopted to handle
various uncertainties associated with the energy management process,
such as power generation of roof-top solar panels, arrival state-
of-charges, and arrival/departure time of plug-in electric vehicles,
intermittent load demand, and uncertain grid-connection conditions.
A conditional-value-at-risk method is introduced to provide a risk-
averse energy management strategy. To face the challenge of both
reducing the computational burden and maintaining the accuracy of
the stochastic programming, an advanced scenario reduction method
is leveraged. Extensive simulation results validate the effectiveness
of the proposed energy management strategy for minimizing the
total operating and maintenance costs of commercial buildings with
islanding capabilities, while maximizing the comprehensive comfort
levels of the occupants.

Index Terms—Comprehensive comfort levels, CVaR, Energy man-
agement, Islanding capability, Reserve, Stochastic programming,
Uncertainty

NOMENCLATURE

Sets and Indices

i Commercial building (CB).
k Plug-in electric vehicle (PEV).
t Time slot.
j Electric water heater (EWH).
n Electrical storage (ES).
s Scenario.
m Renewable energy source (RES).
c Combined heat and power (CHP).
Ni Set of CBs.
Nk Set of PEVs.
Nt Set of time slots.
Nj Set of EWHs.
Nn Set of ESs.
Ns Set of scenarios.
Nm Set of RESs.
Nc Set of CHPs.
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Parameters

ǫ Level of confidence.
κ Level of risk aversion.
cn Degradation cost of ES n ($/kWh).
cp Penalty for electricity exchange mismatch

($/kW ).
ζj/ζc Power-to-heat ratio of EWH j/CHP c.
Cwater Water heat capacity (J/(kg◦C)).
cbt Price of natural gas ($/kBtu).
Hj Maximum heating output of heat boiler j

(kBtu).
Ls
j Total energy consumed by EWH j (kJ).

Mj Water mass in EWH j (kg).
Ds

t Base power demand (kW ).
Qs

t Base heat demand (kBtu).
taj /t

d
j Operation duration of EWH j (hr).

SUc/SDc On/off cost of CHP c ($).
RUc/RDc Ramping bounds of CHP c (kW ).
UTc/DTc Operation restriction periods of CHP c (hr).
P c/P c Rated power generation of CHP c (kW ).
βc/γc Cost parameters of CHP unit c ($/kW ).
cs,+DA,t Unit price of buying power from the day-ahead

electricity market ($/kWh).
cs,−DA,t Unit price of selling power to the day-ahead

electricity market ($/kWh).
csRT,t Unit price of exchange power in the real-time

($/kWh).
ρs Probability of scenario s.
ws

m,t Power output of RES unit m (kW ).
Ed

k Desired energy level of PEV k (kWh).
η+k Efficiency of charging PEV k.
P+

k Rated charging power of PEV k (kW ).
Ek/Ek Lower/upper bound on energy level of PEV k

(kWh).
Ebase

k Minimum energy required to perform round trip
of PEV k (kWh).

Isk,t Arrival and departure indicator of PEV k.
Tmin
j Lowest tolerable water temperature in EWH j

(◦C).
T d
j Desired water temperature in EWH j (◦C).
δj Temperature deviation between T d

j and Tmin
j

(◦C).
lj/lj Rated power usage of EWH j (kW ).
η+n /η

−

n Efficiency of charging/discharging ES n.
En/En Lower/upper bound on energy level of ES n
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(kWh).
P+
n /P

−

n Rated charging/discharging power of ES n
(kW ).

Tmax
i /Tmin

i Indoor temperature limitations of CB i (◦C).
T s,out
t Outdoor temperature (◦C).

Ψs
t Solar irradiance (kW/m2).

σi,t Cooling/heating indicator of CB i.
αi, βi Temperature coefficients of CB i.
T d
i Desired indoor temperature of CB i (◦C).
ηi HVAC system performance coefficient of CB i.
δi Indoor temperature deviation of CB i (◦C).

Variables
T s,in
i,t Indoor temperature of CB i (◦C).
T s,iw
i,t Inner envelop temperature of CB i (◦C).
T s,ow
i,t Outer envelop temperature of CB i (◦C).
P s,o
i,t Actual power utilized by the HVAC system in

CB i (kW ).
P s
i,t Power consumed by the HVAC system in CB i

(kW ).
Cs

i,t Comfort level related with the indoor tempera-
ture in CB i.

Es
k,t Energy level of PEV k (kWh).

ps,+k,t Charging rate of PEV k (kW ).
us,+k,t Charging indicator of PEV k.
Cs

k,t Comfort level related with energy level of PEV
k.

Es
n,t ES n’s energy level (kWh).

ps,+n,t /p
s,−
n,t ES n’s charging/discharging power (kW ).

us,+n,t /u
s,−
n,t ES n’s charging/discharging indicator.

hsj,t Heating output of the heat boiler j (kBtu).
gs,+RT,t/g

s,−
RT,t Power exchange with the real-time retail elec-

tricity market (kW ).
g−DA,t/g

+

DA,t Power exchange with the day-ahead retail elec-
tricity market (kW ).

Ic,t CHP c’s on/off indicator.
yc,t/zc,t CHP c’s start-up/shut-down indicator.
psc,t Power output of CHP c (kW ).
δst , ε

s, ζ, ψt Auxiliary variables.
lsj,t Power consumption of EWH j (kW ).
T s
j,τ Water temperature of the thermal storage (TS) j

(◦C).
Cs

j,τ Comfort level related with TS j.

I. INTRODUCTION

BUILDINGS consume nearly 40% of the annual electricity
generation of the United States (U.S.), of which half of

total energy consumption is from commercial buildings (CBs) [1].
CBs contribute to a significant portion of the gross domestic
product (GDP) in the U.S. Ensuring the reliability of the CBs is a
major concern of distribution system operators (DSOs). However,
congestion of transformers and distribution lines in the upstream
grid can lead to contingency issues, which pose a significant threat
to the reliability of CBs in commercial campuses. To prevent a

contingency issue from influencing the reliability of a commercial
campus, a controller is needed for the optimal energy management.

Among prior proposed energy management strategies, their
objectives can be categorized into three groups: (i) to mini-
mize the operating cost of the system [2]; (ii) to maximize the
comfort levels of occupants or minimize the discomfort levels
of occupants (mainly related with the indoor temperature) [3];
and (iii) to minimize the load curtailment of the system or
maximize the survivability of critical loads [4]. Reference [5]
synthetically combines the first two objectives using a stochastic
optimization approach. The energy management strategy proposed
in [6] considers both operation cost minimization and customer
comfort level maximization in a commercial campus. However,
the islanding capability of a commercial campus, which is one
of the unique features of a microgrid, is not addressed. With
the increasing market trend of plug-in electric vehicles (PEVs),
an effective energy management system should also handle the
uncertainties associated with PEVs [7]. Even though the pen-
etration level of PEV owners among all occupants of CBs is
relatively small, the instant charging of PEVs upon arrival can
create huge demand ripples, which not only increase the expected
operation and maintenance (O&M) costs, but also the possibility
of a cascading failure occurring at the point of common coupling
(PCC) [8].

The islanding capability of a commercial campus can ensure
sufficient energy supply to the critical loads during the uncertain
islanding period. Specifically, in the case of microgrid scheduling,
the problem of islanding constraints has received considerable
attention [9]. A review of existing methods in handling islanding
conditions for microgrid central controllers is provided in [10],
where the concept of smooth transition between grid-connected
mode and islanded mode is discussed. In [11], G. Liu et al.present
an optimal scheduling model for microgrid operation taking into
account the probabilistic constraints of successful islanding. A
chance constraint is proposed to represent the probability of a mi-
crogrid maintaining enough spinning reserve to accommodate the
demand and renewable energy after islanding from the upstream
grid. Similarly, a risk-averse method is introduced in [12] for
microgrid reconfiguration and reorganization after islanding. The
authors in [13], [14] utilize the combined heat and power (CHP)
units as back-up power and heating sources along with other major
components in a microgrid to overcome the energy imbalance
caused by the islanding issues. In addition, the possibilities of
losing major components are also considered. Voltage imbalance
in the microgrid caused by the islanding from the main grid is
studied in [15], which utilizes distributed generators and inverters
to maintain the voltage magnitude in the islanded mode. Z. Li et
al.demonstrate an islanding-aware economic dispatch mechanism
for the microgrid central controller to minimize the operating cost
in both grid-connected mode and islanded mode [16]. They also
present the concept of energy deviation along with its associated
costs. None of the aforementioned works, however, has considered
all the distinct factors for the optimal energy management strategy
of a commercial campus with islanding capabilities.

In this paper, we propose an optimal risk-constrained energy
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management strategy for campus-based CBs with islanding ca-
pabilities taking into consideration comprehensive comfort levels
of the occupants. The objective is to minimize expected O&M
costs, while maximizing comprehensive comfort levels for CB
occupants. A two-stage risk-constrained scenario-based stochastic
optimization approach is developed to handle various uncertainties
associated with the energy management process, such as power
generation of roof-top solar panels, arrival state-of-charges (SoCs)
and arrival/departure time of PEVs, intermittent load demand
in the CBs, and uncertain grid-connection conditions. These
uncertainties can lead to the final decision of providing both
the lowest expected operating costs and the highest standard
deviation in the solution distribution. In order to handle such risk, a
conditional-value-at-risk (CVaR) method is adopted to provide the
risk-averse energy management strategy based on the selected risk-
aversion parameters and confidence levels. A scenario reduction
method is leveraged to reduce the computational burden while
maintaining accuracy of the stochastic programming. Extensive
simulation results validate the effectiveness of the proposed energy
management strategy in minimizing the total O&M costs of CBs
with islanding capabilities, while maximizing the comprehensive
comfort levels of the occupants.

The main contributions of this paper are as follows.
1) An optimal risk-constrained energy management strategy for

campus-based CBs considering the occupants’ comfort level
as well as islanding uncertainty is proposed.

2) A CVaR method is introduced to manage the risks and handle
all the uncertainties.

3) Extensive simulation results based on real-world data sets are
presented to validate the effectiveness of the proposed energy
management strategy.

The rest of the paper is organized as follows. In Section II,
a high level structure of the commercial campus is introduced,
where the detailed constraints of major components are for-
mulated. Section III presents the mathematical formulation of
the proposed two-stage risk-constrained scenario-based stochastic
optimization problem and the solution algorithm to reformulate
the multi-objective problem into a mixed-integer linear program
(MILP). We perform several case studies in Section IV and then
draw conclusions in Section V.

II. SYSTEM MODELING

In this section, we first describe the overall scheme of the
commercial campus that we considered in this paper. Then, we
introduce the detailed formulations of the major components
shown in Fig. 1.

A. Commercial Campus
The commercial campus consists of several CBs, CHP units,

and parking lots with PEV chargers as shown in Fig. 1. Each CB
has the following major components: (i) one HVAC system; (ii)
one electric water heater and one gas-based heater that share the
same hot water tank, i.e., a thermal storage (TS); (iii) ES units; and
(iv) base loads (critical loads that cannot be curtailed), including

Fig. 1. Example of a commercial campus.

lights, servers, desktops, refrigerators, fans, etc. Some of the CBs’
occupants own PEVs that require charging during regular office
hours.

1) Electrical Storage: One of major components considered in
a system to mitigate power imbalances caused by uncertainties is
the electrical storage (ES) unit [17]. In addition to maintaining the
power balance, the ES unit also provides up/down islanding capa-
bility based on reserve, which will be introduced in Section II-C.
First, the energy dynamics of the ES unit n is formulated as
follows:

Es
n,t = Es

n,t−1 + ps,+n,t η
+
n t−

ps,−n,t t

η−n
, ∀n, t, s, (1)

where the energy level Es
n,t depends on the energy level of the

previous time step Es
n,t−1 and the energy charging/discharging

into/from the ES unit k during the current time step.
Second, the lower and upper bounds on the ES unit n’s energy

level are modeled in the following:

En ≤ Es
n,t ≤ En, E

s
n,1 = Es

n,T , ∀n, t, s. (2)

Specifically, the final energy level in the operating day is set to
be the same as the initial energy level [18].

Third, the charging and discharging decisions of ES unit n are
modeled based on binary variables us,+n,t and us,−n,t as follows:

0 ≤ ps,+n,t ≤ P+
n u

s,+
n,t , 0 ≤ ps,−n,t ≤ P−

n u
s,−
n,t , ∀n, t, s

0 ≤ us,+n,t + us,−n,t ≤ 1, ∀n, t, s, (3)

where charging and discharging processes cannot occur in the
same time slot.

2) PEVs: The instant charging demand of PEVs requires that
charging the vehicles be spread over set time intervals and in re-
lation to real-time electricity prices. Energy management methods
such as demand response (DR) are being leveraged to avoid the
aforementioned charging ripples, where charging demand of PEVs
are treated as both shiftable and interruptable [19]. Even though
the arrival SoCs and the arrival/departure time of the PEVs are
uncertain, the PEVs should be charged to the desired SoCs as
required by the occupant in not only grid-connected mode but also
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islanded mode. Therefore, we formulate the energy dynamics of
PEVs as follows:

Es
k,t = Es

k,t−1 + ps,+k,t η
+

k t, ∀k, t, s, (4)

where the energy gap between two consecutive time slots is based
on the charging rate ps,+k,t η

+

k t of the PEV k.
In addition, the physical limitations on the energy level of the

PEV k is modeled as follows:

Ek ≤ Es
k,t ≤ Ek, ∀k, t, s. (5)

With the purpose of providing reliable power to the PEVs in
both grid-connected and islanded mode, the charging process of
the PEV k is modeled in the following constraint:

0 ≤ ps,+k,t ≤ P+

k I
s
k,tu

s,+
k,t , ∀k, t, s, (6)

where parameter Isk,t denotes the uncertain arrival and departure
status of the PEV k as binary parameters {0, 1}. Parameter
Isk,t = 1 when the PEV k is at the charger in the parking lot;
parameter Isk,t = 0 when the PEV k is absent. Binary variable
us,+k,t is proposed to capture the charging decision of the PEV k.

3) Combined Heat and Power Units: In order to provide
sufficient electricity to the commercial campus in both the islanded
mode and the grid-connected mode, gas-based combined heat and
power (CHP) units are deployed [20]. The CHPs stay idle before
the business day to meet the operation restrictions. Due to the
physical limitations, the actual power generation from CHP c is
regulated by both the minimum on power and the rated power:

P cIc,t ≤ psc,t ≤ P cIc,t, ∀c, t, s. (7)

Specifically, the power generation of CHP c is zero when the
CHP c is off, i.e., Ic,t = 0.

In addition, based on the on/off status of CHP c and the start-
up/shut-down indicator, the ramping limitations can be expressed
as follows:

psc,t − psc,t−1 ≤ RUcIc,t−1 + P c(1 − Ic,t) + PSUyc,t, ∀c, t, s

psc,t−1 − psc,t ≤ RDcIc,t + P c(1− Ic,t−1) + PSDzc,t, ∀c, t, s.
(8)

Moreover, the CHP needs to be cooled down for a certain period
of time before it is ready to be turned on again, and vice versa.
Therefore, we have following minimum up/down time constraints:

t+UTc−1
∑

τ=t

Ic,τ ≥ UTcyc,t,

t+DTc−1
∑

τ=t

(1−Ic,τ ) ≥ DTczc,t, ∀c, t. (9)

The CHP cannot start-up and shut-down at the same time, which
is modeled by the following unit commitment constraints:

Ic,t − Ic,t−1 = yc,t − zc,t, yc,t + zc,t ≤ 1, ∀c, t. (10)

4) HVAC System: HVAC systems are installed in CBs to
provide either cooling or heating for the occupants. A third order
state-space equation is leveraged to model the relationship of the
indoor temperature, the inner wall temperature, the outer wall
temperature, the solar irradiance, the outdoor temperature, and
the power consumption of the HVAC system [21]:

T s
i,t+1 = βiT

s
i,t + αiV

s
i,t, T

s,in
i,t = ΓT s

i,t, ∀i, t, s, (11)

where T s
i,t = [T s,in

i,t , T
s,iw
i,t , T s,ow

i,t ]T is a state vector that contains
the indoor temperature, the inner wall temperature, and the outer
wall temperature. V s

i,t = [T s,out
t ,Ψs

t , σi,tP
s,o
i,t ]

T is a state/decision
vector that indicates the influences from the outdoor temperature,
the solar irradiance, and the power consumption of the HVAC
system, respectively. Variable P s,o

i,t = ηiP
s
i,t is the actual power

utilized by the HVAC system. αi and βi are parameters based on
the physical structure of the CB i, such as the fraction of solar
irradiation entering inner walls, the effective window area, the
thermal resistance data, and the thermal capacitance. Parameter
σi,t determines the heating/cooling mode of the HVAC system,
where σi,t = 1 in winter and σi,t = −1 in summer. We set
Γ = [1, 0, 0] to focus on the indoor temperature.

In addition, with the help of HVAC system, the desired indoor
temperature can be achieved by equation (12).

T d
i − δi ≤ T s,in

i,t ≤ T d
i + δi, ∀i, t, s, (12)

where the desired indoor temperature is denoted by T d
i . Parameter

δi represents the tolerable temperature deviation of commercial
building i. Even though the occupants of the CB want to have
the desired indoor temperature as soon as possible, however, the
capability of the HVAC in adjusting the indoor temperature is
restricted by its power consumption as shown in constraint (13).

0 ≤ P s
i,t ≤ P i, ∀i, t, s, (13)

where P i represents the upper bound of the i-th HVAC system’s
power consumption.

5) Heat Boiler: In case the hot water demand cannot be met by
the CHPs and EWHs, the heat boiler is installed in the commercial
campus to supply sufficient hot water to the CBs, especially
when the gas station is still working properly and the commercial
building is disconnected from the main grid:

0 ≤ hsj,t ≤ Hj , ∀j, t, s, (14)

where hot water supplied by the heat boiler hsj,t is restricted by
its physical limitation Hj .

6) Electric Water Heater and Thermal Storage Unit: The total
energy Ls

j consumed by the EWH j in the operating day is pre-
defined by the central controller based on the historical data, where
the power consumption of EWH j is treated as deferrable within
a certain time interval [taj , tdj ]. Moreover, the power consumption
of the EWH j is restricted to be zero outside of the time interval
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[taj , t
d
j ]. Thus, we can model the unique features of the EWHs as

follows:
tdj
∑

t=ta
j

lsj,t = Ls
j , lj ≤ lsj,t ≤ lj , ∀j, t ∈ [taj , t

d
j ], s

lsj,t = 0, ∀j, t /∈ [taj , t
d
j ], s. (15)

The exhausted heat of the CHP units is utilized to satisfy part
of the hot water demand through heating the hot water tank with a
power-to-heat ratio ζc. Moreover, the water temperature of the hot
water tank T s

j,τ is determined by both the initial water temperature
T s
j,0 and the temperature deviation between different time slots

∆T s
j . Specifically, the water temperature deviation contains the

incremental temperature deviation from the hot water of EWHs,
CHP units and heat boilers, and the decremental temperature
deviation from the losses into ambient temperature Hde

j,t. Thus, the
detailed water temperature dynamics in the TS unit j is modeled
as follows:

T s
j,τ = T s

j,0 +∆T s
j , ∀j, τ, s (16)

∆T s
j =

τ
∑

t=1

ζj l
s
j,t + hsj,t + ζcp

s
c,t −Hde

j,t

MjCwater
, ∀j, τ, s.

B. Retail Electricity Market
A two-settlement pool-based retail electricity market is con-

sidered. Prior to the operating day, the commercial campus
central controller bids in the day-ahead electricity market with
all the uncertainties unknown. Then the system operator clears
the electricity market at 10pm with the day-ahead buying and
selling prices. In the operating day, the system operator clears
the electricity market at the beginning of each time slot, with
the real-time electricity price. All uncertainties are unveiled at
the beginning of the operating day. A penalty occurs when the
day-ahead bidding amount and the real-time exchange amount
are different. In addition, the power exchange through the PCC
is regulated by the physical limitations. The power exchange
limitation on the PCC can be modeled as follows:

0 ≤ g−DA,t ≤ g, 0 ≤ g+DA,t ≤ g, ∀t

0 ≤ gs,−RT,t ≤ g, 0 ≤ gs,+RT,t ≤ g, ∀t, s. (17)

C. Islanding Capability Based Reserve
In order to provide optimal day-ahead decisions, all dispatch-

able DERs in the commercial campus are utilized to satisfy the
minimum reserve requirement to maintain the islanding capability
of the campus [22]. In the proposed model, the one time slot
backup is guaranteed. During that time, the minimum requirement
for the power spinning reserve is to compensate the real-time
power exchange between the main grid and the commercial
campus. Variables P s,+

re,t and P s,−
re,t are introduced as islanding

capability based reserves, as follows: (i) power scheduled to buy
from the retail electricity market during day-ahead but cannot
deliver in the real-time; and (ii) power scheduled to sell to the
retail electricity market in the day-ahead but cannot deliver in the

real-time. Since only controllable and dispatchable components
are considered for the islanding capability based reserve [23],
charging of ES units, ramping-down of CHP units, and deferrable
loads can contribute to the selling reserve P s,−

re,t ; discharging of
ES units and ramping-up of CHP units can contribute to the
selling reserve P s,+

re,t . We further denote the reserve variables for
the aforementioned components as follows: variable pRU,s

c,t /pRD,s
c,t

as the ramping-up/ramping down reserve of CHP unit c; variable
pre,s,+n,t as the reserve from charging of ES unit n; variable pre,s,−n,t

as the reserve from discharging of ES unit n; and lre,sj,t as the
reserve from the EWH j, respectively.

The constraints related to the islanding capability based reserve
can be expressed in the following formulations:

P s,+
re,t =

Ni
∑

i=1

Nc
i

∑

c=1

pRU,s
c,t +

Ni
∑

i=1

Nn
i
∑

n=1

pre,s,−n,t , ∀t, s

P s,−
re,t =

Ni
∑

i=1

Nc
i

∑

c=1

pRD,s
c,t +

Ni
∑

i=1

Nn
i
∑

n=1

pre,s,+n,t +

Ni
∑

i=1

N
j

i
∑

j=1

lre,sj,t ,

∀t ∈ [taj , t
d
j ], s

P s,−
re,t =

Ni
∑

i=1

Nc
i

∑

c=1

pRD,s
c,t +

Ni
∑

i=1

Nn
i
∑

n=1

pre,s,+n,t , ∀t /∈ [taj , t
d
j ], s. (18)

In addition, the relationship between the islanding capability
based reserve and the day-ahead power exchange schedule can be
formulated as follows:

P s,+
re,t ≥ g+DA,t, P

s,−
re,t ≥ g−DA,t, ∀t, s. (19)

Furthermore, for each aforementioned component, the islanding
capability based reserves have following upper/lower bounds:

pRU,s
c,t ≤ RUcIc,t−1 + P c(1− Ic,t) + PSUyc,t, ∀c, t, s

pRU,s
c,t ≤ P cIc,t − psc,t, ∀c, t, s

pRD,s
c,t ≤ RDcIc,t + P c(1− Ic,t−1) + PSDzc,t, ∀c, t, s

pRD,s
c,t ≤ psc,t − P cIc,t, ∀c, t, s

pre,s,−n,t ≤ P−

n u
s,−
n,t ,

pre,s,−n,t

η−n
≤ Es

n,t − En, ∀n, t, s (20)

pre,s,+n,t ≤ P+
n u

s,+
n,t , p

re,s,+
n,t η+n ≤ En − Es

n,t, ∀n, t, s

lre,sj,t ≤ lj , l
re,s
j,t ≤ Ls

j −

t
∑

ta
j

lsj,t, ∀t ∈ [taj , t
d
j ], s.

D. Energy Balance

The energy balance considered in this paper is two fold: power
balance and hot water balance. Due to the limited capacity and
the proximity of load and generation in a commercial campus,
the network is typically not the limiting constraint. Therefore,
we neglected the network constraints and leveraged the one node
model to ensure sufficient power and hot water supply to the end
users in the commercial campus.
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1) Power Balance: As shown in Fig. 1, the major components
in each CB can be classified into three types: (i) purely power
consumer, i.e., HVAC systems; (ii) purely power provider, i.e.,
renewables; and (iii) semi-consumer/semi-provider (also known as
prosumer), i.e., ES units. In order to maintain the power balance,
the power supply must be equal to the power demand. Thus, on
the left hand side of equation (21), we have the power output
of ES units, power output of renewables, power buying from the
main grid in real-time, and power output of CHP units; on the right
hand side of equation (21), we have power selling to the main grid
in real-time, power consumption of aggregated base load, power
consumption of EWHs, power consumption of HVAC systems,
and power consumption of PEVs.

Ni
∑

i=1

Nn
i
∑

n=1

(

ps,−n,t − ps,+n,t

)

+

Ni
∑

i=1

Nm
i
∑

m=1

ws
m,t + gs,+RT,t +

Ni
∑

i=1

Nc
i

∑

c=1

psc,t

=gs,−RT,t +Ds
t +

Ni
∑

i=1

N
j

i
∑

j=1

lsj,t +

Ni
∑

i=1

P s
i,t +

Ni
∑

i=1

Nk
i

∑

k=1

ps,+k,t , ∀t, s. (21)

2) Hot Water Balance: In our model, hot water can be stored
in the TS unit and dispatched to the occupants through the pipes
without heat loss. The hot water is supplied by three major
components: CHP units, EWHs, and hot boilers. Similarly, we
have the hot water balance constraints as follows:

ζc

Ni
∑

i=1

Nc
i

∑

c=1

psc,t + ζj

Ni
∑

i=1

N
j

i
∑

j=1

lsj,t +

Ni
∑

i=1

N
j

i
∑

j=1

hsj,t ≥ Qs
t , ∀t, s. (22)

Unlike the power constraint where the power supply must equal
to the power demand, we assume that the surplus hot water can
be discarded without penalty.

E. Conditional Value at Risk
In the proposed scenario-based two-stage stochastic optimiza-

tion approach, the O&M costs of each scenario is a random
variable that involves the aforementioned uncertainties. In the
scenario-based O&M costs distribution, there are optimal strate-
gies with huge O&M costs for the worst-case scenarios that
have rather small possibilities to occur. Therefore, a risk aversion
approach is needed to avoid such issue, which can ensure that the
cost variability is minimized as desired [24]. In our model, the
variability among all scenario-based O&M costs is handled by a
CVaR method. In the CVaR, the risk of the proposed problem
is minimized though minimizing the scenarios with O&M costs
larger the (1 − ǫ)–quantile of the O&M costs distribution, i.e.,
value-at-risk (VaR) ζ, where ǫ is the confidence level [25]. The
relationship between the VaR and the O&M costs can be represent
through the following constraints:

εs ≥ ocs − ζ, εs ≥ 0, ∀s. (23)

In the proposed model, we use ocs to represent the O&M
costs of scenario s. Non-negative auxiliary variable εs denotes
the deviation between the O&M costs and the VaR.

F. Comfort Levels
To model the consumers’ comfort level with respect to an

HVAC system, we leverage piecewise linearization.

Cs
i,t =



































0, T s,in
i,t ≥ Tmax

i ,
Tmax
i −T

s,in
i,t

δi−ǫi
, T d

i + ǫi ≤ T s,in
i,t ≤ Tmax

i ,

1, T d
i − ǫi ≤ T s,in

i,t ≤ T d
i + ǫi,

T
s,in
i,t

−Tmin
i

δi−ǫi
, Tmin

i ≤ T s,in
i,t ≤ T d

i − ǫi,

0, T s,in
i,t ≤ Tmin

i .

(24)

As provided in (24), the comfort level related to the HVAC
system is measured with the actual indoor temperature T s,in

i,t and
the desired indoor temperature T d

i . As the indoor temperature
varies within its upper bound Tmax

i and lower bound Tmin
i , the

comfort level varies in the range of [0, 1]. Comfort level equals
to 1, representing the most comfort situation, i.e., the indoor
temperature is maintained within the desired range, and it equals
to 0, indicating the most discomfort, i.e., the indoor temperature
has reached the upper or lower bound. Since the human body
cannot sense small temperature deviation denoted by ǫi, the range
between T d

i + ǫi and T d
i − ǫi is treated as the most comfortable

region.
Moreover, the comfort level related to the PEVs is modeled

based on the energy level of the PEVs.

Cs
k,t =















1, Ed
k ≤ Es

k,t,
Es

k,t−Ebase
k

Ed
k
−Ebase

k

, Ebase
k ≤ Es

k,t ≤ Ed
k ,

0, Es
k,t ≤ Ebase

k .

(25)

The Ebase
k is a basic requirement, which is the energy for a round

trip between the house and the commercial campus. Similarly, the
comfort level is restricted in the range of [0, 1], where 1 represents
the most comfort status, i.e., the PEV is fully charged (95%SoC)
and 0 denotes the most discomfort status, i.e., the PEV k reaches
the base energy level, respectively.

In addition, the comfort level related to water temperature is
modeled as follows:

T d
j − δj ≤ T s

j,τ ≤ T d
j + δj, ∀j, τ, s (26)

Cs
j,τ =















1, T d
j ≤ T s

j,τ ,
T s
j,τ−Tmin

j

Td
j
−Tmin

j

, Tmin
j ≤ T s

j,τ ≤ T d
j ,

0, T s
j,τ ≤ Tmin

j .

(27)

Similarly, the comfort level is restricted within the range of
[0, 1], where 1 represents the most comfort status and 0 denotes
the most discomfort status, respectively.

III. PROBLEM FORMULATION AND SOLUTION ALGORITHM

A. Problem Formulation
In this section, we formulate the optimal energy management

problem into a two-stage risk-constrained stochastic programming.
The multi-objective function is formulated from two aspects: (i)
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minimizing the expected O&M costs of the commercial campus
with islanding capabilities; and (ii) maximizing the comfort levels
of the occupants in the CBs. However, these proposed functions
aim at conflicting objectives, where the minimization and max-
imization cannot be added together without transformation. In
addition, the scale of the two formulations is different; therefore,
a unification of both objective functions is implemented. Instead
of simply adding weighting factors, we determine the scale-down
parameter Pbase based on the power that is consumed to increase
the total comfort levels from minimum to maximum, i.e., from
0 to 1. After unification, we change the minimization of the
expected O&M costs into maximizing the expected revenue of
the commercial campus.

1) Objective Function Related to O&M costs: The first part
of the proposed risk-constrained two-stage stochastic formulation
aims to minimize the expected O&M costs of a commercial
campus:

min

Nt
∑

t=1

Nc
∑

c=1

(SUcyc,t + SDczc,t)

+

Ns
∑

s=1

ρs

Nt
∑

t=1

{ Nc
∑

c=1

(βcp
s
c,t + γcIc,t)

+cs,+DA,tg
+

DA,t − cs,−DA,tg
−

DA,t

+csRT,t

[

gs,+RT,t − g+DA,t −
(

gs,−RT,t − g−DA,t

)]

+cpt

(∣

∣

∣g+DA,t − gs,+RT,t

∣

∣

∣+
∣

∣

∣g−DA,t − gs,−RT,t

∣

∣

∣

)

+

Ni
∑

i=1

Nn
i
∑

n=1

cn

(

ps,+n,t η
+
n +

ps,−n,t

η−n

)

+

Ni
∑

i=1

N
j

i
∑

j=1

cbth
s
j,t

}

+κ

(

ζ +
1

1− ǫ

Ns
∑

s=1

ρsεs

)

(28)

subject to constraints (1)–(23). The first line of equation 28 models
the start-up and shut-down costs of CHP units, where SUc is
the start-up cost, SDc is the shut-down cost. The second line
captures the generation cost of the CHP units, where γc is the
minimum up cost, βc is the diesel cost. The third line represents
the day-ahead electricity exchange cost, where cs,+DA,t is the day-
ahead buying price, cs,−DA,t is the day-ahead selling price. The fourth
line expresses the real-time electricity exchange cost, where csRT,t
is the real-time electricity price. The fifth line denotes the penalty
for the difference between the day-ahead schedule and the real-
time actual power exchange, where cpt is the penalty cost. The
sixth line is the degradation cost of the ES units when charging
and discharging, where cn is the degradation cost. The seventh
line is the generation cost of heat boilers, where cbt is the gas
price. The last line is the risk management cost, where κ is a
risk-averse parameter that represents the conservativeness of the
central controller.

2) Objective Function Related to Comfort Levels: The second
part of the proposed risk-constrained two-stage stochastic formula-
tion aims to maximize the expected comfort levels of the occupant
in the CBs:

max

Ns
∑

s=1

ρs

Ni
∑

i=1





Nt
∑

t=1



Cs
i,t +

N
j

i
∑

j=1

Cs
j,t



+

80
∑

t=72

Nk

Np

Nk
∑

k=1

Cs
k,t





(29)
subject to constraints (24)–(27). The comfort levels include the
ones related to the HVAC systems (indoor temperature), to PEVs
(SoCs), and to hot water tanks (water temperature). The comfort
level related to PEVs is regulated by a penetration level between
the total population and the PEV owners in the commercial
campus. In addition, unlike the comfort levels related to indoor
temperature and water temperature, the occupants care about the
SoCs of their PEVs when they are leaving the commercial campus.
However, the departure time of the occupants is uncertain, which
is assumed to follow a normal distribution between 6:00 pm–8:00
pm. Therefore, we set a proper range (from 6:00 pm to 8:00 pm,
i.e., 72 time steps to 80 time steps) for the PEVs’ departure starting
and ending time slots based on the assumption.

3) Problem Reformulation: The multi-objective problem can
be reformulated using the aforementioned methods and formulated
into a two-stage scenario-based stochastic programming:

max−

Nt
∑

t=1

Nc
∑

c=1

(SUcyc,t + SDczc,t)

+

Ns
∑

s=1

ρs

Nt
∑

t=1

{

−

Nc
∑

c=1

(
βcp

s
c,t

Pbase

+ γcIc,t)

+
cs,−DA,tg

−

DA,t

Pbase

−
cs,+DA,tg

+

DA,t

Pbase

+
csRT,t

(

gs,−RT,t − g−DA,t − gs,+RT,t + g+DA,t

)

Pbase

−
cptψ

s
t

Pbase

−

Ni
∑

i=1

N
j

i
∑

j=1

cbth
s
j,t/Hj −

Ni
∑

i=1

Nn
i
∑

n=1

cn

(

ps,+n,t η
+
n +

p
s,−
n,t

η
−

n

)

Pbase

+

Ni
∑

i=1

Cs
i,t +

Ni
∑

i=1

N
j

i
∑

j=1

Cs
j,t

}

+
Nk

Np

Ns
∑

s=1

ρs

80
∑

t=72

Nk
∑

k=1

Cs
k,t

− κ

(

ζ +
1

1− ǫ

Ns
∑

s=1

ρsεs

)

, (30)

subject to constraints (1)–(27). ψt is an auxiliary variable that
replaces the absolute term

(∣

∣

∣g+DA,t − gs,+RT,t

∣

∣

∣+
∣

∣

∣g−DA,t − gs,−RT,t

∣

∣

∣

)

in
the previous objective function (28), where ψs

t = ψs
1,t + ψs

2,t,
ψs
1,t =

∣

∣

∣g+DA,t − gs,+RT,t

∣

∣

∣ and ψs
2,t =

∣

∣

∣g−DA,t − gs,−RT,t

∣

∣

∣.

B. Stochastic Programming
We developed a scenario-based two-stage risk-constrained s-

tochastic programming to handle uncertainties related to the power
output of RES units, PEVs’ arrival SoCs, PEVs’ arrival and
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departure time slots, intermittent load demand, grid-connection
conditions, and day-ahead and real-time electricity prices. The
detailed real-time data of the aforementioned variables cannot be
perfectly forecasted prior the operating day. However, with the
help of historical data and the stochastic programming, the central
controller can obtain the trend of the uncertainties and make
optimal decisions. 1, 000, 000 scenarios with the same probability
are generated containing all the information of the uncertainties,
which is impossible for the cental controller of a commercial
campus to handle. Therefore, a scenario reduction method is
employed to reduce such huge amount of scenarios that can
still maintain a certain level of optimality comparing to original
data [26].

In addition to scenario reduction process, there is still one more
step before the problem can be handled by commercial solvers:
linearization. As shown in the objective function, the absolute
terms ψs

1,t =
∣

∣

∣g+DA,t − gs,+RT,t

∣

∣

∣ and ψs
2,t =

∣

∣

∣g−DA,t − gs,−RT,t

∣

∣

∣ need to
be linearized as follows:

ψs
1,t ≥ g+DA,t − gs,+RT,t, ψ

s
1,t ≥ gs,+RT,t − g+DA,t, ∀t, s (31)

ψs
2,t ≥ g−DA,t − gs,−RT,t, ψ

s
2,t ≥ gs,−RT,t − g−DA,t, ∀t, s. (32)

In this way, the scenario-based two-stage risk-constrained s-
tochastic programming is formulated as a mixed-integer linear
programming (MILP), which is able to be solved by commercial
solvers such as GUROBI. Specifically, there are 962, 952 rows,
1, 115, 649 columns, and 6, 833, 905 non-zeros in the optimization
model, with 792, 225 continuous variables and 323, 424 integer
variables (323, 424 binary variables).

IV. SIMULATION RESULTS

We evaluate the proposed algorithm through real-world datasets.
The detailed data has been described in the first place and then
the performance of the proposed framework has been tested.

A desktop computer with 3.0 GHz Intel Core i5-7400 CPU and
8GB RAM is used as the simulation tool, where Python 2.7 and
GUROBI 8.0.0 are major softwares implementing the MILP and
the solver. A convergence criterion is set as the MIPGAP default
value (0.0001).

A. Numerical Settings
The proposed system is tested in a commercial campus with

six CBs, three CHPs, and fifty charging piles for PEVs in total.
In each CB, there is one HVAC system, one TS, one EWH, one
heat boiler, one ES, one pack of roof-top solar panels, and one
base load. All parameters are unified for computational proposes,
with Pbase at 1, 867kW and Hbase at 1, 224kBtu. Comfort levels
are only considered during the business hours when occupants
are in the CBs (from 8 a.m. to 8 p.m.), where the parameters for
comfort levels related components are from [6]. The data for the
base load and the hot water demand are from [6] as well. The
entire operating day contains 24 hours. Each hour is separated
into 4 time slots.

The parameters for CHPs are from [27]. The total capacity of
the installed solar panels is 360kW , where the historic genera-
tion patterns, solar irradiance and outdoor temperature data are
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Fig. 2. The expected O&M costs and CVaR of the commercial campus with
different risk-aversion parameters for 89% confidence level.
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Fig. 3. The expected O&M costs and CVaR of the commercial campus with
different risk-aversion parameters for 99% confidence level.

from [28], with proper scaling coefficients. The electricity prices
are from [29], with proper scaling coefficients. The upper bound
on the tie-line between the commercial campus and the main grid
is set as 1, 867kW , which is the same as the base power Pbase. We
set the selling price at 80% of the buying price in the day-ahead
electricity market.

B. Case Study
We evaluate the proposed optimal energy management strategy

from mainly three aspects: (i) to show the convergence rate for a
large-scale MILP, and the CVaR and expected O&M costs based
on various risk-constrained parameters; (ii) to select the proper
risk-management parameters based on the simulation results and
get the first-stage decisions; and (iii) to test the islanding capability
of the commercial campus with and without the reserve constraints
under uncertain grid-connection conditions, discuss the influence
on second-stage decisions and the O&M costs.

1) Convergence Rate, CVaR and Expected Operation and Main-
tenance Costs: The proposed optimal energy management strategy
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Fig. 4. The day-ahead On/Off decisions for the CHP units.

is tested with the 30 scenarios that were reduced from the original
1, 000, 000 scenarios. The proposed two-stage risk-constrained
stochastic programming approach is tested with the risk-aversion
parameter κ ∈ [0, 2] and the confidence level ǫ ∈ [0.89, 0.99].
The large-scale MILP problem takes 1050 seconds to converge
for each pair of risk-aversion parameters, e.g., κ = 0.6, ǫ = 0.99,
based on the 30 scenarios. As shown in the Fig. 2 and Fig. 3,
for the two sets of confidence levels of 89% and 99%, by
increasing the risk-aversion parameter κ from zero to two, the
value of CVaR decreases and the expected O&M costs increase.
The reason is that, with an increase in the risk-aversion parameter,
the weighting related to the risk in the objective function also
increases. Therefore, the first-stage decision variables and second-
stage decision variables will work together to lower the CVaR
by relying more on the expensive CHP units and reducing the
electricity exchange with the main grid in case of islanding issues.
This will result in an increase in the expected O&M costs of the
commercial campus.

In order to select the proper risk-aversion parameter for further
sensitivity analysis, based on the simulation results, we choose
the κ = 0.2 and ǫ = 0.89 as the risk-aversion parameter and the
confidence level. This is because for the confidence level of 0.99,
the decrement of CVaR is rather small at the beginning when
compared with the one for 0.89 confidence level. Additionally,
with the increase of risk-aversion parameter for ǫ = 0.89, the
CVaR deceases significantly at the beginning, which has the
second lowest expected O&M costs at the point with kappa = 0.2.

2) First-Stage Decision Variables: The simulation results for
the first-stage decisions based on the 30 scenarios with the κ = 0.2
and ǫ = 0.89 are provided in Fig. 4, Fig. 5, and Fig. 6. As shown
in Fig. 4, the CHP #1 is on during the entire operating day, where
CHP #2 and CHP #3 are on during part of the business hours.
This is because the generation costs and minimum up costs of the
CHP #1 are less expensive than that of the CHP #2 and the CHP
#3. Additionally, the day-ahead electricity buying/selling amount
is based on the total islanding capability reserve.
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Fig. 5. The electricity buying from the day-ahead retail electricity market.
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Fig. 6. The electricity selling to the day-ahead retail electricity market.

3) Islanding Capability with/without Reserves: The innovative
contribution of this paper is use of an islanding capability based
reserve method as a fundamental strategy for optimal energy man-
agement. We compare the proposed optimal energy management
strategy with and without using the islanding capability based
reserve method in the same uncertain grid-connection situation,
where all other system settings remain the same. The islanding
issue is set to occur at the 44-th time slot, where no power can
be exchanged through the PCC at that time.

As shown in the Fig. 7, the reserve for buying/selling power
from/to the retail electricity market is provided by three major
components in the commercial campus: CHP units, ES units, and
EWHs. The total selling reserve is provided by the ramping-down
reserve from CHP units, the ramping-down reserve from ES units,
and the ramping-down reserve from EWHs, respectively. The total
buying reserve is provided by the ramping-up reserve from CHP
units, and the ramping-up reserve from ES units. The islanding
occurs at the 44-th time slot in the business hour, where the real-
time power buying/selling from/to the retail electricity market is
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Fig. 7. The reserve for power exchange with the retail electricity market.
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Fig. 8. The power exchange with the real-time retail electricity market when an
islanding issue occurs in the operating day.
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Fig. 9. The power output of CHP units when an islanding issue occurs in the
operating day.

TABLE I
OPERATION AND MAINTENANCE COSTS

With Reserve Without Reserve
Costs ($) 17.34 31.57

zero in that time slot as shown in Fig. 8. During the islanding
period, the shorted power is supported by CHP units and ES
units, which increase the O&M costs only slightly but enhances
the reliability of the commercial campus, which is demonstrated
in Fig. 9. As shown in Fig. 4, CHP #1 is on during the entire
operating day, where CHP #2 and CHP #3 are on during part
of the business hours. This is because the generation costs and
minimum up costs of CHP #1 are less expensive than that of
CHP #2 and CHP #3.

The energy management strategy without islanding capability
based reserve also relies on the ramping-up/ramping down ca-
pabilities of CHP units to survive through the period. However,
the costs increased significantly from $17.34 to $31.57 (based on
per unit values) as shown in Table I. This is reasonable since the
power generated from CHP units is much more expensive than the
reserved power from the ES units. Therefore, with the proposed
reserve method, the reliability of the commercial campus can be
maintained when an islanding issue occurs with lower O&M costs
than that of the one without the proposed reserve method.

V. CONCLUSION

This paper proposes an optimal energy management strate-
gy for campus-based commercial buildings with islanding ca-
pabilities to minimize total operation and maintenance costs,
while maximizing comprehensive comfort levels for occupants.
A two-stage scenario-based stochastic optimization approach is
developed to handle various uncertainties associated with the
energy management process, such as power generation of roof-
top solar panels, arrival state-of-charges and arrival/departure
time of plug-in electric vehicles, intermittent load demand in the
commercial buildings, and uncertain grid-connection conditions.
A conditional-value-at-risk method is adopted to provide a risk-
averse energy management strategy. A scenario reduction method
is leveraged to reduce the computational burden while maintaining
the accuracy of the stochastic programming above a reasonable
threshold. Extensive simulation results validate the effectiveness of
the proposed optimal energy management strategy in minimizing
the total operating and maintenance costs of commercial buildings
with islanding capabilities, while maximizing the comprehensive
comfort levels of the occupants.
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