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Abstract—The increasing penetration of renewable energy
resources with highly fluctuating outputs has placed increasing
concern on the accuracy and timeliness of electric power system
state estimation (SE). Meanwhile, we note that only a fraction
of system states fluctuate at the millisecond level and require
to be updated. As such, refreshing only those states with
significant variation would enhance the computational efficiency
of SE and make the fast-continuous update of states possible.
However, this is difficult to achieve with conventional SE methods,
which generally refresh the states of the entire system every
4-5 s. In this context, we propose a local hybrid linear SE
framework using stream processing, in which the synchronized
measurements received from phasor measurement units (PMUs),
and trigger/timing-mode measurements received from remote
terminal units (RTUs) are used to update the associated local
states. Moreover, the measurement update process efficiency and
timeliness are enhanced by proposing a trigger measurement-
based fast dynamic partitioning algorithm for determining the
areas of the system with states requiring recalculation. In particu-
lar, non-iterative hybrid linear formulations with both RTUs and
PMUs are employed to solve the local SE problem. The timeliness,
accuracy, and computational efficiency of the proposed method
are demonstrated by extensive simulations based on IEEE 118-,
300-, and 2383-bus systems.

Index Terms—Local hybrid linear state estimation, stream
processing, phasor measurement units, trigger/timing-mode mea-
surements, fast dynamic partitioning, timeliness.

I. INTRODUCTION

HE secure and economic operation of electric power

systems relies heavily on the accurate and timely state
information provided by state estimation (SE) [1]. The raw
data employed for SE derive mainly from remote termi-
nal units (RTUs) [2]. Recently, the deployment of phasor
measurement units (PMUs) in power systems is continually
increasing [3], [4], which can provide complex voltage and
line currents in a synchronized manner, resulting in enhanced
monitoring and control capabilities above those of RTUs [5]-
[7]. As a result, a range of new PMU-based applications
can be developed, such as event detection, system frequency
response, oscillation analysis, and state estimation [8], [9].
However, PMUs cannot yet guarantee the observability of the
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entire electric power system [10], [11]. Therefore, RTUs can
be expected to play a leading role in power system SE for
the foreseeable future. In general, RTUs provide both timing
and trigger measurement modes. In the timing mode, the
scan interval of RTUs is approximately 5 s, and all available
measurements are uploaded each time. In the trigger mode,
the measured values of RTUs are uploaded immediately once
the measured data changes beyond a predefined triggering
threshold. By contrast, PMU only provide timing measurement
mode with the sampling rate of approximately 30 or 60
frames/s. Thanks to the high sampling rate of PMUs, we can
simulate the trigger measurement mode and recover missing
data through subsequent data processing programs [12], [13].
Under hybrid RTU/PMU measurement conditions, measured
data can be divided into the following two categories.

o Timing measurements (TiMs): Timing measurements,
which are obtained periodically, include RTU measure-
ments in the timing mode and corresponding PMU mea-
surements. Moreover, the time-skew problem caused by
different sampling rate of RTUs and PMUs can be dealt
with data buffers [14], [15].

o Trigger measurements (TrMs): Trigger measurements,
which are generated and uploaded in real time, include
RTU measurements in the trigger mode and PMU mea-
surements in the aforementioned simulated trigger mode.

In this context, only TiMs are used by conventional SE.
However, such an estimator can only provide estimated result
as the same rate as the RTUs, such as once every 5 s. At the
same time, we note that the position of the TrMs reflect the
areas with significant variation. Hence, if SE is carried out only
within these local areas in parallel, the computational cost will
be greatly reduced, and SE can be executed at a high frequency
due to the real-time nature of TrMs. In this regard, stream
processing has been demonstrated to be an efficient approach
for analyzing the large scale multiple data streams generated
by measurement devices [16]-[18]. This approach are able
to organizes distributed computing resources and expected to
promote the use of real-time information for improving the
tracking performance of SE [19].

Various methods have been proposed to develop efficient SE
algorithms. For example, semidefinite programming [20], [21]
reformulates the SE problem using rank relaxation, while other
approaches use bilinear formulations [22], [23]. However,
these algorithms do not utilize PMUs and require a number
of iterations to converge. Non-iterative SE algorithms can be
developed utilizing PMUs alone [24], [25] if the electric power



system is observable by PMUs with sufficient redundancy [26].
However, a more realistic solution is using hybrid SE that uti-
lizes both RTU and PMU measurements [27]. In this context,
RTU and PMU measurements can be processed jointly [2],
[27], or separately [7], [28]-[30]. Moreover, a various methods
for addressing bad data in hybrid SE have been proposed [31]-
[33]. Recently, a non-iterative linear SE using RTUs alone has
been demonstrated to realize ultra-fast SE using a complex
form of calculation [34], and its extension [35] introduce a
real form SE using hybrid RTU/PMU measurements.

In addition to the above discussed issues, existing SE
methods generally refresh the states of the entire electric
power system which lead to the high computational cost
[36]. Efforts have been made to address this issue to some
extent by the development of multi-area SE (MASE), which
divides the network into small sub-areas and conducts SE for
all sub-areas in parallel [36]-[38]. For example, one method
applied partitions according to the refresh rate of RTUs and
PMUs in the network and the SE execution time [38]. Other
partitioning approaches are data driven [36], [39] and have
employed factor graphs [37]. However, the subareas in the
above MASE approaches are fixed prior, which severely limits
their flexibility. Moreover, SE must be applied to all of the
sub-areas, resulting in high computational burden.

The above-discussed issues are addressed in the present
study by proposing a non-iterative local hybrid linear SE
(LHLSE) framework based on stream processing. This frame-
work, which is composed of a fast dynamic partitioning
(FDP) algorithm and a hybrid linear SE algorithm (HLSE),
is illustrated in Fig. 1. Here, TiMs are directly utilized by
HLSE algorithm to provide estimated values of the entire
power system peridically, while TrMs are exploited by the
complete LHLSE algorithm to update the local area states in
real time. The mean processing time of the LHLSE algorithm
t must be considered in the measurement processing steps. As
shown in Fig. 1, the measurements are grouped according to
t, which will be processed by SE together. The stream data
pipe acts as a buffer, and is used to cache measurements data
that cannot be processed in time. Unlike the conventional SE
framework, which only updates system states periodically, the
proposed stream processing framework can provide estimated
results at any time when the measured data are uploaded. The
main contributions of this work are as follows.

1) We propose a generalized hybrid linear SE algorithm, de-
noted herein as the HLSE algorithm, which can conduct
conventional periodic global SE and real-time aperiodic
local SE.

2) We propose a fast dynamic partitioning (FDP) algorithm
for aperiodic SE, which can dynamic adjust the areas
with states requiring recalculation according to the TrMs
in real time, and then instantly obtain the local SE model
of the related subareas.

3)We propose an LHLSE algorithm that can quickly per-
form multiple local SE calculations between two global
HLSE processes in parallel. With stream processing
and TrMs, the system states are updated at a high
frequency, improving the tracking performance of SE
to the millisecond level.
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Fig. 1. Stream processing framework for the LHLSE algorithm.

The remainder of this paper is structured as follows. Section
II describes the proposed HLSE algorithm in detail. Section III
introduces the FDP algorithm and the LHLSE implementation.
Section IV presents and analyzes simulation results obtained
using the proposed method for three electric power test sys-
tems. Section V concludes the paper.

II. HYBRID LINEAR STATE ESTIMATION

This section briefly presents an existing RTU-based linear
state estimation (LSE) algorithm [34] and then formulates the
HLSE algorithm.

A. LSE Process

The relationship between system states and measurements
can be represented as a linear system of equations by defining

local
a pseudo complex current measurement (.) as
flocal 0
I = Ipe?®. (1)

Here, I denotes the current measurement, subscript ft de-
notes a transmission line from bus f to bus ¢, 85 =
tan™'(—Qy¢/Pst), P and Q denote the active and reactive
power measurements, respectively. With reference to the slack
bus, the complex current measurement can be expressed as

Lpe = Ifyeted®, )

where J; is the unknown phase angle of the complex voltage
at bus f with reference to the slack bus. The relationships
between complex state variables with (pseudo) complex mea-
surements are described by rewriting the measurement func-
tion as follows [34].

1) Voltage measurements: Complex voltages are given as

UfZUfejéf, (3)

where Uf and 7 are state variables and Uy is related to the
measured voltage amplitude at bus f as

Upes = Uy + ey, . )

2) Current flow measurements: Current flow measurements
are given as

Ipe = 170 = (9p0 + 9pe) Up + (—3p0) Up, (5)

where 970 and yy; are the shunt admittance and series
admittance of transmission line f-¢ at bus f, respectively.



SUN et al.: LOCAL HYBRID LINEAR STATE ESTIMATION FOR ELECTRIC POWER SYSTEMS USING STREAM PROCESSING 3
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Fig. 2. Simple 3-bus system with voltage and power measurements [40].

3) Injected current measurements: Injected Current Mea-
surements are given as

jf _ j}ocalejtsf - Z jft_ (6)
tGL‘f

Here, I ¢ is the complex current vector of line f-¢, Y is the
admittance matrix, and U is the complex voltage vector.
Combining both voltage and current measurements accord-
ing to the above formalizations yields a linear system of
equations that can be summarized in a compact form as

Hax +ea, = 24, (N

where H 4 is a matrix of size m x (2n—1) containing measure-
ments of all buses except the slack bus whose measurements
arein z4, x = [Uy, -, Uy, €92 ... €7%"] is a vector of state
variables, and €4 is a vector of complex measurement errors.

The structures of (7) are illustrated by considering the
simple 3-bus system shown in Fig. 2, where bus 1 is specified
as the slack bus. This yields the following H4, z4 and z.

1 0 0 0 0
0 1 0 Uy 0
0 0 1 0 —Us;
Y120 + Y12 —Y12 0 0 0
Hae 0 G030+ U3 —Toz i—Ihge 0
A 0 —Ys2 Ys20 +Ys2i O —-(;lg%cal ’
—Us1 0  Yso+ysj 0 —Ilgee!
Y, Yo Y3 0 0
Yo, Yoo Yos -1 éofﬁjl 0
| Y31 Y35 Y33 0 _jé?;g]l.

“(®)
za=[ U 00 Iigat 0 0 0 ffecal 0 0 ]T, )

v=[a w T=[0 Uy Us e &% ", (10)

where 1 denotes the complex voltage vector and x5 denotes
the voltage phase-angle vector. Then, H4 and z4 can be
treated as a whole by merging z4 into H 4, yielding

n n
Hyy Hao|my Ey U

H.\= H21 H222 mr, = Ylocal _I'j“(;cal (11)
Hy  H.z|mi, Y *j}"cal

Here, Hyy, H>1, and Hj3; are all constant matrices, Hio,
H.55, and H.3» contain all the measurements, and F, is

part of a unit matrix that is of a size n X n according to
the voltage measurement configuration. Here, the following
two-stage scheme [34] is employed to ensure the linearity of
the SE.

Stage 1: Obtain complex measurements

The estimated state variables can be obtained via

&= (HYHA) "Ha"24. (12)
Then, the complex measurements can be obtained as
m=—[HL, Hb HL,) . (13)

Stage 2: Execute complex SE

The model is now formulated as a linear WLS estimation
by incorporating all the voltage and current measurements into
the measurement vector m as

Jry +ea, =m, (14)

where J = [HL, HYL HE)  m = wf 17, I7]", and
T = [U1 e Un]T denotes the complex voltage vector. The
linear WLS estimation is given by

# = [JTR) T ITR ', (15)
where R = E(e - e') is a diagonal covariance matrix of
measurements.

B. HLSE Process

The complex bus voltage and line current measurements
of PMUs can be linearly related to system state variables as
follows.

1) Voltage measurements: We relate complex voltage mea-

surements to state variables as
U}neas = Uf + &\U‘f' (16)

2) Current flow measurements: Complex current flow mea-
surements are related to state variables as

I3 = (G0 + 95e) Up + (=950) Ui + 5, (17)

According to the above PMU measurement formulations, we

obtain a linear matrix equation, that is
HB.%‘-I-&‘B:ZB, (18)

which can be combined with (14) into the following single
equation.

Hx+4e=z, (19)

where the matrix H and vector z can be rendered as
H=[H}, H} #L A, HL1', 0
z:[ngzg ]T. 20

Here, H,; and fl51 are structurally similar to H,; and Hgl.
Then the SE process can be completed in a linear and non-
iterative manner utilizing both RTUs and PMUs.
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Fig. 3. Example 12-bus system with one U-area.

III. LocAL STATE ESTIMATION BASED ON DYNAMIC
PARTITIONING

The proposed LHLSE algorithm is able to determine the
areas whose states requiring recalculation according to the
TrMs, and then perform local HLSE for each area. As shown
in Fig. 3, one original area (O-area) and several update areas
(U-areas) can be formed, and the buses in U-areas are divided
into two categories:

1) Internal bus: An internal bus is one associated to updated
TrMs, and the collection of internal buses forms several
internal areas (I-area).

2) Boundary bus: A boundary bus belongs to the U-area but
not to the I-area, it connected to the internal buses by a line
which do not have any TrM update.

The cluster of internal bus and boundary bus forms the U-
area, while all buses except internal bus represent the O-area.
Among them, only the states of U-areas must be recalculated.
Since the boundary buses do not have any measurements
update, it is only used for merging phase angles, and only the
states of I-areas are updated in the SE process. It is worthwhile
to note that any two U-areas are always disconnected from
each other in the FDP algorithm, such that the calculations
for each area are independent.

The proposed methodology is illustrated by the 12-bus
system shown in Fig. 3 with two U-areas. At a particular
instant, the TrMs of bus 2, 4, 10, and branch 1-4 are updated.
Then, buses 1, 2, 4, and 10 are denoted as internal buses,
which form the I-areas, and buses 3, 5, 9, and 11 represent
the boundary buses. Obviously, the updated measurements
are too few to satisfy the requirements of the whole system
observability and to achieve an acceptable noise filtering
effect. Hence, the results of the preceding SE process must be
utilized as the pseudo-measurements of the current SE process,
which are considered to be sufficiently accurate under the
assumption that the TrM and the actual value change nearly
synchronously. Thus, the measurement redundancy required
for SE can be ensured in the U-area. The above partition
logic is implemented by FDP algorithm in an efficient way
and discussed in Section III-B.

A. U-Area State Estimator Formulation

The SE process is completed in each U-area independently
and in parallel with all other U-areas. After obtaining the U-
area states, the voltage phase angles of the U-area must be
merged with those of the O-area. The phase angle difference

CSEE JOURNAL OF POWER AND ENERGY SYSTEMS

Algorithm 1: Internal Bus Merge Algorithm

Input: internal bus matrix V'
Output: I-area matrix V
1 initialize 7 = 1;

2 repeat

3 if ViR = 0 (the ith bus is an internal bus) then

4 extend two layers outward from the ith internal

busie; = W{N[.}, and ex = U{NT} - V'

5 yielding extended internal buses €in = \I/{Velj ;
6 if e;, # 0 (extended internal buses exist) then
7 merge the internal buses: V. = V:Fle;,;

8 delete merged internal buses: Ve?n =0;

9 else

10 ‘ move to the next bus: 1 =7 + 1;

11 end

12 else

13 | move to the next bus: i =i+ 1;
14 end

15 until 1 = n;
16 Delete the zero rows of the matrix V', V + V;

between the slack bus of the U-area and of the O-area is
obtained as 1
As=— o7 —62,

where the superscripts U and O denote the U-area and O-area,
respectively, and subscript b indexes the n; boundary buses
in the designated U-area. As such, we can merge the phase
angles of the I-area to those of the O-area by the following
formulation.

(22)

69 =69 — A, (23)

where 6Y denotes the phase angle in the I-area with reference
to the slack bus of the U-area, and 69 denotes the phase angle
in the I-area with reference to the slack bus of the O-area.

B. FDP Algorithm

In this subsection, the U-area determination approach and
the linear model partition approach are presented. All the
U-areas are obtained according to the measurement upload
position, and HLSE models are established within each U-
area through model partitioning, without recalculating the
coefficient matrix. In addition, the computations of the FDP
algorithm are almost bit-operations, which are ultra-efficient
in the implementation. By contrast, the conventional method
is not able to make real-time decisions on which states need
to be updated, nor can it obtain local SE results as fast as
the proposed method. Moreover, the Jacobian matrix of the
conventional SE model must be recalculated in each iteration,
which will cause unacceptable computational costs in real-
time applications, even if part of the state variables is fixed in
advance.

1) Determine the U-areas: Let N denote a Boolean net-
work matrix composed of elements with values of 0 or 1 that
has the same distribution of non-zero elements as admittance
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Fig. 4. Boolean matrixes of the FDP algorithm for the 12-bus system when the measurements of bus 2, 4, 10, and branch 1-4 are updated.

matrix Y, and M denote a Boolean measurement update
status matrix, where each element of M corresponds to the
measurement update status of a bus or branch of the network,
and an element with a value of 1 indicates a measurement
update for that object; otherwise, the value is 0. We note
that only a few measurements are updated at any given time.
Therefore, M is relatively sparse. In addition, let ¥{(-)}
denote the bitwise OR operator applied between each row
of the matrix corresponding to its argument, (-)|(-) denote
the bitwise OR operator applied to two matrices with the
same dimension, (-)® denote a vector that includes all the
entries in the vth row of the matrix corresponding to its
argument, and v is a Boolean index vector, where element
values of 1 represent those corresponding elements of a given
vector that are retained; otherwise, the elements of the vector
are discarded. For example, vectors A = [1 2 3 4 5] and
v =[10110] produce a final vector A® = [1 3 4]. The
above definitions are now applied in the following three steps
of the FDP algorithm.

Step 1: Determine the internal bus index vector v;,, accord-
ing to the measurement update status matrix through

Vin = U{ M Y| W{ MT }.

Step 2: Determine the I-areas. Let V diag(vin)
denote the internal bus matrix, where diag(-) denotes the
diagonalization operation. Then, I-area matrix V' is obtained
in the internal bus merge algorithm (Algorithm 1), which will
be illustrated with a 12-bus system later. Each row of V
represents all the internal buses in the respective U-area.

Step 3: Determine the U-area matrix as follows.

7;R = ‘P{N\f‘a}

(24)

(25)

Here, 7 has a size ny X n, where ny is equal to the number
of U-areas. Each row of 7T represents an U-area, such that
T has the same size as V.

Note that the maximum time complexity of the above I-
area merge algorithm is O(2n). The computations in all the
three steps are bit-operations, which are very efficient for most
computer languages, and the elements of all matrices and
vectors employed in the FDP algorithm are Boolean terms,
which require very little storage space.

For the 12-bus system in Fig. 3 , we can establish the M
matrix as shown in Fig. 4(a) when the measurements of bus
2, 4, 10 and branch 14 are updated. The green and gray
areas represent the location of element 1 of network matrix
N. According to (24), internal bus index vector v;, can be
obtained as

Vin = U{ M }U{ MT} (26)

:[110100000100]7
which can be converted to diagonal matrix V , as shown in
Fig. 4(b). According to step 2, take V' as the input of Algo-
rithm 1. In the first loop (i = 1),e3, =[11010000000 0],
e2=[01111000000 0], that is, if there are internal buses
in bus 2, 3, 4, and 5, they will be merged with bus 1 into the
same U-area. Then, we gete;, =[01 01000000 0 0], that
is bus 2 and 4 are merged with bus 1 into the same U-area.
After the loop is completed and the zero rows of matrix V' are
deleted, a I-area matrix )} of size 2 x 11 can be obtained, as
shown in Fig. 4(c). According to (25), we get

111 11000O00O0O0°0O0
T=loooooooo011 10| @

As shown in Fig. 4(c) and (27), two U-areas are established.
The first U-area consists of bus 1, 2, 3, 4, and 5, among which
buses 1, 2, and 4 are internal buses, the second U-area consists
of bus 9, 10, and 11, among which bus 10 is internal bus.

2) Partition the hybrid linear model: Once the U-area and
[-area are obtained, the global model can be directly parti-
tioned into sub-area models. There is no need to recalculate
each coefficient matrix of HLSE algorithm within each U-
area, which can greatly improve the efficiency of the state
estimator. According to (8), (11), (14), and (18), Ha, J, Hp,
and z4 are sub-matrixes of H, 4 when the estimated results
of the preceding SE are accepted as pseudo-measurements.
Therefore, we can consider the condition defined by H, 4
alone, and expand it into the full form given by (7) and (19).

Let HY, denote the elements of H. 4 in (12) that pertain to
the U-areas. This matrix is obtained by conducting a partial
extraction according to a row index vector r4 and a column

index vector c. Here, we analyze only the first U-area because
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all of the U-areas operate independently and in parallel. The
internal bus vectors and all bus vectors of this first U-area are
represented herein as v = V& and t = T;¥, respectively.
Each network branch measurement is incident to two buses.
Therefore, the corresponding network graph is an undirected
graph, and a bus-branch measurement incident matrix B can
be defined as

B — 1 if branch measurement 5 is incident to bus ¢
771 0 otherwise

It should be noted that B is composed of constants that require
no recalculation when the network topology is determined. The
vectors 74 and ¢ can be obtained as

ra=[t U{B} v],
¢ =[t t], (28)
where the three elements of r4 correspond to voltage mea-
surement, current flow measurement and injected current mea-
surement, respectively, and the two elements of ¢ correspond
to complex voltage x; and phase angle x5, respectively. By
conducting a partial extraction according to r4 and c, we have

HY)y = H.s(ra,c). (29)
Accordingly, the linear model in (7) and (19) can be solved
locally.
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IV. CASE STUDIES

The effectiveness, accuracy, and computational efficiency
of the proposed method were evaluated by its application to
1000 Monte Carlo simulations of IEEE 118-, 300-, and 2383-
bus systems [41]. Independent zero mean Gaussian errors were
added to all the measurements. The standard deviations of the
RTU measurements were 0.005 p.u. for voltage measurements
and 0.01 p.u. for power measurements. The standard deviations
of the PMU measurements was 0.001 p.u. All simulations
were conducted using a PC with an Intel Core i7-8750H CPU
operating at 2.21 GHz with 16 GB of RAM. The performances
of both the HLSE and LHLSE algorithms were evaluated in
comparison with the performances obtained by the conven-
tional WLS algorithm [40], [42]-[44] and real formulation
linear SE (RFLSE) [35]. The proportion of PMU devices in the
system are artificially specified in all simulations, but it should
be noted that the locations of PMU devices are random in each
measurement set. The primary performance metric employed
was the mean absolute error (MAE), which is defined as

1 n . .
MAE = = [ —aim|, (30)
=1
where z¢% and z!"“¢ are the estimated and true value of

i i
state variables (i.e., the voltage magnitude and phase angle),
respectively. In addition, the computation times of the various
SE algorithms were compared.

A. Performance of the HLSE Algorithm

1) Impact of PMUs proportion: The SE accuracy of the
proposed HLSE algorithm for the IEEE 118-bus system under
different proportions of PMUs is presented in Fig. 5. Here, the
result of 1000 Monte Carlo simulations are given by blue box
plots and the mean value is given by red line. As expected,
the accuracy and stability of SE increases with an increasing
proportion of PMUs. The corresponding computation time
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TABLE I
MAE VALUES OF SE ALGORITHMS FOR THE IEEE 118-BUS SYSTEM

Algorithm Voltage Magnitude (p.u.) Phase Angle (rad)
WLS [40] 5.51 x 10—+ 5.97 x 10~
RFLSE [35] 1.28 x 10—4 1.14 x 104
HLSE 1.18 x 10~% 1.08 x 10~4
TABLE I

COMPUTATION TIME OF SE ALGORITHMS FOR DIFFERENT SYSTEMS (S)

System WLS [40] RFLSE [35] HLSE

118-bus 0.0171 0.0029 0.0021

300-bus 0.0489 0.0067 0.0041

2383-bus 0.2664 0.0843 0.0419
TABLE III

PARTITIONING RESULTS FOR THE IEEE 118-BUS SYSTEM

U-area Size Internal Bus Boundary Bus
13 1,2,3, 11, 12, 14 4,5,17,13, 15, 16, 117
2 51 34, 35, 37, 39, 19, 33, 36, 38, 40, 42, 50, 51,

43-49, 69, 77, 78,
80-83, 92-98, 100

54, 66, 68, 70, 75, 76, 79, 84,
85, 89, 91, 99, 101-104, 106

of the HLSE algorithm is plotted in Fig. 6. These results
demonstrate that the impact of the additional PMUs is almost
negligible. The SE accuracy of the proposed HLSE algorithm
with a PMU proportion of 50% is plotted in Fig. 7 in terms of
the number of simulations obtaining a given MAE value for
the three different IEEE power systems.

2) Comparison with conventional SE: The average MAE
values obtained by the three SE algorithms considered over
1000 simulation cases are listed in Table I for the IEEE 118-
bus system, where the proportion of PMUs was 50% for the
HLSE and real form linear SE (RFLSE) algorithms [35]. It
is evident that the HLSE algorithm outperforms the WLS and
RFLSE algorithms in terms of SE accuracy. In addition, the
computation times required by the three SE algorithms for the
three systems are listed in Table II. Here, the HLSE algorithm
demonstrably outperforms the WLS and RFLSE algorithm in
terms of computational efficiency.

B. Performance of the LHLSE Algorithm

The effectiveness of the proposed LHLSE approach is val-
idated through comparative simulation settings. It is assumed
that in the previous instant, TiMs are uploaded which make the
entire system observable; and in the current instant,TrMs are
uploaded which make only a portion of the system observable.
Results of two simulation cases are compared:

1) Performing HLSE for the entire system using TiMs from
the previous instant;

2) Performing HLSE for the entire system using TiMs from
the previous instant; then performing LHLSE (FDP + HLSE)
to update the local areas using TrMs from the current instant.

-
e - .
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Fig. 8. Visualization of network matrix /N for the IEEE 118-bus system.
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Fig. 9. Comparisons of estimation errors for the IEEE 118-bus system.

Here, the active load and reactive load of each selected bus
was increased by 10%. In addition, the measurement data in
each simulation case were generated by dynamic power flow
[45], which can handle power change and does not depend
on the selected slack bus, to provide more realistic simulation
results. In practice, once TrMs are updated, several U-area and
I-area will be formed by FDP algorithm quickly.

1) Effectiveness of the LHLSE algorithm: We first compare
the performances of the conventional SE framework and the
LHLSE algorithm with a PMU proportion of 0% for the IEEE
118-bus system with the stated load fluctuations at buses 2,
45, 46, 94, 95, and 96 of the system. The partitioning result
of the IEEE 118-bus system by the FDP algorithm is listed
in Table IIT and visualized in Fig. 8. Here, U-areas are given
by orange circles and I-areas are given by red circles on the
basis of the network matrix given by blue circles. The results
in the figure indicate that only a small proportion of states
in the overall system requires recalculation and updating. The
SE errors obtained by the above two simulation cases within
the entire system are given in Fig. 9. We can conclude that
the FDP algorithm accurately identifies the bus positions at
which state variables change, and the SE process in the U-



TABLE IV
NORMALIZED RESIDUAL IN BAD DATA IDENTIFICATION FOR THE IEEE
118-BUs SYSTEM

Iteration I33_37 Pro1 I 81—80 Other Measurements
1 38.809 10.013 87.452 28.769
2 36.827 8.7442 - 9.9878
3 - 8.6244 - 5.9363
4 - - - 2.9318
TABLE V

MAE VALUES OF SE ALGORITHMS IN I-AREA FOR DIFFERENT SYSTEMS

System Algorithm Voltage Magnitude Phase Angle
(p.u.) (rad)
118-bus Conventional 1.32 x 1074 8.53 x 103
LHLSE 9.76 x 10~5 5.48 x 10~5
300-bus  Conventional 1.43 x 103 3.57 x 101
LHLSE 7.52 x 1075 5.71 x 10~5
2383-bus  Conventional 1.08 x 10—4 1.09 x 10—2
LHLSE 4.88 x 1075 3.93 x 1075

area yields estimates with greatly reduced MAE values than
those obtained by the conventional SE framework.

2) Bad data processing: The ability to detect erroneous
measurements, as well as further identify and suppress them
is a significant function of a state estimator [40]. In this
regard, Chi-squares test is utilized for bad data detection. If
any bad data is detected, further identification and elimina-
tion processing will be carried out using Largest Normalized
Residual (LNR) test [40]. In order to evaluate the performance
of bad data processing, various bad data simulations have
been carried out for the IEEE 118-bus system successfully.
As an example, when the PMU proportion is 50% and there
are load fluctuations at buses 2, 45, 46, 94, 95, and 96, the
RTU current measurement for line 33-37, the RTU injected
active power measurement for bus 101, and the PMU phasor
current measurement for line 81-80 are set to -100%, 50%,
and 0% of the raw data, respectively, to simulate erroneous
measurements. As expected, bad data are detected success-
fully. When the identification threshold is chosen as 3 [40],
the LNR test process is presented in Table IV. The normalized
residual of the three erroneous measurements are listed in the
first three column, and the last column provides the largest
normalized residual of the remaining normal measurements for
comparison purposes. It can be seen that after three iterations,
all the bad data have been correctly identified and eliminated.

3) Accuracy and efficiency of the LHLSE aogorithm:
We next compare the performances of the conventional SE
framework and the LHLSE algorithm with a PMUs proportion
of 50% for all three IEEE power systems with the stated
load fluctuations applied at 5% of the system buses selected
randomly. The average MAE values of the estimated state
variables obtained for the three systems are listed in Tables V.
In addition, we compare the computation times required by the
LHLSE and HLSE algorithms for the three IEEE systems in

CSEE JOURNAL OF POWER AND ENERGY SYSTEMS

TABLE VI
COMPUTATION TIME OF SE ALGORITHMS FOR DIFFERENT SYSTEMS (S)

System HLSE LHLSE(FDP + HLSE)
118-bus 2.17 x 1073 9.51(4.43 + 5.08) x 1074
300-bus 4.15 x 1073 3.01(0.97 4 2.04) x 1073
2383-bus 4.18 x 1072 9.29(4.91 + 4.38) x 1073

Table VI. Note that the SE process in each U-area is completed
in parallel. Hence, only the maximum computation time of
all areas is listed. It should be noted that the PMU device
locations differ for Table II and Table VI lead to slightly
different computation times. These results demonstrate that
the proposed LHLSE algorithm is computationally efficient
and accurate, particularly for the large-scale system.

V. CONCLUSION

This paper developed an LHLSE framework with stream
processing that enabled the use of PMU measurements and
trigger/timing-mode RTU measurements. The timeliness and
computational efficiency of measurement update was enhanced
by proposing a new FDP algorithm that divided the system into
several U-areas whenever measurement values were updated,
and the designed HLSE algorithm utilizing both RTU and
PMU measurements was applied to each U-area in parallel.
The stream processing framework of the LHLSE algorithm
guarantees the real-time tracking and correction of information
for the entire power system states in a few milliseconds.
The timeliness, accuracy, and computational efficiency of the
proposed method were demonstrated by extensive simulations
based on IEEE 118-, 300-, and 2383-bus power systems.
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