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Reconstruction Method for Cyber-physical-systems

Based on Double Layer Optimization
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Abstract—For fault characteristics of cyber-physical-systems
(CPS) based distribution network, a spatiotemporal incidence
matrix to represent correlation of concurrent faults on cyberspace
and physical space is proposed, and strategies of fault location,
removal, and recovery of concurrent faults are analyzed in
this paper. Considering the multiple objectives of minimum
network loss, voltage deviation, and switching operation times,
a collaborative power supply restoration model of a CPS-based
distribution network with the strategy that restoration of the
communication layer is prior to the physical layer is constructed
using the Dijkstra’s dynamic routing algorithm and second-order
cone relaxation distribution network reconfiguration method, to
realize orderly recovery of a distribution network during CPS
concurrent faults. Related investigations are made based on
the DCPS-160 case, and the accuracy and effectiveness of the
proposed model are also verified.

Index Terms—Collaborative fault, cyber-physical-systems,
distribution network, double layer optimization.

I. INTRODUCTION

W ITH rapid development and applications of the Internet
of Things, information communication, 5G, and other

related technology, the traditional distribution network (DN)
has evolved into a multi-level and comprehensive network
architecture including a physical layer and a communication
layer. Furthermore, the physical layer has more dependence
on the communication layer, which has been a typical cyber-
physical system (CPS). The CPS is a closed-loop system that
has the advantages of situational awareness, real-time analysis,
scientific decisions, and precise implementation. Therefore, the
DN based on CPS is different from traditional DN reflected
in three perspectives, i.e., composition and structure, control
mode, and information processing. For composition and struc-
ture, the CPS DN pays more attention to the influence of
the communication network and multiple information on the
physical network, while, the control mode used in the CPS DN
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is more flexible than that used in traditional DN. Furthermore,
the CPS DN can keep compatibility with the communication
mode of all kinds of devices and can achieve a high degree
of consistency in the integration of system information and
coordination in the functionalities of primary and secondary
systems.

In terms of the DN fault, there may be faults occurring in
the physical layer or communication layer separately, further,
it can also be concurrent faults occurring in the physical and
communication layers simultaneously. In general, researchers
pay attention to the faults in these two layers separately.

A fault occurring in the communication layer is mainly
link interruption, data falsification, and control failure, such
as communication cable damage, false data injection attacks
(FDIAs), man-in-the-middle attacks (MitM), distributed denial
of service (DDoS), etc. Communication cable damage induced
by natural disasters has been studied in [1], kinds of fault
recovery strategies and algorithms were proposed. In addition,
a fast fault recovery algorithm of the cyber link in the smart
grid had been proposed in [2], the basic process of this
algorithm is establishing the backup tree forwarding rules first,
and then uploading the fault by OpenFlow, finally repairing
the communication topology by calling the REACTIVE algo-
rithm. Focusing on large-scale communication networks, some
researchers study single-stage and multi-stage fault recovery
algorithms [3], [4]. Maximum recovery of customer service
had been set as the objective, and mixed-integer programming
was utilized to obtain the recovery strategy in the single-
stage fault recovery algorithms. Similarly, the same objective
had also been used in the multi-stage method, but the link
recovery order had been optimized based on the single-stage
method [3], [4].

Compared to research on fault recovery of the communica-
tion layer, fault recovery on the physical network is relatively
more mature. There are mainly two kinds of methods, which
are heuristic algorithm and mathematical optimization algo-
rithm. Commonly used heuristic algorithms include particle
swarm optimization algorithm (PSO), genetic algorithm, firefly
algorithm, and ant colony algorithm, etc. The recovery strategy
of feeder recovery, load transfer, and load shedding using
heuristic algorithms was obtained in [5]. For mathematical op-
timization algorithms, there are mainly three methods, which
are mixed-integer linear programming, mixed-integer non-
linear programming, and mixed-integer convex optimization
programming [6]–[14]. For instance, the nonlinear power flow
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equation of DN was relaxed to a second-order cone model by
the convex relaxation technique, and the convex optimization
algorithm was used to solve the problem. This procedure can
guarantee precision and computation speed [11]. Similarly, the
same procedure was also used in [12], and the procedure was
improved by virtual network theory to enhance computational
efficiency. Model construction and solution process in the
mathematical optimization algorithm were all based on the
mathematical theory and derivation, which made the approach
more precise than heuristic algorithms.

The physical layer and communication layer have a high
degree of integration with each other in the CPS-based DN,
which can significantly enhance fault diagnosis capability. The
most commonly used methods of fault diagnosis are the meth-
ods based on expert systems, such as artificial neural network
or Bayesian network, Petri net, the matrix-based method, and
the method based on analytic models. These fault diagnose
methods are all related to the information interaction process.
For instance, the measurement information and early warning
information are set as input parameters, meanwhile, fault
diagnosis results are set as the output. Furthermore, the general
rule can be obtained by training large amounts of sample data
to predict and analyze unknown or unpredictable faults [13],
[14]. Considering the uncertainty of the information, a Petri-
net-based method using intuitionistic fuzzy set theory was
proposed in [15].

It can be seen the physical layer has quite close correlation
with the communication layer in the DN, a fault occurring
in the communication will lead to the losing control of
the DN operation or fault deterioration. For instance, the
breaker rejecting action induced by MitM and FDIAs in
the communication layer leads to the increment of the short
circuit current [16]. In addition, the scene that a DDoS
attack occurring in the communication layer causes failure
of service restoration was also reported in [17] Based on
the fault diagnosis technique and the CPS characteristic,
some researchers carried out the methods of fault diagnosis
and service restoration of CPS-based DN. Concurrent fault
development path and treatment were discussed in the DN
after a DDoS attack in [18].

In summary, although attention had been focused on fault
analysis in the communication layer, physical layer, and both
of them, there are still some shortages. First, most existing
research on the communication layer depend on the public
communication network, in which flow maximization is set
as an objective. However, the communication network in DN
is specific, and restoration maximization should be set as an
objective to enhance security and reliability. Moreover, the
existing research on fault recovery and service restoration are
mainly aimed at architecture, modeling, risk assessment, and
information attack detection of the DN based on CPS [19]–
[26]. However, research on the strategy and algorithm of the
cyber-physical concurrent fault recovery are quite extensive.
Therefore, concurrent fault recovery of the DN based on CPS
is realized in this paper by analyzing the correlation between
the physical layer and cyber layer, with consideration of the
particularity of CPS.

The remainder of this paper is organized as follows: Sec-
tion II introduces the types, description method, and recovery
strategy of the physical-cyber concurrent fault in detail. In
Section III, model construction and double-layer optimization
method are proposed based on the strategy mentioned in
Section II. Further, the recovery strategy of the physical-cyber
concurrent fault is investigated based on standard DN example,
i.e. DCPS-160, meanwhile, related parameters and recovery
results are also analyzed in Section VI. Finally, the research
content is summarized in Section V.

II. CHARACTERIZATION OF THE CONCURRENT FAULT IN
CPS BASED ON DN

A. Concurrent Fault Categories of the CPS based DN

The fault may occur in the physical layer and the commu-
nication layer at the same time. Among them, the fault that
occurs in the physical layer mainly includes three-phase short
circuit fault, two-phase short circuit fault, single-phase short
circuit fault, interphase short circuit fault, etc. Meanwhile, the
fault occurring in the communication layer is generally caused
by many reasons, such as transmission fault (i.e. information
channel blocked and transmission delay due to the DDoS
attack), data error (i.e. bit error caused by communication
interference, or the MitM caused by network attack), and
control failure.

Superposition of the physical fault and cyber fault will
have great influence on fault location, fault isolation, and
power supply restoration in the CPS fault recovery process
of the distribution network. The schematic diagram of fault
disposal processing is shown in Fig. 1. As can be seen, the
fault occurs near node 5, shown 1 Fig. 1(a), and the fault
information is uploaded to the distribution master station,
shown in Fig. 1(b), further, the isolation command is issued
by the distribution master station and node 3, 5, and 6 near the
fault point loss of the power supply, shown in Fig. 1(c). Finally,
the reconfiguration command is issued by the distribution
master station, and the power supply of node 7 and its
downstream nodes is restored, shown in Fig. 1(d). It can
be seen the handling of distribution network faults and the
process of power supply restoration are highly dependent on
the distribution master station and auxiliary communication
system. When the cyber system fails, it may have significant
impact on normal operation of the physical system and the
fault recovery scene.

B. Concurrent Fault Modeling of Distribution Network based
on CPS

In the physical and cyber concurrent fault situation of the
distribution network, there are topology and data flow coupling
relationships between the physical layer and communication
layer. In Fig. 2, taking the DDoS attack scene as an example,
the attacker selects router 4 as the attack target, FTU (Feeder
Terminate Unit) 1 is the puppet terminate, a large number of
useless communication data are sent to router 4 from FTU 1.
As it can be seen from Fig. 2, a large number of useless
communication data packets will reach router 4 through OLT
(Optical Line Terminal) 1, distribution station 1, switch 1, and
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Fig. 1. Schematic diagram of fault disposal processing in the CPS based distribution network.
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Fig. 2. Characterization of the coupling relationship between the cyber and physics in the distribution network based on CPS.

router 1, router 4 will consume many computing resources
to process useless communication data, which will seriously
reduce working efficiency of the router. At the same time,
the link through FTU 1 to router 4 has a congested state,
and other FTUs sharing the communication link to router
4 can’t upload or receive information in time. Then, when
the physical layer fault occurs, the distribution master station
can’t receive the fault information uploaded by the FTU or
receive fault isolation and recovery strategy commands from
the distribution master station. In this state, the power failure
load can’t be recovered. Thus, it brings security threats to the
distribution network.

According to the above analysis, this paper proposes a
modeling method based on a spatiotemporal incidence matrix
to describe the coupling relationship between the physical
layer and communication layer, as shown in (1).

On×1 = P n×n × T n×m ×Cm×m ×Mm×1 (1)

where On×1 is spatiotemporal incidence matrix in the distribu-
tion network CPS, P n×n is the physical layer matrix, T n×m

is the secondary equipment matrix composed of measurement
and communication terminal, Cm×m is communication net-
work adjacency matrix, Mm×1 is master station matrix, n
is the physical layer node number, m is the number of core
routers in the communication system.
1) Physical layer matrix P n×n

P =



P11 · · · P1j · · · P1n

...
...

...
Pi1 · · · Pij · · · Pin

...
...

...
Pn1 · · · Pnj · · · Pnn


Pij = [Lij , Iij , BRij ]

, i, j ∈ [1, n] (2)

where Pij is an element in the layer matrix, it is composed
of Lij , Iij , and BRij . Lij represents the topological link
between nodes i and j, Iij represents fault current, BRij is
the operation state of the breaker.
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2) Secondary communication terminal matrix T n×m

DTU, FTU, and other communication terminals are im-
portant equipment linking the physical and communication
system. They are the key equipment for electrical data acqui-
sition and upload to the communication system, also receiving
control commands to control the device in the physical sys-
tem. The secondary communication terminal node matrix is
described in (3):

T =


T11 T12 · · · T1m

T21 T22 · · · T2m
...

...
. . .

...
Tn1 · · · · · · Tnm


Tiη = [Wiη, Siη, Iiη, COiη]

, i ∈ [1, n], η ∈ [1,m]

(3)

where Tiη is the iη-th element in the secondary communi-
cation terminal matrix, which is composed of four variables,
Wiη, Siη , Iiη , and COiη . Wiη represents whether there is a
communication terminal η installed at node i of the physical
layer. If it is not installed, Wiη = 0, Siη represents the
operation state of the communication terminal, for normal
state, Siη = 1, Iiη represents the fault current uploaded
by the communication terminal, COiη represents the control
command received by the communication terminal i.
3) Communication Network Adjacency Matrix Cm×m

The communication network adjacency matrix is used to
describe the topology and characteristics of the communication
network. For a communication network with m communica-
tion nodes, the structure of the matrix Cm×m is shown in (4).

C =



C11 · · · C1j · · · C1m

...
...

...
Ci1 · · · Cij · · · Cim

...
...

...
Cm1 · · · Cnj · · · Cmm


Cij = [Bij , Tij , PBij , PHij

]

, i, j ∈ [1,m]

(4)

where Bij represents the link between nodes i and j whether
it is connected or not, if Bij = 1, represents the link is
connected; Tij is the communication delay between nodes i
and j; PBij is comminution data package transmission error
probability between nodes i and j; PHij is false data injection
attack probability between nodes i and j.

As shown in Fig. 3, the communication backbone network is
composed of four routers, communication network adjacency
matrix C4×4 is established considering communication delay,
link interruption, data transmission error probability, and false
data injection attack probability.

C4×4 =


c11 c12 c13 c14

c21 c22 c23 c24

c31 c32 c33 c34

c41 c42 c34 c44


cij = f(Bij , Tij , PBij , PHij)

, i, j ∈ [1, 4] (5)
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Fig. 3. Communication network topology of four routers.

Tij =

{
0, i = j

0.1 s, i ̸= j
(6)

PMij =

{
0, i = j

0.01, i ̸= j
(7)

PHij =

{
0, i = j

0.01, i ̸= j
(8)

4) Master Station Monitoring and Control Matrix Mm×1

The distribution master station is directly connected to the
communication layer. It collects data information uploaded
by the communication layer to monitor operation of the
physical layer. When the fault of the physical layer needs to
be handled, it generates control decisions through the fault
handling algorithm in the distribution master station, and then
sends it to the specific switch of the physical layer through the
communication layer for fault isolation and power restoration.
In this paper, the master station monitoring and control matrix
are described in (9):{

Sup(M) = fdatadisp (
∑

Mi)

Con(M) = fopmization (
∑

Mi)
(9)

where Sup(M) and Con(M) represent the monitoring and
control functions of the distribution master station, Mi is the
data model associated with the communication node i in the
distribution master station, and fdatadisp(·) is the operation mon-
itoring processing function; foptimization(·) is the optimization
control processing function.

C. Concurrent Fault Recovery Method of The CPS Based DN

The physical fault recovery method depends on the network
reconfiguration function and feeder automation function of the
distribution master system. Physical layer network topology
reconstruction is realized through the combination of the states
of the selection switches and loop switches, to achieve the
purpose of load transfer and power supply recovery.

In this investigation, the dynamic routing method is used to
handle the fault in the communication layer. The basic rule
of this method is that selection of the routers depends on
the current state information of the distribution network and
communication network. This strategy can better adapt to the
changes in communication network traffic and topology and is
conducive to improving the performance of the communication
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network. The basic process of the dynamic routing method
is considering the following three aspects comprehensively,
namely, link connectivity, link length, and regional redun-
dancy, and then searching for a link that can recover the
biggest fault region, shown in Fig. 4. It can be seen from
Fig. 4 that, first, the communication network is abstracted as
a graph, meanwhile, all vertices in the graph are divided into
two groups, one is the vertices with the known shortest path,
named group 1, and the other is the vertices with the unknown
shortest path, named group 2. Initially, all vertices belong to
group 2, and the path length is set as infinity, meanwhile, the
path length of the starting point is set as 0. In each stage,
vertices with the shortest path length in group 2 are marked
as the vertices with the known shortest path, and then calculate
the path length from the vertices to the vertices belonging to
group 2. If the obtained path length is shorter than the original
length, update the path length of the adjacent vertices, and set
the front node of the adjacent vertices as the selected vertices,
Loop until the vertices number of group 2 reduces to 0. Finally,
the fault recovery strategy of the communication layer can be
obtained by outputting the communication routing table.

III. DOUBLE-LAYER OPTIMIZATION MODEL FOR
CONCURRENT FAULT RECOVERY IN CPS BASED DN

Traditionally, influence of the communication layer is not
considered in the research on the operation and control in the
distribution network. However, with development of the pha-
sor measurement unit (PMU), intelligent terminal, and other
primary and secondary integrated devices, more and more
information is transferred and processed in the communication
layer to ensure controllability and observability of the smart
grid, which results in dependence of intelligent distribution
network on communication systems becoming significantly
improved. Interaction between the communication layer and
physical layer should not be ignored during the process of
fault isolation and power restoration, therefore, integration of
models both of communication layer and physical layer are
proposed in this paper.

A. Fault Recovery Model in the Communication Layer

1) Optimization Objective
Communication quality between the physical equipment and

the master station, including on-off, delay rate, data error, false
data injection, and so on, has an important impact on the
dispatching and operation of the distribution network system.
Therefore, for fault recovery of communication network, it is
to find the link with the minimum delay time, the lowest bit
error rate and the lowest probability of false data injection on
the premise of the connectivity of the communication network.
The objective is shown in (10).

min fc
(
xCij

)
= ϕ

NC∑
i=1

NC∑
j=1,j ̸=i

T
(
xCij

)
+ ψ

NC∏
i=1

NC∏
j=1,j ̸=i

[
P
(
xCij

)
+H

(
xCij

)
− P

(
xCij

)
H

(
xCij

)]
(10)

where xCij represents the on-off state of the link between node i
and node j in the communication network, which is the control
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the path length of which

are set as infinity   

Start

End

Fig. 4. Dynamic routing method in the communication layer.

variable, the value is 0 or 1. When xCij = 0, it represents the
link is off, when xCij = 1, it represents the link is on. NC

is the node number of the communication network. T (xCij) is
the time delay of the link xCij . P (xCij) is the data error rate.
H(xCij) is the probability of false data injection. φ and ψ is
the weight factor.
2) Constraints

a) Link capacity constraint: Data flow on any communi-
cation link should be less than its maximum carrying capacity.

p
(
xCij

)
≤ pmax

ij (11)

where p
(
xCij

)
represents the data flow of communication link

xCij , pmax
ij is the maximum carrying capacity of communication

link xCij .
b) Connectivity constraint: The connectivity of commu-

nication links depends on two aspects: one is the data link is
connected, and the other is nodes on the communication link
are available. Any failure of the communication link and nodes
will lead to non-satisfaction of the connectivity constraint. This
constraint can be expressed in (12):{

xCij = 0B
(
xCij

)
= 0

∣∣NC
i = 0

∣∣NC
j = 0

xC ∈ G
(12)
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where B(xCij) = 0 represents the on-off state of the link xCij ;
NC

i = 0 represents the upstream node i of link xCij is in
fault state; NC

j = 0 represents the downstream node j of
link xCij is in fault state; xC is the link set of all available
xCij ; G represents connectivity constraint from communication
terminals to master station.

The recovery model of the communication network is solved
by the dynamic routing algorithm based on Dijkstra. The solu-
tion algorithm is shown in Algorithm 1. The communication
network is abstracted as a graph composed of vertices and
branches. The node-set of the path that minimizes the objective
function is solved as the routing link for communication ion
network recovery link.

Algorithm 1: The pseudocode of the dynamic routing
algorithm

1 Initialization:
2 NC

i = {G}
3 for all nodes NC

j do
4 if NC

j adjacent to then
5 xCij = 1

6 fd(j) = c(i, j) = ϕ
∑Nc

i=1

∑Nc

j=1,j ̸=i T
(
xCij

)
+

ψ
∏Nc

i=1

∏Nc

j=1,j ̸=i[P
(
xCij

)
+H

(
xCij

)
−P

(
xCij

)
H

(
xCij

)
]

7 else
8 fd(j) = infinity
9 end

10 end
11 Loop
12 find NC

j not in NC
i such that fd(j) is minimum

13 add NC
j to G

14 update fd(j) for all NC
j adjacent to NC

i and not in
G, and p

(
xCij

)
≤ pmax

ij

15 fd(j) = min (fd(j), fd(j) + c(i, j))
16 until all nodes in NC ;

B. Fault Recovery Model in the Physical Layer
The fault that occurs in the physical layer of the distribution

network will lead to power loss in some areas. Under the
premise that capacity provided by the superior power grid
is abundant, if connectivity of the distribution network after
fault recovery can be guaranteed, power loss load can be
fully recovered. Based on this circumstance, operation cost
and power supply quality should be taken into consideration
to set the objective function. For instance, reducing the fre-
quency of switch operations in the reconstruction process can
prolong the service life of the switch to improve economic
benefits. Meanwhile, if network loss can be reduced after
reconstruction, expenditure of the power grid company can
also be reduced. Finally, considering the safety and reliability
of the grid, the minimization of voltage deviation should also
be set as the objective function, which can also reduce loss on
the consumer side.
1) Objective Function

Minimization of network loss, number of switch operations,
and voltage deviation is set as the objective function, shown

in (13),

fp(x
p) = min

(
α

nl∑
i=1

Li
loss(x

p) + β

( m∑
k=1

(1− Yk(x
p))+

n∑
j=1

Zj(x
p)

)
+ γ

nb∑
m=1

(Vm(xp)− V0)
2

V 2
0

)
(13)

where xp represents the switch state, Li
loss represents the

network loss of the branch i, Yk and Zj demonstrate the state
of the section switch and the loop switch after reconfiguration,
respectively, m and n represent the number of the section
switch and the loop switch, Va and V0 demonstrate the voltage
of node a and the reference voltage, nb represents the total
number of nodes in the physical layer, α, β, and γ demonstrate
the weight of the network loss, frequency of switch operation,
and voltage deviation.
2) Constraints

a) Power flow constraint: The Distflow model based
on second-order cone relaxation is used in the power flow,
and Ohm’s law-based voltage drop, power balance equations
of each node are shown in (14) based on the branch of
distribution network shown in Fig. 5.

Ui − Uj = ZijIij

Sij = UiI
∗
ij∑

k:k→i

(
Ski − Zki|Iki|2

)
+ si =

∑
j:i→j Sij

(14)

where Ui and Uj represent the voltage of node i and node j,
Sij and Iij represent apparent power and current of the branch
from node i to node j, respectively. Ski, Zki, and Iki represent
apparent power, impedance, and current of the branch from
node k to node i, si represents the power capacity access in
node i.

Iij, Sij

Ui

Uj

sj
si

Zij

Fig. 5. Branch of distribution network.

Let Pij+jQij = Sij , ui = |Ui|2, ℓij = |Iij |2, and pi+jqi =
si, the (14) can be derived to (15) and (16).{∑

k:k→i(Pki − rkiℓki) + pi =
∑

j:i→j Pij∑
k:k→i(Qki − xkiℓki) + qi =

∑
j:i→j Qij

(15)

ℓij =
P 2
ij +Q2

ij

ui
(16)

where Pij and Qij represent the active power and reactive
power of the branch from node i to node j, pi and qi
demonstrate the active power and reactive power of the power
supply access in node i. rki and xki represent the resistance
and reactance. For the quadratic nonlinear equation (16), the
standard second-order cone form of inequality constraints is
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obtained by relaxing it through the second-order cone theorem,
shown in (17).

P 2
ij +Q2

ij

ui
≤ ℓij ⇔

∥∥∥∥∥∥
 2Pij

2Qij

ℓi − ui

∥∥∥∥∥∥
2

≤ ℓi + ui (17)

b) Topology Reconfiguration Constraint: After service
restoration, radial topology should be ensured in the dis-
tribution network. Therefore, the topology reconfiguration
constraint is provided by the fictitious flow method, shown
in (18) to (20). Among them, (18) represents the topology
tree decoupling constraint of the distribution network, which
can guarantee connectivity of the distribution network, and
N demonstrates the total number of nodes. Equation (19)
represents the KCL constraint to the fictitious flow, while Sij

and Fi represent the outflow and inflow of node i. Equation
(20) represents the big M method constraint, in which the
M is a quite large value. If the branch is interrupted, xij
equals 0, while the branch is connected, xij equals 1. These
two circumstances, both, can meet the constraint. The basic
process of the topology reconfiguration and service restoration
is shown in Fig. 6, and the corresponding algorithm is shown
in Algorithm 2.

N∑
i,j=1

xij = |N | − 1 (18)∑
j:i→j

Sij + Fi =
∑

k:k→i

Ski, i, j, k ∈ N/r (19)

Sij ≤ (1− xij)M (20)

Start

Initialize the parameters such as
physical topology, load, and branch

of distribution network 

Input the fault location information

Set the objective function

Second order cone relaxation
linearization for Nonconvex

optimization  

Set the constraints for
optimizaiton model

Integer programming solution

Topology information after
reconfiguration  

End

Fig. 6. Procedure of topology reconfiguration and service restoration in the
physical layer.

C. Double-Layer Optimization Model for Concurrent Faults

When a physical-cyber concurrent fault occurs in the dis-
tribution network system, the distribution master station will

Algorithm 2: Pseudocode of the failure recovery
reconfiguration in distribution network using convex
optimization method
Input: Distribution network topology, load, branch

impedance, and failure position.
Output: Optimal distribution network topology and

operation parameters
1 Set virtual flow matrix upstream(nb,nl) and

dnstream(nb,nl);
2 Set constraints[], including network topological

constraint, power flow constraints, Ohm’s law
constraints, second-order cone constraints and general
constraints.

3 Set objective function, including min(network loss),
min(Number of switching actions) and min(voltage
deviation), i.e. objective = min(sum(Ploss+N+deV));

4 Set integer linear programming solver, and return Zij

(switch status)

lose monitoring, control of the distribution network which will
greatly inhibit the ability of the distribution master station to
judge network faults and provide recovery strategies. Mean-
while, it is also difficult to execute topology reconstruction in-
structions effectively. Therefore, a double-layer optimization-
based fault recovery method has been proposed to solve the
concurrent fault problem. In this method, the upper layer fault,
namely the communication layer fault, is recovered to the
greatest extent first, and then the obtained communication
network topology is substituted into the lower layer, namely
physical layer model for physical topology reconstruction, to
restore the power supply of distribution network system to the
greatest extent.
1) Objective Function

The objective function of the double-layer optimization-
based fault recovery method is shown in (21).

upper:
min fc

(
xC

)
s.t. p

(
xC

)
= 0

q
(
xC

)
≤ 0

lower:
fp

(
xP , xCmin

)
xCmin = argmin fc

(
xC

)
s.t. g

(
xP , xC

)
= 0

h
(
xP , xC

)
≤ 0

cp
(
xP , xCmin

)
= 0

(21)

where fc(x
c) represents the objective function of the upper

layer optimization model, xC represents optimization vari-
able of the upper layer, p(c) and q(c) demonstrate equality
constraint and non-equality constraint of the upper layer.
fp(xp, x

C
min) represents the objective function of the lower

layer optimization model, and xP represents the optimization
variable of the lower layer. xCmin = argmin fc(x

C) demon-
strates the recovery strategy of the upper layer. g(xP , xCmin)
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and h(xP , xCmin) represent the equality constraint and non-
equality constraint of the lower layer optimization model.
cp(xP , xCmin) demonstrates physical-cyber coupled constraint.
2) Physical-cyber Coupled Constraint

In the CPS-based distribution network, the collected data
of the physical layer needs to be uploaded to the distribution
master station through the communication layer for fault
reconstruction. When the communication node is normal, the
corresponding node in the physical layer can be completely
acquainted and controlled. Adversely, the corresponding node
in the physical layer will be out of control in the circumstance
that the communication node is in a fault state.

cp
(
xP , xCmin

)
= s

(
xP |xCmin

)
= 1

s
(
xP |xCmin

)
=


1, B

(
xCmin

)
= 1&

∑
T
(
xCmin

)
≤ 10s

&
∑
PB

(
xCmin

)
≤ 0.1

&
∑
PH

(
xCmin

)
≤ 0.1

0, otherwise
(22)

where s
(
xP | xCmin

)
represents the enable signal of the switch

xPj . When s
(
xP | xCmin

)
equals 1, the corresponding switch

is controllable, while s
(
xP | xCmin

)
equals 0 represents the

corresponding switch is out of control. B
(
xCmin

)
represents

the link state after recovery, T
(
xCmin

)
represents the delay of

the corresponding link, PB

(
xCmin

)
represents the error rate,

and PH

(
xCmin

)
represents the probability of FDIAs. The basic

process of the double layer optimization model is shown in
Fig. 7.

IV. EXPERIMENTS AND RESULTS

A. Experimental Setting

The algorithm is developed in MATLAB R2021a and runs
on an Intel Core i7-10875H 4.5GHz notebook with 16 GB of
RAM. Further, the CPLEX solver based on the YALMIP tool-
box is carried out to solve the second-order cone optimization
problem involved in the fault recovery algorithm. Meanwhile,
the topology model of the case is built in Simulink to verify
the feasibility and accuracy of the fault recovery strategy.

The investigation in this paper is based on the case DCPS-
160, and the topology of the physical layer and communication
layer are shown in Fig. 8. Moreover, the details about the case
DCPS-160 can be found in [27], [28]. In the physical layer of
the DCPS-160 test case, S1, S2, and S3 are power points, 62-
2, 42-1, 39-1, 29-1, 35-1, and 13-3 are tie switches, PV2 and
PV3 are the photovoltaic generation, dfig2 and dfig3 are the
doubly fed fans, BAT1, BAT2 and BAT3 are the battery energy
storage devices, gas is the gas turbine and water is the water
turbine. Nodes 1∼22 are in the industrial area subnet, nodes
23∼42 are in the residential area subnet, and nodes 43∼62 are
in the commercial area subnet. The communication layer of
DCPS-160 example includes 4 router nodes, 5 switch nodes,
1 server node, 2 STIL modules, several terminal nodes and
communication links. Among them, three routers (i.e. nodes
1∼3) simulate three distribution stations together with four
connected switch nodes (DTU1, DTU23, DTU43 and DTU5)
respectively, which correspond to three areas on the physical

Double layer Optimization-
based concurrent fault

recovery model

Is there a feasible solution

Y

Solve recovery model of The
upper layer 

End

Solve recovery model of The
lower layer considering the
recovery strategy of upper

layer   

Is there a feasible solution

Output the new recovery
strategy 

Y

N

N

Start

Initialization of topology, load,
link and other data for physical

and cyber in distribution
networks   

Generate a new
communication routing

structure  

Adopt the original
communication routing

structure  

Recovery load is 0

Fig. 7. Solution process of fault recovery.

layer. The other router node 4 and switch (FTU26) are used to
collect information of three substations and communicate with
the master station. Introduction of the communication layer. In
addition, the base value and voltage, in this case, are 10 MVA
and 10.5 kV, respectively.

B. Comparisons and Discussions

1) Scenario 1
In this scene, the three-phase short circuit fault occurs

between node 3 and node 4 at 0.5 s, while the communication
layer operates normally. The recovery strategy and results
are shown in Table I and Fig. 9. As can be seen, the loss
of load is 1884 kW when the fault occurs. After topology
reconfiguration according to the recovery strategy, which is
opening the section switch 1, 7, and 36, meanwhile, closing
the loop switch 42-1, 39-1, 29-1, and 13-3, and all power
supplies are restored. In addition, network loss and voltage
deviation are both less than those of the original topology.
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Fig. 8. The topology of case DCPS-160.

TABLE I
PHYSICAL LAYER RECONFIGURATION IN SCENARIO 1

Description Network topology Loss of
load (kW)

Network
loss (kW)

Voltage
deviation (×10−4)

Frequency of
switching actions

Fault occurring Section switch 3 and 4 are open since fault
isolation, all loop switch are open

1884 290 13 –

After recovery Opening the section switch 1, 7, and 36, closing
the loop switch 42-1, 39-1, 29-1, and 13-3

0 190 3.76 7

Time (s) 8.03



SHENG et al.: COLLABORATIVE FAULT RECOVERY AND NETWORK RECONSTRUCTION METHOD FOR CYBER-PHYSICAL-SYSTEMS BASED ON DOUBLE LAYER OPTIMIZATION 389

−5 0 5 10 15 20 25 30 35 40 45 50 55 60 65
0.982

0.984

0.986

0.988

0.990

0.992

0.994

0.996

0.998

1.000

1.002

1.004

1.006
N

o
d
e 

V
o
lt

ag
e 

(p
.u

.)

Node Number

Fault occuring

Fault recovery (Communication

layer  operate normally)

Fig. 9. Node voltage magnitudes in Scenario 1.

Moreover, the current waveform of Node 5 is observed, shown
in Fig. 10. Since node 5 is downstream of the point of failure,
current decreases rapidly, which can verify the effectiveness
and superiority of the fault recovery strategy.
2) Scenario 2

In this scene, the three-phase short circuit fault occurs
between node 3 and node 4 at 0.5 s, meanwhile, the com-
munication layer is attacked by DDoS. In this circumstance,
the data background traffic is increased, which leads to data
transmission delay increase to 2.5 s, 2.0 s, and 8.9 s for T14,
T24, T34 in this area. Meanwhile, there occurs a sharp increase
in the bit error rate of the link between the industrial area
router and core layer router, and the data transmission error
rate is 80%, namely, the PM34 = 0.8. Recovery results of the
communication layer are shown in Table II. Table II shows
the link channel has changed, and total communication delay
time has reduced from 18.4 s to 3.8. Meanwhile, data error
rate reduced from 80.6% to 4.9%. In summary, the recovery
strategy used in this investigation is feasible and effective.

Although the fault in the communication layer has recov-
ered, there is still extra communication delay, which leads to
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Fig. 10. The current waveform of Node 5 in Scenario 1. (a) Phase A.
(b) Phase B. (c) Phase C.

duration of service restoration extending to 11.83 s. Recovery
results in the physical layer are the same as in Scene 1, shown
in Table III and Fig. 11, and the current waveform of Node 5
is observed and shown in Fig. 12.
3) Scenario 3

In this Scene, the three-phase short circuit fault occurs
between node 3 and node 4 at 0.5 s, at the same time, the
fault that denied service occurred at FTU 29-1, which means
the loop switch 29-1 cannot execute the instruction issued by
the distribution automation system. In this circumstance, the
fault information of FTU 29-1 is uploaded to the distribution
master system, and the new recovery strategy is generated con-
sidering the fault information of the FTU 29-1. The recovery
strategy and results at these two conditions, i.e. the condition
considering communication layer constraint (named condition
1) and the condition neglecting the fault information of FTU
29-1 (named condition 2), are shown in Table IV and Fig. 13.
As can be seen, although the voltage profile of condition 1 is
worse than of condition 2, the recovery strategy in condition
1 can restore all power supply in the topology, while there is

TABLE II
COMMUNICATION LAYER RECONFIGURATION IN SCENARIO 1

Description Link channel Delay Interrupt Data transmission
error rate (%)

Probability of
data tampering (%)

Fault occurring (D1, F2, . . ., F-B1)-router-convergence layer router-industrial area
router-core layer router-distribution master system

18.4 s No 80.6 3.9

After recovery (D1, F2, . . ., F-B1)-router-convergence layer router-industrial area
router-residential router-core layer router-distribution master system

3.8 s No 4.9 4.9

TABLE III
PHYSICAL LAYER RECONFIGURATION IN SCENARIO 3

Description Network topology Loss of
load (kW)

Network
loss (kW)

Voltage
deviation (×10−4)

Frequency of
switching actions

Fault occurring Section switch 3 and 4 are open since fault isolation, all
loop switch are open

1884 290 13 –

After recovery Opening the section switch 1, 7, and 36, closing the loop
switch 42-1, 39-1, 29-1, and 13-3

0 190 3.76 7

Time (s) 11.83
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Fig. 11. Node voltage magnitudes in Scenario 2.

0.2 0.4 0.6 0.8
−0.010

−0.005

0.000

0.005

0.010

I
 (

p
.u

.)

Simulation Time (s)

(a) Phase A

0.2 0.4 0.6 0.8
−0.010

−0.005

0.000

0.005

0.010

(b) Phase B

I
 (

p
.u

.)

Simulation Time (s)

0.2 0.4 0.6 0.8
−0.010

−0.005

0.000

0.005

0.010

I
 (

p
.u

.)

Simulation Time (s)

(c) Phase C

Fig. 12. The current waveform of Node 5 in Scenario 2.

still much loss of load with 524 kW in condition 2. As we all
know, the most important objective is to guarantee the quality
of power supply in the distribution network area, hence the
recovery strategy in condition 1 is reasonable and necessary.
The current waveform of node 5 is observed and shown in
Fig. 14.
4) Scenario 4

In this scene, the three-phase short circuit fault occurs
between node 3 and node 4 at 0.5 s, at the same time the
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Fig. 13. The current waveform of Node 5 in Scenario 3.
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Fig. 14. The current waveform of Node 5 in Scenario 3.

disconnection fault occurs between node 40 and node 41
caused by construction. Simultaneously, there are also faults
occurring in the communication layer, that is the link between
the industrial area router and core layer router is interrupted,
and the link of FTU 29–1 is also interrupted. According to
the double-layer optimization theory, the fault in the commu-
nication layer is recovered first, and the reconfiguration results
of the communication layer are shown in Table V. As can be
seen, the communication link has changed, the information can

TABLE IV
PHYSICAL LAYER RECONFIGURATION IN SCENARIO 3

Description Network topology Loss of
load (kW)

Network
loss (kW)

Voltage
deviation (×10−4)

Frequency of
switching actions

Fault occurring Section switch 3 and 4 are open since fault
isolation, all loop switches are open

1884 290 13 –

After recovery (neglecting
the communication layer)

Opening the section switch 1, 7, and 36, closing the
loop switch 42-1, 39-1, 29-1 (rejection), and 13-3

524 – – –

After recovery (considering
the communication layer)

Opening the section switch 7, closing the loop
switch 35-1, and 13-3

0 330 5.78 4

Time (s) 8.05
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Fig. 15. Node voltage magnitudes in Scenario 4.

be transmitted over the commercial router and the interrupted
link is avoided. Based on the reconfiguration result in the
communication layer, the fault recovery strategy and results
in the physical layer are obtained, shown in Table VI and
Fig. 15. Fig. 16 shows all power supplies are restored, and
network loss and voltage deviation are better than before the
fault occurs. In addition, there will be more loss of load if
the fault in the communication layer is neglected although the
voltage profile is better. Results prove the effectiveness and
superiority of the recovery strategy provided in this research
again.

V. CONCLUSION

Considering the concurrent fault effect of the physical layer
and communication layer, a fault recovery model based on
CPS is proposed, and a collaborative recovery method is
further put forward in this paper. The following conclusions
are described:
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Fig. 16. The current waveform of Node 5 in Scenario 4.

1) The incidence matrix of CPS can realize the coupling
relationship of fault processing between the physical layer
and communication layer, and it can quantitatively reflect the
influence range and degree of communication link interruption,
delay, bit error, and other faults on power supply restoration, to
provide a decision-making basis for the disposal of concurrent
faults of distribution network CPS.

2) The recovery model of concurrent faults in CPS-based
DN is a multi-objective, multiple constraints, and nonlinear
problem. The upper communication recovery model and the
lower physical layer model are integrated through the double-
layer optimization model. Coupling constraints are adopted
between the two layers. The double-layer optimization model
is solved based on communication dynamic routing and phys-
ical layer second-order cone optimization. Experiments with
different scenarios based on the CPS-160 test case show the
collaborative recovery method can realize concurrent faults
recovery.

TABLE V
COMMUNICATION LAYER RECONFIGURATION IN SCENARIO 4

Description Link channel Delay Interrupt Data transmission
error rate

Probability of
data tampering

Fault occurring (D1, F2, . . ., F-B1)-router-convergence layer
router-industrial area router-core layer router-distribution
master system

Interrupted Yes Interrupted Interrupted

After recovery (D1, F2, . . ., F-B1)-router-convergence layer
router-industrial area router-commercial area router-core
layer router-distribution master system

0.8 s No 4.9% 4.9%

TABLE VI
PHYSICAL LAYER RECONFIGURATION IN SCENARIO 4

Description Network topology Loss of
load (kW)

Network
loss (kW)

Voltage
deviation (×10−4)

Frequency of
switching actions

Fault occurring Section switch 3 and 4 are open since fault isolation, all
loop switch are open

1884 290 13 –

After recovery (neglecting
the communication layer)

Opening the section switch 1, 9, and 33, closing the
loop switch 42-1, 39-1, 29-1 (rejection), 35-1, and 13-3

1494 – – –

After recovery (considering
the communication layer)

Opening the section switch 1, 7, and 57, closing the
loop switch 42-1, 39-1, 62-2, 35-1, and 13-3

0 200 5.41 4

Time (s) 10.05
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