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Abstract—In recent years, research has been conducted on dynamic map systems, which are information and communication platforms that manage vehicle sensor information and run applications. However, there is a concern about scalability in the dynamic map system, which operates on a cloud on the Internet, when the number of vehicles that transmit and receive sensor information increases. Therefore, it is considered that the application load can be distributed by distributing multiple edge servers geographically and having the information managed in the cloud by the edge servers. However, the edge server that controls the vehicle information and the edge server that receives the data do not always match depending on the actual radio wave conditions. Therefore, some applications are difficult to manage, such as intersection collision danger warning and merging arbitration when edge servers are assigned in the same way as base stations that receive data from vehicles. Such an application should receive all vehicle data for the target road area. Therefore, we divide the area on the road where a vehicle travels as “lane section ID” and assign an edge server to each lane section ID on the basis of that area. In addition, we implemented a dynamic map system that connects vehicles and edge servers by linking multiple edge servers. This enables the edge server to aggregate vehicle data without being affected by radio traffic conditions. We evaluated the scalability of the dynamic map system and verified the effectiveness of the load balancing mechanism using multiple edge servers.

Index Terms—ITS, dynamic map, edge computing, load balancing.

I. INTRODUCTION

CURRENTLY, advanced safe driving support systems and automatic driving systems are being researched and developed that recognize the driving environment by using sensors mounted on the vehicle and that automatically warn drivers and avoid dangers [1]–[3]. However, the on-board sensor can detect objects in the visible range but not in the invisible range. For example, in-vehicle sensors have difficulty coping with a collision at an intersection with poor visibility or something suddenly appearing out of a shadow.

To cope with these situations, cooperative ITS (Intelligent Transport Systems) are intended to improve safety by exchanging information between running vehicles or between vehicles and roadside units by using wireless communication technology [4]–[6]. Various applications of collaborative ITS is being studied, such as intersection collision danger warning, information on traffic congestion, road surface conditions, and signal status, as well as merging support on expressways [7], [8]. Currently, data transmitted from vehicles is managed and processed separately for each application. However, by managing the data as a dynamic map [9]–[12] and integrating all information on the basis of the base map information, the application becomes possible to execute efficiently [13]. Figure 1 shows the structure of the dynamic map.

The dynamic map system in this study has a structure in which dynamic information is hierarchized on a static road map in accordance with the update frequency of information. In general, dynamic information handled by a dynamic map is transmitted from a vehicle within 100 milliseconds, and sensor information is managed. An application is required that realizes safe driving support and cooperative automatic driving...
operations on the basis of the dynamic map, so information needs to be processed with low delay [14].

Usually, the dynamic map system is used in a cloud on the Internet [15]. However, scalability is a problem if data from a huge number of vehicles is aggregated in the cloud, causing processing load and communication delay. Therefore, locating the edge server between the cloud and the vehicle is expected to distribute the processing load and reduce communication delays [16]–[22]. The connection method between the edge server and the vehicle and the management method of the vehicle are also challenges because the edge server needs to continuously provide information to a vehicle moving at high speed. To reduce the cloud scalability problem, which occurs as the number of vehicles increases, we implement an edge server in a mobile phone base station, for example, to achieve load balancing. Figure 2 compares the network load between the dynamic map system using the cloud and the dynamic map system using the edge server.

Although there have been several suggestions about where to place the edge server [17], [23], [24], such as around mobile phone base stations and at the entrance to the Internet, the model proposed by ETSI is the most promising for connected cars [25]–[27]. In this study, we follow that model and place the edge server at a location corresponding to a mobile phone base station that sends and receives data to and from the mobile vehicle. The vehicle sends data to the edge server. Here, the data transmitted from the vehicle is vehicle ID, vehicle position, speed, traveling direction, time stamp, etc. [14], [28], and the vehicle uses vehicle position information obtained by locating the vehicle position by GPS (global positioning system) [29] or scan matching [30]. A dynamic map system with edge servers manages global information in the cloud and local information that requires real-time processing in the edge server. This dynamic map system has a three-layer structure consisting of a cloud, an edge server, and a vehicle. Figure 3 shows the configuration of the dynamic map system.

We call cloud, edge, and vehicle nodes. In the three-layered dynamic map system, the network load can be reduced and the real-time performance can be improved by distributing the data collection and distribution processing between the vehicle and the nearest edge server. In the dynamic map system in this research, each node consists of four layers: OS (operating system)/hardware, communication unit, DB (database) system, and application. Each node has a unique ID [31]–[33] as well as the cooperative ITS system [34] that is being standardized in Europe. Each node communicates through the communication unit, and the transmitted and received data is processed by the application of each node. We construct a dynamic map system that can be used as a common base for linking sensor information and map data, making applications easy to build.

II. RELATED WORKS

Dynamic Map is one of the key technological elements in realizing automated driving by communicating between vehicles and servers. Also, the scalability of dynamic maps, which aggregate data from a huge number of vehicles, is a concern, and edge servers are expected to be placed between the cloud and vehicles to distribute the processing load and reduce communication delays. ETSI [25] is considering placing these edge servers around cell phone base stations.

When a vehicle transmits data to an edge server, the edge server needs to implement an application [35]–[37] that depends on a specific position (for example, an intersection or a junction of a road) such as merging and arbitration. At this time, the edge server needs to possess all the vehicle data required by that application. However, in a related study [25], vehicle data outside the area under the jurisdiction of the edge server could not be known, and the data had to be aggregated in the cloud. In addition, the edge server does not always receive the data sent from the vehicle at a specific location due to the layout of the surrounding buildings and the signal status of the mobile phone base station [38]–[40]. Under these circumstances, even if edge servers are deployed, they are unlikely to improve efficiency through distributed processing. To construct a dynamic map system by arranging edge servers, vehicles and edge servers need to be connected geographically. Therefore, we construct a dynamic map system that geographically connects edge servers on the basis of vehicle location information by using lane section IDs and evaluate its effectiveness.

Efficient vehicle-to-server communication methods using edge servers have also been studied by Xie et al. [21] and
Li et al. [22]. These studies propose a Vehicle-to-Edge system using an edge server. However, these studies do not discuss the method of aggregating all vehicle data in the target area to the edge server. For dynamic maps that deal with applications that have a high impact on traffic safety, it is necessary to consider a method in which geographically distributed edge servers aggregate the data of each vehicle. Therefore, in this study, we construct a dynamic map system that geographically attaches edge servers based on the location information of vehicles using lane section IDs, and we evaluate its effectiveness.

### III. Edge Server Assignment Based on Lane Section ID

#### A. Lane Section ID

In this study, when a vehicle sends data to an edge server, the edge server compares vehicle position information measured by GPS or scan matching with detailed map data containing lane level information. This is compared with the lane section ID in which the vehicle runs, and the information is added to the data and transmitted to the edge server. This lane section ID divides the lane of the road on which the vehicle runs into sections of a specific length and assigns a unique ID to each section. Figure 4 shows an example of a vehicle lane section ID, so the length and number of sections can be freely changed and the application can run efficiently.

The edge server that manages the information of the divided geographical area (set of lane section IDs) is called the jurisdiction edge server. Figure 5 shows an example of the relationship between the lane section ID and the jurisdiction edge server. Each edge server has jurisdiction over a lane in the corresponding color range and must aggregate the data sent by the vehicles in that range and process it, for example, in an application. As described in a related study [25], the jurisdictional area of the edge server is basically the same as the allocation area of the nearby mobile phone base station. This enables the edge server to identify the vehicle’s jurisdictional edge server by checking the lane section ID of the data sent by the vehicle.

The edge server receives the data sent by the vehicle, but the receiving edge server is determined in accordance with the assignment of the mobile phone base station. Also, the jurisdictional area of the edge server is determined to be equivalent to the allocated area of this mobile phone base station. Therefore, as shown in Figure 6, the jurisdictional area of the edge server and the receiving area are basically the same.

The data sent by the vehicles in the reception area of Edge Server A is received by Edge Server A in accordance with the assignment of the mobile phone base station. In addition, the data sent by vehicles in the jurisdictional area of Edge Server B must be executed by an application implemented on Edge Server B. The reception area and the jurisdictional area are configured to be basically the same. The reason for defining each separately, however, is that this area may be unintentionally different or may require vehicle data that is outside the jurisdictional area of a particular edge server.

#### B. Load Balancing Mechanism by Vehicle Data Transfer

For example, the edge server receives information from vehicles around the intersection, judges the driving conditions of the vehicles, and gives driving instructions. This requires that the data of the vehicles around the intersection be aggregated into an edge server that runs the application. Since the control area of the edge server is allocated equally to the allocated area of the mobile phone base stations around the edge server, the boundary of the edge server’s jurisdictional area may be located within the intersection, as shown in Figure 7. At this time, if the intersection mediation application is run on Edge Server A, Edge Server A may need data on vehicles in the jurisdictional areas of Edge Servers B and C. Therefore, the
the inspecting edge server transfers the data to the relevant application, and if another edge server controls the lane section ID, the inspecting edge server itself is the upper edge server. Therefore, we study the effect of the number of lane sections on scalability.

In this study, we use the lane section IDs to achieve the cooperation function between edge servers. The edge server has a relationship with the lane section ID that oversees each edge server. Therefore, the edge server inspects the lane section ID in the data sent from the vehicle, and if the inspecting edge server itself is the edge server that controls the lane section ID, the inspecting edge server will be the upper application, and if another edge server controls the lane section ID, the inspecting edge server transfers the data to the relevant edge server. At this time, the edge server receiving the data determines the necessity of transfer on the basis of the lane section ID in the communication unit. Therefore, data other than the data to be processed by the receiving edge server application is processed by the edge server application after transfer. This makes it possible to process the data at the edge server instead of the cloud when vehicle data outside the area under the jurisdiction of one edge server is needed.

In additional, since there are many vehicles under the jurisdiction of a particular edge server and scalability problems due to congestion are possible, we have been investigating a load balancing function between edge servers. Although there are currently no standard specifications for the length of the lane section IDs or the number of edge servers, this paper proposes a load balancing mechanism, and the length of the road and the lane section IDs can be configured in any way. Therefore, we study the effect of the number of lane sections on scalability.

We have implemented a load distribution mechanism that distributes processing by transferring the edge server on the basis of the lane section ID in the data transmitted from the vehicle. This load distribution mechanism enables vehicles to transmit data to the jurisdiction edge server without being affected by radio wave conditions or means of communication.

**IV. COMMUNICATION METHOD**

In this system, IP (Internet protocol) is used for communication between the vehicle, the edge server, and the cloud. In a dynamic map system that uses only the cloud, when transmitting data, the vehicle uses the IP addresses of the vehicle and the cloud as the source and the destination, respectively. The cloud can use the IP address of the vehicle when sending data back to the vehicle. However, in the configuration using edge computing, the cloud does not directly receive the data from the vehicle, so the IP address of the destination vehicle cannot be specified. Therefore, in the communication unit of the edge server in this system, when the edge server receives data from the vehicle, the edge server notifies the cloud of the ID of the vehicle that transmitted the data, so that the cloud receives the data of which vehicle can be determined from which edge server. The cloud can use this aggregated ID to enable communication from the cloud, edge servers, and vehicles to specific moving vehicles. The edge server notifies the cloud only when the vehicle moves and the destination edge server is switched, thus reducing the communication load compared with the case where vehicle data is sent directly to the cloud periodically. Figure 9 shows how the edge server reduces the communication load.

In addition, since the moving vehicle travels while switching the reception area of multiple edge servers, the IP address of the edge server that is the destination when transmitting data from the vehicle cannot be set uniquely. One solution is a method in which the IP address information of the nearby edge server corresponding to the location information is provided in advance in each vehicle. However, for that purpose, the vehicle needs to have information of all edge servers, so the process of updating the information held by each vehicle becomes complicated. Furthermore, the data transmitted from the vehicle is...
not always received by the target edge server depending on the wireless communication situation. Another solution is a method in which a vehicle makes an inquiry to a server that manages location information and the IP address information of a nearby edge server and resolves the IP address of the edge server corresponding to the current location. However, the vehicle needs to resolve the IP address of the edge server converted into the location information before sending the data, so the network load increases.

To solve this problem, we use the anycast address [41] as the destination IP address when sending data from the vehicle to the edge server. This makes it possible to send data directly to a nearby edge server using a specific IP address, regardless of where the vehicle is or of the network configuration of the cloud or edge server. Figure 10 shows communication from the vehicle to the edge server using anycast.

On the other hand, when communicating from the edge server to the vehicle, the edge server needs to know the IP address of the vehicle that is the destination. Therefore, we use multicast communication [42] for communication from the edge server to the vehicle. Figure 11 shows the multicast communication from the edge server to the vehicle.

Each vehicle can determine whether it is received or discarded by looking at the destination vehicle ID in the data received by the communication unit. This allows the edge server to send data without knowing the unicast address of the vehicle under its control. In addition, the edge server can reduce communication congestion in the network by notifying multiple vehicles with the same message if the message is the same.

V. EVALUATION SYSTEM

To evaluate the scalability of this system, a dynamic map system has been constructed with the cloud, edge servers and vehicle computers. In the cloud-based dynamic map system without using lane section IDs in related research [25], the vehicle acquires sensor information and other information using the vehicle application and sends it to the cloud through the communication unit. The data is temporarily stored in the cloud queue, and if it is not a transfer target, it is stored again in another queue. After that, the data is sent to the application in the cloud for processing. Figure 12 shows the data flow of the dynamic map system using the cloud.

In a dynamic map system in which an edge server is assigned on the basis of the lane section ID, the vehicle acquires sensor information and other information using the vehicle application and sends it to the edge server through the communication unit. The edge server temporarily stores the received data in a queue, and if the received data is not a transfer target, the edge server stores the data again in another queue. After that, the data is sent to the application in the cloud for processing. Figure 13 shows the data flow of the dynamic map system using the edge server.

If the received data is the transfer target, the edge server transfers the data between the edge servers. After that, the data...
is stored in the queue in the destination edge server and processed by the application. Figure 14 shows the data flow of lane section ID transfer in the dynamic map system.

Table I shows the specifications of the PC used as the cloud and the edge server used for the evaluation. Since edge servers generally perform worse than the cloud, the central processing unit (CPU) was resource-limited [43] and the performance was adjusted. The cloud and edge servers were measured using the CPU benchmark [44], and the results are shown in Table II. Table III shows the specifications of the vehicle PCs to be measured and the parameters for sending the data. Table IV shows the specifications of the PC’s for transmitting data with the number of vehicles under load and the parameters for transmitting the data. Although the resend and simultaneous transmission features can be used to improve the reliability of communication, we do not use them in this study because we discuss the coordination features between edge servers. Also, since this study investigates the load balancing function through cooperation between edge servers, we built the system using a more reliable wired connection. Although we have been experimenting with a dynamic map platform using wireless communication, we do not consider a dynamic map platform using wireless communication, because we propose cooperation between edge servers in this study. The data transmission interval of the vehicles was typically set at a 100 ms interval, as described in the introduction, and the simulation time was set at 100 s, which is sufficient for the vehicles to pass through the intersection. Also, the data transmitted by the vehicle is 1158 bytes, including payloads such as location and speed.

The vehicle to be measured transmits data every second for 150 seconds. The load vehicle transmits data for 100 seconds at 100 millisecond intervals while the measurement vehicle transmits data. We measure the processing delay time from the time (t1) when the data from the measurement vehicle is received to the time (t2) when the processing is completed by the application in the cloud and edge servers to be evaluated. We also measures the queue size that stores the data. We study the effectiveness of the proposed system by using the simulation environment we built.

VI. RESULTS

A. Scalability of Edge Server Allocation System Based on Lane Section ID

Figure 15 shows the maximum processing delay time when the number of load vehicles is changed. In the case of the
Fig. 15. Maximum delay time per vehicle.

cloud-based dynamic map system, when communication was performed with fewer than 1600 vehicles, no problematic processing delay occurred. However, when communication was performed with more than 1600 vehicles, the queue size increased, and processing delay occurred. When communication was performed with 1700 and 2000 vehicles, the maximum processing delay times were about 1800 and 200,000 ms, respectively.

Fig. 16. Scalability by number of edge servers.

In the dynamic map system with edge servers, the number of edge servers was varied and evaluated. Processing delays did not occur up to about 1100 vehicles when there was one edge server, 2300 vehicles when there were two edge servers, and 3500 vehicles when there were three edge servers.

The scalability of the dynamic map system with the cloud and the dynamic map system with edge servers is shown in Figure 16. The maximum number of vehicles that can be processed in each system without problematic processing delays was evaluated. The cloud-based dynamic mapping system was able to process about 1600 vehicles without delay. Using edge servers, we were able to process about 1100 vehicles per edge server without delay and increase the number of vehicles that could be processed by increasing the number of servers. Since the lack of CPU power causes processing delays when the number of vehicles is increased, a dynamic map system with five or more edge servers can be scaled by increasing the number of edge servers.

B. Impact of Lane Section ID on Scalability

We showed in Section VI-A that building a dynamic map system using edge servers can improve scalability. When building a dynamic map system using edge servers, the data sent by the vehicle must be processed by the edge server corresponding to the vehicle location. A vehicle can basically travel anywhere the roads are in good condition. Therefore, processing delays will be caused by requiring the vehicle to maintain the relationship between the location information and the corresponding edge server, and referring to it every time the vehicle sends data at 100 ms intervals. In addition, the response table can be changed dynamically so that the system can respond flexibly to accidents and traffic jams. Therefore, this study constructs a system that sends data sent from the vehicle to the corresponding edge server by using the lane section ID. In other words, in a dynamic map system that does not use lane section IDs, as in the related study [25], the edge server does not know whether the received data was sent by vehicles in its area of jurisdiction. Therefore, the edge server needs to query the cloud that has overall jurisdiction.

Figure 17 shows the maximum number of vehicles that can be processed by each system without delay, varying the number of lane section IDs that divide the area under the jurisdiction of each edge. If the lane section ID is zero, the data sent by the vehicle is received by the edge server at the nearest mobile phone base station. In that case, as explained in Section III-B, the data may need to be received by a different edge server from that at the nearest mobile phone base station to take into account the merging mediation and signal conditions. The data is then aggregated in the cloud, where it is processed. Therefore, even if the number of edge servers is increased, processing delays occur in the cloud when the number of vehicles increases, and the limit is about 1600 vehicles. However, if we build a dynamic map system with assigned lane sections, it can scale with the number of edge servers, as described in Section VI-A. It is also shown that the scalability is constant even when the number of lane section IDs under the jurisdiction of each edge server is different because the lane section IDs can be set to any length of the road and be changed. Although there is a concern that
increasing the number of lane section IDs will increase the communication overhead, the number of vehicles that can be processed by increasing the number of sections per edge server to 10,000 did not decrease. Since the lane section relates the vehicles to the edge servers and achieves cooperation between the edge servers, it is not a problem if an edge server can cover about 10,000 sections.

With one edge server, only about 1,600 vehicles could be processed without delay when the lane section ID was used, whereas only about 1,100 vehicles could be processed without delay when the lane section ID was used. This is because in the absence of management by lane section IDs, the transmitted data would be aggregated and processed in the cloud, which would effectively be the scalability of the cloud.

VII. EFFICIENCY OF THE LOAD BALANCING FUNCTION BY THE LANE SECTION ID TRANSFER FUNCTION

In this study, we used the lane section ID to map vehicles to edge servers. When an edge server is used to build a dynamic mapping system, the data may be needed by a different edge server than the one that received the data from the vehicle, as described in Section III-B. It is also assumed that edge servers may be assigned to locations other than base stations. In such a case, we evaluate the effectiveness of load balancing by the transfer function to transfer data between edge servers on the basis of the lane section ID.

In this evaluation, we construct a dynamic map system with two edge servers (Edge Servers A and B). As described in Section VI-A, we can process about 1600 vehicles per edge server without delay. Therefore, if each edge server processes 1600 vehicles, the scalability of the dynamic map system is about 3200 vehicles. However, suppose that out of the 1600 vehicles that should be received by Edge Server B due to the signal conditions, 100 of them send data to Edge Server A. At that time, Edge Server A can determine that the received data is to be forwarded to Edge Server B because we use the lane section ID to associate the vehicle with the edge server in this study. However, if the edge server judges whether data is to be transferred or not by an application that implements running arbitration and so on, even if Edge Server B has enough room to process the data, processing delays occur on Edge Server A and transfer to Edge Server B will also be delayed. Therefore, as described in Section V, the edge server stores the received data once in the preQ and then sends it to the rcvQ of the target edge server after determining whether it is to be transferred. Then the application processing is performed in order. In other words, an increase in preQ results in communication delays, and an increase in rcvQ results in processing delays. The results did not show a significant increase in queue size or processing delay for either edge server.

A. Edge Server A: 1600 Vehicles, Edge Server B: 1600 Vehicles

The results of the evaluation for sending data from 1600 vehicles each to both edge servers are shown in Figure 18. The horizontal axis represents the time, and the range between the green vertical lines represents 100 seconds when the data was sent from the load vehicle out of the

B. Edge Server A: 1700 Vehicles, Edge Server B: 1600 Vehicles

Figure 19 shows the evaluation results for sending data from 1700 and 1600 vehicles to Edge Servers A and B, respectively. The rcvQ of Edge Server A increased significantly, causing processing delays in Edge Server A. This is because the application processing on Edge Server A could not keep up with the data stored in rcvQ.

C. Edge Server A: 1600 Vehicles, Edge Server B: 1700 Vehicles

As in Section VII-B, the data of 1700 and 1600 vehicles was sent to Edge Servers A and B, respectively. At this time,
allows for distributed processing.

server, indicating that the transfer function by lane section IDs server. In addition, the queues are stored similarly at each edge increased significantly, causing processing delays on each edge by each edge server. The number of rcvQ on each edge server. Server B, and only about 1700 vehicles are actually processed by Edge Server A are targeted for transmission to Edge Server B. The results of the evaluation are shown in Figure 20. The rcvQ of Edge Server B was increased significantly, and the maximum processing delay of 1300 ms occurred on Edge Server B. This result shows that even if Edge Server A receives vehicle data that exceeds the processing limit, it can be scaled if the number of vehicles under its jurisdiction is not exceeded.

D. Edge Server A: 1700 Vehicles,
Edge Server B: 1700 Vehicles

100 of the 1,700 vehicles sent to Edge Server A were targeted for transmission to Edge Server B. The results of the evaluation are shown in Figure 20. The rcvQ of Edge Server B was increased significantly, and the maximum processing delay of 1300 ms occurred on Edge Server B. This result shows that even if Edge Server A receives vehicle data that exceeds the processing limit, it can be scaled if the number of vehicles under its jurisdiction is not exceeded.

VIII. DISCUSSION

In the case of the dynamic map system using a single cloud, when there were up to about 1600 vehicles, communication and processing could be performed without any processing delay that would be a problem. However, when there were more than about 1700 vehicles, a large processing delay occurred. The cause of the large processing delay is that the data received by the cloud cannot be processed by the application, and the data is stored in the queue and accumulated.

We show that in the case of edge server assignment by lane section ID, about 1100 vehicles can be covered per edge server and can be scaled by increasing the number of edge servers. In this study, we performed simulation evaluations of up to four edge servers, but in practice, many edge servers are expected to be deployed and to be able to handle a larger number of vehicles.

In addition, dynamic mapping systems such as those in the related study [25] do not have a way to relate vehicles to edge servers, such as lane section IDs, so all vehicle data must be aggregated to the cloud, for example, when there is a mobile phone base station’s reception range boundary around an intersection. In this case, scalability is a concern. Therefore, in this study, we use the lane section ID to transfer data between edge servers to achieve the load balancing function.

In the evaluation of the effectiveness of the load balancing function through the lane section ID transfer function, regardless of the number of vehicles sent to Edge Server A, if about 1600 vehicles were sent to Edge Server B, the measured vehicles would be a problem. The communication and processing could be done without such a processing delay. However, if more than 1700 vehicles were sent to Edge Server A, significant processing delays were experienced. In this system, even though Edge Server B received data from about 3200 vehicles, it was able to process this data with low latency by using the lane section ID transfer function. In other words, even if a large amount of vehicle data is received by a particular edge server due to radio frequency conditions or other factors, there is no processing delay because the lane section ID transfer function transfers the vehicle data to each edge server and the data is processed by the edge server that received it. Therefore, the lane section ID transfer feature is enabled.

This study evaluates the scalability of the dynamic map system compared with a cloud-based dynamic map system without lane section IDs and shows the effectiveness of the dynamic map system with assigned edge servers. In addition, as shown in a related study [25], a dynamic map system that does not use lane section IDs does not enable coordination between edge servers and may consolidate data in the cloud. Therefore, in this study, we constructed a distributed processing function by transferring data between edge servers using lane section IDs. The effectiveness of this feature was demonstrated by investigating the processing delays and their causes on each edge server by varying the number of vehicles by using two edge servers.

In the dynamic map system for realizing safe driving support and automatic driving, the vehicle and the edge server need to communicate and process data with low delay. Also, since the amount of data communicated between the vehicle and the server will increase in the future, the larger the allowable number of vehicles, the better. The efficiency of the proposed system was improved significantly compared with the cloud-based dynamic map system as there were twice...
as many vehicles that did not cause problematic processing delays as in the case of the dynamic map system with multiple edge servers. In addition, the amount of data that each edge server bears is smaller than that of a cloud-based dynamic map system, and communication reliability is improved. In the dynamic map system where edge servers are assigned on the basis of the lane section of the vehicle, communication can be performed with lower delay than in the dynamic map system using the cloud, and the dynamic map system using the cloud is improved in terms of smooth traffic flow.

In addition, the frequency of communication is important to grasp the real-time position information of a vehicle using communication. However, if the communication frequency is low, the error of the position information increases, and the effect on the application that uses the real-time position information is large. Therefore, evaluation of transmission interval control that optimizes the transmission interval of each vehicle by comparing the position information in the data transmitted by each vehicle to the edge with the dynamic map system will be a future topic. In addition, since there are various applications running on the edge server, such as driving support and merging and mediation, and each application requires different data, we would like to study the priority processing function as a future prospect.

IX. CONCLUSION

In recent years, research has begun on cooperative autonomous driving aiming at safety and efficiency by sharing information of sensors mounted on autonomous vehicles via wireless communication. Furthermore, a dynamic map system, which is an information communication platform for managing shared sensor information and executing applications, is being studied. However, there is a concern about scalability in the dynamic map system, which operates on the cloud on the Internet, when the number of vehicles that transmit and receive sensor information increases. Therefore, it is considered that applications can be executed efficiently by distributing multiple edge servers geographically and managing information managed in the cloud by the edge servers. However, depending on the actual radio wave conditions, the edge server that controls the vehicle information and the edge server that receives the data do not always match. Therefore, some applications are difficult to manage, such as intersection collision danger warning and merging arbitration. We divided the area on the road where the vehicle travels as “lane section ID” and assigned an edge server to each lane section ID on the basis of that. Furthermore, we implemented a dynamic map system that links vehicles and edge servers by linking multiple edge servers.

Also, for the vehicle and the edge server to communicate efficiently, the vehicle used anycast for communication to the edge server, and the edge server used multicast for communication to the vehicle. We evaluated the scalability of the processing delay on the basis of the number of vehicles to be managed and were able to process more vehicles with lower latency than a cloud-based dynamic map system. In addition, the lane section ID transfer feature allows data to be transferred between edge servers to distribute processing, even if a large amount of data is received at a particular edge server due to radio conditions. The scalability was improved because of the ability to process vehicles with low delay, and the effectiveness of the load distribution mechanism using lane section IDs was demonstrated.
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