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ABSTRACT

Millimeter-wave (mm-wave) and massive multiple-input-multiple-output technologies appear as key enablers in future emerging wireless communication systems. Propagation in mm-wave communications is well described by geometric channel models, where a clear relation between communication and positioning arises. On one hand, initial access, a procedure that precedes high data rate transmission and consists of beam selection and alignment between two devices, can benefit from position information. On the other hand, accurate positioning relies on high-quality communication links with proper beam alignment. This work analyzes the interplay between communication and positioning, proposes a new in-band position-aided beam selection protocol considering scenarios with line-of-sight and reflected paths, and possible beam alignment errors. Simulation results show significant reductions in latency with respect to standard beam selection protocols.
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I. INTRODUCTION

Emerging wireless communication systems are intended to address stringent requirements in terms of (i) throughput (1 Gb/s or higher), (ii) low latency (less than one ms), (iii) ultra reliability, and (iv) higher connectivity [1]–[5]. Millimeter-wave (mm-wave) communications have recently gained attention in cellular systems operating at frequencies between 30 to 300 GHz, and where the available bandwidths are wider than in current cellular networks. Moreover, they have been presented as a key enabler to achieve the future communication system’s requirements along with its integration with multiple-input-multiple-output (MIMO), using a large number of antennas. This integration facilitates the exploitation of spatial multiplexing and provides high data rates to users within a wide range of applications, from wearables [6] to automotive [7]. However, operating in those bands comes at cost in terms of the high isotropic propagation loss. Hence, solutions involving highly directional antennas to improve link budgets as well as the implementation of beamforming (BF) both at the transmitter and the receiver have been proposed [8]–[10]. These solutions rely on the knowledge and characterization of the mm-wave MIMO propagation channel.

The mm-wave channel can be characterized with few parameters by means of stochastic geometrical channel models (SGCM), which have become an attractive approach, given the propagation behavior of mm-wave where the line-of-sight (LOS) and a few dominant multipath components contribute to the received power [11]–[15]. SCGMs relate the propagation to the geometry of the operating scenario, thus creating an interplay between the communication channel and the positions of the transmitter and receiver, as well as the environment [11]–[15]. On one hand, the positions
of devices can be estimated through the exchange of mm-wave signals, which in turn requires the establishment of a communication link [16], [17]. On the other hand, the establishment of a communication link can be performed by a dedicated protocol that searches within the angle space: angle of departure (AOD) [18], and angle-of-arrival (AOA) [19], which in turn are geometrically related to the positions of the devices. Hence, the positioning and communication aspects are inherently intertwined [20]. This synergy suggests devoting efforts towards finding a joint solution where both the communication and the positioning aspects can benefit from each other and result in an overall better system performance. This synergy is especially pronounced in the initial access problem [4], where position information can reduce the time to set up a communication link and where the exchange of radio signals provides position information.

Initial access has the aim of establishing a sufficient link budget, discovering suitable propagation paths for transmission, and discarding paths with low gain [4], [21], [22]. Beam selection protocols are designed to tackle the initial access problem. These protocols may or may not exploit context or structure information such as position or channel sparsity. Conventional protocols such as exhaustive beam selection schemes, or received signal power protocols do not consider the positioning information in an explicit manner [8]. A great deal of research has been devoted to reduce the time for initial access, including methods for different array types (analog [8], [23], hybrid [14], arrays of subarrays [24], [25]); as well as methods that adapt rate and power [26], [27], operate in tracking mode [28]–[30], rely on low-complexity non-coherent processing [31], or consider learning-based approaches [32].

Alternatively, context-based methods can exploit position information. Position information can be harnessed from out-of-band technologies, (e.g., Global Positioning System, displacement sensors) in contrast to possible in-band solutions, where location information is obtained from the mm-wave communication signal itself. Contributions such as [33]–[36] exploit position information obtained from out-of-band technologies. For instance, in [34], a position-aided beam alignment solution is proposed with the use of position information obtained from the on-board train system. A database-based solution is proposed in [35], where channel propagation information is linked to the user’s geographical position. In [36], high-sensitivity displacement sensors provide information about the fixed-position networks nodes to perform beam alignment in mm-wave backhaul systems. In [33], location information is harnessed for fast channel estimation in a vehicular context. As out of band position information may not always be available, in-band position information is a promising alternative or complement.

In this paper, we extend our work from [37] and propose a fast in-band position-aided beam selection protocol with the goal of (i) reducing the set-up time of the initial access problem; (ii) determine the location and orientation of a device. The main difference of the current work with respect to [37] is the inclusion of both precoding and combining with hybrid arrays at both end of the link ( [37] only considered precoding and digital receiver arrays), as well as an analysis of the positioning/SNR trade-off. In an a priori unknown environment with unknown device location, we propose to progressively refine knowledge regarding the device position and orientation during the initial access process, which allows us to quickly point fine beams towards the device. The method is evaluated using metrics relevant to communication (SNR and set-up time) as well as positioning (position error bound and orientation error bound). Our contributions are:

- A novel in-band positioning-aided beam selection protocol with the aim of reducing the set-up time of the initial access procedure for communication under beam alignment errors in the presence of a line-of-sight path and reflectors. The protocol is compatible with standard initial access procedures from the literature, but leads to faster link establishment.
- A numerical trade-off analysis between the final link SNR and the position error bounds, providing indications for future generation wireless communication systems, where adaptive initial access solutions can be implemented based on a specific performance metric.

The remainder of the paper is structured as follows. Section II presents the communication model. In section III, the conventional signal received power-based protocol description and its specifics are described. Then, in section V the joint positioning and beam selection protocol, its operation and specifications are introduced. Finally, numerical results are given in section VII, followed by the conclusions in section VIII.

### II. SYSTEM MODEL

We consider a MIMO mm-wave system, consisting of a (reference) device D1 and a second device D2, equipped with analog arrays (single radio frequency chain per array) of \(N_t\) and \(N_r\) antennas, respectively. Both devices are assumed to lie on a plane with unobstructed line-of-sight. We denote the locations of D1 and D2 by \(q = [q_x, q_y]^T \in \mathbb{R}^2\) and \(p = [p_x, p_y]^T \in \mathbb{R}^2\), respectively, and let \(\alpha \in [0, 2\pi)\) be the

1. The analysis can be extended to a 3-dimensional scenario with 2-dimensional antenna arrays. A 2-dimensional model and linear antenna arrays are assumed for simplicity.
angle of rotation of the D2 antenna array with respect to the coordinate system of D1 as shown in Figure 1. We assume that q is known and the rotation of D1 with respect to the absolute coordinate frame is set to zero, while p and α are unknown. The system model setup is general, however, it is compatible with downlink transmission since the location of the transmitter D1 (a base station) is generally known. A list of notations is found in Table 1.

### A. GEOMETRIC CHANNEL MODEL WITH LOS AND REFLECTORS

For the LOS path, we can introduce the angle of departure (AOD) θ_{tx,0} and angle of arrival (AOA) θ_{rx,0}, which are defined with respect to the absolute coordinate frame and to D2’s local coordinate frame, respectively. We denote the LOS propagation delay as τ_0 = \|q - p\|/c, where c is the speed of light. The environment can include non-line-of-sight (NLOS) paths. For each NLOS path, we assume the existence of an incidence point with location \( s_k \), \( k \geq 1 \), and the corresponding parameters are: the delay \( τ_k = \|q - s_k\|/c + \|s_k - p\|/c \), the AOD \( \theta_{tx,k} \), and the AOA \( \theta_{rx,k} \). The relation between the AOD and AOA of each path, and the locations \( s_k \), \( p \), and rotation α can be graphically observed in Figure 1. This relation is also valid when the NLOS path corresponds to a cluster of unresolved rays, and thus captures both specular and mixed specular/diffuse NLOS.

The transmitting device, D1, transmits OFDM signals at a carrier frequency \( f_c \) (or equivalently wavelength \( \lambda = c/f_c \)) and with bandwidth \( B = 1/T_s \) over \( N_s \) subcarriers. The \( N_r \times N_r \) channel matrix for subcarrier \( n = 0, \ldots, N_s - 1 \) is given by [38]

\[
H[n] = \sqrt{N_r/N_s} \sum_{k=0}^{K-1} h_k a_{tx}(\theta_{tx,k}) a_{rx}^H(\theta_{rx,k}) e^{-j2\pi n/N_s T_s},
\]

where \( h_k \) is a complex channel gain, and \( a_{tx}(\theta_{tx,k}) \in \mathbb{C}^{N_r}, a_{rx}(\theta_{rx,k}) \in \mathbb{C}^{N_r} \) are the normalized antenna steering and response vectors, all associated with the \( k \)-th path. We assume uniform linear arrays (ULAs) in both D1 and D2, so that the steering and response vectors are computed as

\[
a_{tx}(\theta_{tx,k})_{j=0}^{N_r-1} = \frac{1}{\sqrt{N_r}} \exp\left(j\frac{2\pi j d}{\lambda} \sin \theta_{tx}\right),
\]

where \( d \) is the antenna spacing.

### B. TRANSMITTER

We assume the use of beamforming, implemented using phase shifters, and combined with antenna selection. Each transmission consists of \( N \) sequentially transmitted symbols \( x[n] = [x_1(n), \ldots, x_N(n)]^T \) for each subcarrier \( n = 0, \ldots, N_s - 1 \), with constant energy \( E_s = \mathbb{E}[|x_k|^2] \). Hence, the transmitted signal model over subcarrier \( n \) can be expressed as \( f_m x^T[n] \in \mathbb{C}^{N_r \times 1} \) where \( f_m \in \mathbb{C}^{N_r \times 1} \) corresponds to a unit energy precoding vector for the \( m \in \{1, \ldots, M}\)-th beam. The precoding vector is expressed as

\[
f_m = \frac{1}{\sqrt{N_r}} \left[ \cos^{N_r-1} \theta_{tx} \cos^{N_r-1} \theta_{rx} \right]^T \in \mathbb{C}^{N_r \times 1}.
\]

where \( 0 \leq \theta_{tx} - \theta_{rx} \leq \pi \) is defined as a null vector of size \( N_t - N_r \) and and \( N_r \leq N_t \) indicates the number of active antennas, which is used to control the beam width at the expense of the beam gain [39]. The values of \( \phi_{m,i} \) are dependent on the specific codebook \( C_{tx} \) design for the transmitter, and can include [8]

- 2-bit phase shifters: The phases are constraint to \( \phi_{m,i} = 0, \pi/2, \pi, -\pi/2 \).
- Unconstrained directional: The phases are linearly increasing, \( \phi_{m,i} = i \phi_{m,0} \), where \( \phi_{m,0} \) is a spatial frequency, corresponding to a direction \( \theta = \arcsin(\phi/(2\pi d/\lambda)) \).

In the current paper, only 2-bit phase shifters are used for all protocols. These beams allow for a varying degree of controlled directionality. Fewer active antennas means larger array aperture and consequently broader beams.

### C. RECEIVER

We denote the combining vector at the receiver for the \( l \in \{1, \ldots, M\}\)-th beam as \( w_l \in \mathbb{C}^{N_r} \), and it can be expressed similarly to the precoding vector as in (4) where the number of active antennas at the receiver is \( N_r \leq N_t \). Then, the received signal vector for subcarrier \( n = 0, \ldots, N_s - 1 \) for all N transmitted symbols under a given pair of precoding and combining vectors \( f_m, w_l \), is expressed as a row vector of length \( N \)

\[
y_{l,m}[n] = w_l^H H[n] f_m x^T[n] + v_l[n],
\]

where \( v_l[n] \in \mathbb{C}^{N_r} \) is the additive noise vector which is independent across subcarriers. Finally, we assume a feedback channel exists from D2 to D1 [40].

### III. CONVENTIONAL BEAM SELECTION

The goal of a beam selection protocol is to minimize the beamforming set-up time within the initial access procedure. The IEEE 802.15.3c standard [41], which aims to realize Gb/s communication in wireless personal area network systems, includes an optional functionality based on the hierarchical codebooks described in [8]. This iterative protocol
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where \( d \) is the antenna spacing.
relied on a multilevel beam tree search starting from lower
resolution beams that cover large angular range per beam,
moving towards higher resolution beams covering a smaller
angular range based on the reference signal received power.
We will describe a general beam selection protocol for D1 and
D2 based on reference signal received power during the
initial access procedure. It is important to note that the beam
selection protocol does not exploit any position information.

A. GENERIC PROCEDURE

Under the conventional beam selection, the D1–D2 pair
applies an iterative procedure, where at iteration \(i\), a number
of active antennas \(N_f^{(i)}\) and \(N_r^{(i)}\) is selected, as well as a set of
transmitting beams \(\mathcal{F}^{(i)} = \{f_1^{(i)}, \ldots, f_{M_f}^{(i)}\}\) and receiving beams \(\mathcal{W}^{(i)} = \{w_1^{(i)}, \ldots, w_{M_r}^{(i)}\}\) from codebooks
\(\mathcal{C}_{\text{tx}}^{(i)}(N_f^{(i)})\) and \(\mathcal{C}_{\text{rx}}^{(i)}(N_r^{(i)})\), which are a function of the
together active antennas \(N_f^{(i)}\) and \(N_r^{(i)}\). Hence, we have \(f_m^{(i)} \in \mathcal{C}_{\text{tx}}^{(i)}(N_f^{(i)})\)
and \(w_l^{(i)} \in \mathcal{C}_{\text{rx}}^{(i)}(N_r^{(i)})\), for \(m = 1, \ldots, M_f^{(i)}\), and \(l = 1, \ldots, M_r^{(i)}\), respectively. Beam overlapping occurs among
beams that point towards the same direction and belong to
different iteration codebooks with different number of active
antennas and set of transmitting/receiving beams. For each of
the \(M_f^{(i)} \times M_r^{(i)}\) pairs \((f_m, w_l)\), a training OFDM signal is sent
over \(N_f\) subcarriers, leading to an observation \(y_{l,m}[n]\), and the
corresponding received power is computed.

In particular, the receiver D2 first computes the received
power for each beam pair and then determines the beams
giving rise to the maximum energy

\[
\hat{l}, \hat{m} = \arg \max_{(l,m)} \sum_{n=0}^{N_t-1} \|y_{l,m}[n]\|^2,
\]

and sends back the value of \(\hat{m}\) to D1 over the feedback
channel. Second, both D1 and D2 determine the number of
active antennas as well as a set of beams, for the next iteration
\(i + 1\), where \(N_f^{(i+1)} \geq N_f^{(i)}\) and \(N_r^{(i+1)} \geq N_r^{(i)}\),
translating into more (or at least not less) directive beams at
each iteration step. Note that D2 does not need to know which
beams D1 transmits, provided the number of beams \(M_f^{(i)}\) and
\(M_r^{(i)}\) are agreed upon beforehand.

To ensure that the protocol achieves a certain probability of
correct alignment, one can increase the aggregated received
energy by adapting the power per iteration [14], or by increasing
the number of symbols \(N\). We have chosen to adapt \(N\) at
each iteration \(i\) and for any combination of transmit \(N_f\)
and receive antennas \(N_r\), in such a way that the probability of
misalignment at a given target distance and at each stage

\[
\Pr(\hat{l}, \hat{m} \neq \arg \max_{(l,m)} v_{l,m})
\]
is sufficiently small, where

\[
v_{l,m} = \frac{E_s}{N_t} \sum_{n=0}^{N_t-1} |w^H_{l,m}H[n]|^2 f_m^2,
\]

which is maximized under optimal alignment.

B. SELECTION OF THE NUMBER OF OFDM SYMBOLS

Given a target total error probability \(P_{\text{err}} \ll 1\) and \(I\) number
of iterations, we easily find the alignment error probability \(\epsilon\)
at each iteration \(i\) from the relation

\[
P_{\text{err}} = 1 - (1 - \epsilon)^I.
\]

Note that this relation is not unique and many combinations of \(\epsilon_i\) at iteration \(i\) could lead to the same \(P_{\text{err}}\). We have chosen
to use a fixed \(\epsilon\) for each iteration. Given \(\epsilon = 1 - \exp(\log(1 -
P_{\text{err}})/1)\), we find that (see Appendix A)

\[
NN_{\text{err}} = \left\{ \begin{array}{ll}
(Q_1^{-1}(\frac{\epsilon}{2}))^2(2(1 - \epsilon^*)^2 + (\epsilon^* - 1)^2) & N_f^{(i)} > N_r^{(i)} \\
(Q_1^{-1}(\frac{\epsilon}{2}))^2(2(1 - \epsilon^*)^2 + (\epsilon^* - 1)^2) & N_f^{(i)} < N_r^{(i)} \\
(Q_1^{-1}(\frac{\epsilon}{4}))^2(2(1 - \epsilon^*)^2 + (\epsilon^* - 1)^2) & N_f^{(i)} = N_r^{(i)}
\end{array} \right.
\]

where \(Q(\cdot)\) is the Q function. From (8), we can immediately
find \(N_r^{(i)}\) for a specific iteration \(i\). Note that for different
iteration numbers, the values of \(N_f^{(i)}, N_r^{(i)}\) as well as \(v_{l,m}\) will vary,
so that \(N_r^{(i)}\) will generally decrease with the iteration
index. Note also that under fixed number of subcarriers \(N_s\),
and directivity as a function of \(N_f^{(i)}, N_r^{(i)}\), the number of symbols \(N(N_f^{(i)}, N_r^{(i)}, \epsilon)\) serves as a tuneable design parameter
which can be calculated for a specific required \(\epsilon\), or total error
probability \(P_{\text{err}}\). Observe that this calculation involves a given
nominal channel \(H[n]\), from which \(v_{l,m}\) are immediately
determined.

C. PROTOCOL SPECIFICS

The above beam selection procedure can be instantiated in
a number of ways, for example:

- **Exhaustive:** D1 and D2 can both use all available anten-
as and all possible associated beams (for orthogonal
codebooks this number would be the same as the number
of antennas) for only a single iteration. In that case, for
\(M_f = N_f\) and \(M_r = N_r\), the total number of beam pairs
scales as \(O(M_f M_r) = O(N_f N_r)\) [4].

- **Hierarchical:** D1 and D2 can double the number of
active antennas at each iteration, progressively increasing
the beam directivity, while maintaining fixed values
for \(M_f\) and \(M_r\) across all iterations. The total number of beam
pairs scales as \(O(M_f M_r \log_2 N_f, \log_2 N_r)\). Note
that considering the codebook designs described
in section II-B, a beam pointing towards a predefined
direction from codebook \(\mathcal{C}_{\text{tx}}^{(i)}(N_f^{(i)})\) can be covered by 3
beams from codebook \(\mathcal{C}_{\text{tx}}^{(i+1)}(2N_f^{(i)})\) using double number of
antennas pointing towards the same direction [37].

Hence, \(M_f = M_r = 3\) is a reasonable value for all
iterations.

We note that while the first approach requires a large number
of D1/D2 beam pair transmissions, it has the advantage of
evaluating the received energy \(\sum_{n=0}^{N_t-1} |y_{l,m}[n]|^2\) for the best
possible beam pair. In contrast, the second approach performs
a fast depth-first search, but any mistake in early iterations leads to an inevitable loss in SNR.

IV. MM-WAVE POSITIONING DURING BEAM SELECTION

In this section, we analyze the tight relation between positioning information and beam alignment. First, we introduce our observation model based on the received waveforms. Then, we characterize the achievable positioning performance based on our observation model along with position estimation approaches.

A. OBSERVATION MODEL

The signals as observed in (5), depend on the AODs and AOAs for the LOS and NLOS paths according to (1). Moreover, as presented in section II, by geometrical analysis, there exists a relation between the known location of D1, the unknown position of D2 with the AOD, θtx,0 , the AOA θtx,0, and the delay τ0 for the LOS path. Similarly, for the k-th NLOS path, there exists a relation between the incidence point location s_k and the locations of D1, D2 by means of the delay τ_k, AOD θtx,k, and AOA θtx,k, k ≥ 1. Given the observation model, we stack the 5K unknown channel parameters in the vector

\[ \eta = \left[ \tau_0, \theta_0, h_0^T, \ldots, \tau_{K-1}, \theta_{K-1}, h_{K-1}^T \right]^T, \]

where \( \theta_k = \left[ \theta_{tx,k}, \theta_{tx,k}^T \right]^T \), \( h_k = \left[ h_{R,k}, h_{I,k} \right]^T = [\Re\{h_k\}, \Im\{h_k\}]^T \). Moreover, here exists an injective relation from

\[ \eta' = \left[ \beta^T, h_0^T, s_1^T, h_1^T, \ldots, s_{K-1}^T, h_{K-1}^T \right]^T, \]

to \( \eta \), where \( \beta = [p, \alpha]^T \), which will be useful in the fundamental performance characterization. Hence, since the received signals can be expressed as a function of \( \eta \), they provide information regarding \( [p, \alpha]^T \) as well as \( s_k, k \geq 1 \).

B. FUNDAMENTAL PERFORMANCE CHARACTERIZATION

In this subsection, we analyze the ability of D2 to estimate its position and orientation \( \beta = [p, \alpha]^T \) at each iteration. The Fisher information matrix (FIM) serves as a tool to assess the quality of the estimation [42], without the need to consider a specific estimator. The FIM associated with observation \( y_{i,m}[n] \), due to a beam pair \( (f_m, w_i) \) subcarrier \( n \) at iteration \( i \), and unknown vector parameter \( \eta \), \( J^{[i,m]}_{\eta}[n] \), is a \( 5K \times 5K \) matrix, whose expression is provided in (36) in Appendix B. Due to the additive nature of Fisher information and the fact that observations are independent across subcarriers \( n \) and beam pairs, the FIM for multiple beams decouples into the sum of the corresponding FIMs over the total number of beam pairs and subcarriers. The total FIM after \( i \) iterations can then be expressed as

\[ J^{(i)}_{\eta} = \sum_{i=1}^{M} \sum_{m=1}^{M_i} \sum_{l=1}^{N_i-1} \sum_{n=0}^{J^{[i,m]}_{\eta}[n]}. \]

Given the injective relation between \( \eta \) and \( \eta' \) described in section IV-A, we can also determine the FIM of \( J^{(i)}_{\eta} \) as \( J^{(i)}_{\eta} = T_j^{(i)} T_j^{(i)} \), where \( T \) is the Jacobian matrix associated with the transformation from \( \eta \) to \( \eta' \), that is, \( T_{ij} = \partial \eta_i / \partial \eta_j' \). Finally, the inverse of the FIM can be related to the mean squared error (MSE) of unbiased estimators of \( \eta' \) [42]:

\[ \mathbb{E}_{\eta'\eta} \left[ (\hat{\eta}' - \eta) (\hat{\eta}' - \eta)^T \right] \geq \left[ J^{(i)}_{\eta} \right]^{-1}. \]

At sufficient high SNR, and under some mild conditions [43], the covariance of the maximum likelihood estimator is tight to this lower-bound. Since we operate in an indoor environment with relatively small distances, we assume the receiver operates in a high SNR regime. From this relationship, we can derive the position error bound (PEB) as

\[ \text{PEB}^{(i)} = \sqrt{\text{tr} \left\{ \left[ J^{(i)}_{\eta} \right]^{-1} \right\}} \]

and the rotation error bound (REB)

\[ \text{REB}^{(i)} = \sqrt{\text{tr} \left\{ \left[ J^{(i)}_{\eta} \right]^{-1} \right\}}, \]

where \([\cdot]\) denotes the 2 × 2 upper left submatrix of the inverse of the argument, and \([\cdot]\) denotes the third diagonal element of the inverse of the argument. We observe that the PEB and REB must be decreasing functions of \( i \), as progressively more information is collected.

C. POSITION AND ORIENTATION ALGORITHMS

Based on \( y_{i,m}^{[i]}[n] \), \( i = 1, \ldots, i, n = 0, \ldots, N_i - 1 \), an estimation problem can be set up to infer \( \beta \), the position and orientation of D2 at iteration \( i \). Different approaches can be categorized into:

1) One-step: the location of the receiver is estimated directly from the transmitted signal, without estimating intermediate parameters, i.e., AODs, AODs of LOS or NLOS paths [44]–[47].

2) Two-step: first the intermediate parameters such as AOD and AOA and delay are estimated, possibly exploiting channel sparsity [48]–[52], based upon which a position and orientation estimate is determined [12], [17], [53].

As in [37], we abstract our work from the specific method and instead assume that the estimator of D2’s position and orientation at each iteration \( i \) is efficient, i.e., (i) it is unbiased, (ii) the MSE is close to the PEB and the REB at medium to high SNRs. Hence, we assume an idealized receiver which serves to understand the potential behind the use of position information in the initial access procedure and thus provides a bound for any real receiver. We denote the estimate of \( \beta \) at
the received powers and information, obtained as described in section IV. Hence, after the position and orientation information are fed back from D2 to D1. This information is used by D1 to select a higher directivity beam search alignment.

Iteration $i$ by $\hat{\beta}^{(i)}$, with associated covariance matrix

$$
\Sigma_{\beta}^{(i)} = \left[J_{\beta}(i)^{-1}\right]_{1:3,1:3}.
$$

**Remark 1:** The approach’s main goal is the estimate of the position and orientation of D2. However, as a side product, estimates of the incidence point can be obtained. Both Bayesian [53] and non-Bayesian [17] methods exist, which include the ability to estimate the number of paths. These estimates can be used to optimize beam alignment, since beams can be pointed towards the point scatterers themselves. This kind of optimization is relevant when D1, and D2 have more than one radio frequency chain, and when the LOS is obstructed between devices, so that the best NLOS path is discovered.

**V. JOINT POSITIONING AND BEAM SELECTION PROTOCOL**

In this section, we propose an iterative positioning-based beam selection protocol compatible with the conventional protocol from section III, but including the ability to reduce the initial access time by exchanging in-band position information, obtained as described in section IV. Hence, after initial access, we aim to have a high SNR for communication and a low error in the estimate of the position and orientation of D2.

**A. PROTOCOL DESCRIPTION**

The joint positioning and beam selection protocol is an iterative procedure that harnesses not only the received powers at D2, but also its estimated position and orientation $\hat{\beta} = [\hat{p}, \hat{\sigma}]^T$. First, at every iteration $i$ the transmitter sends a training OFDM signal $x[n]$ over $N_t$ subcarriers for all the $M_t^{(i)} \times M_t^{(i)}$ pairs $(f_m, w_t)$. The receiver D2 computes the corresponding received energy for each beam pair and gathers them in the matrix $P^{(i)} \in \mathbb{R}^{M_t^{(i)} \times M_t^{(i)}}$. Moreover, D2 determines an estimate of its position as described in section IV-C. Considering the position and orientation estimation are well approximated by the Gaussian distribution with mean $\hat{\beta}^{(i)}$ and a covariance matrix $\Sigma_{\beta}^{(i)}$. This information can be used not only by D2 but is also fed back to D1. As a consequence, adaptive mapping functions $f_{\text{map}}^{tx}$ and $f_{\text{map}}^{rx}$ can be designed to compute the new number of active antennas as well as the new set of beams $F^{(i)} = f_{\text{map}}^{tx}(F^{(i−1)}, \hat{\beta}^{(i−1)}, \Sigma_{\beta}^{(i−1)})$ and $W^{(i)} = f_{\text{map}}^{rx}(W^{(i−1)}, \hat{\beta}^{(i−1)}, \Sigma_{\beta}^{(i−1)})$ for beamforming at D1 and D2, respectively. Examples of mapping functions will be presented later in the paper. The protocol is described in Algorithm 1.

**B. CHOICE OF MAPPING**

The mapping functions at transmitter and receiver account both for the receiver energies at D2 as well as the estimation position and orientation. While a variety of mapping functions are possible, we here focus on reducing the set-up time by allowing larger increases in the number of active antennas and avoiding making incorrect beam decisions.

- **D1 operation:** When the position information is sufficiently accurate, this allows D1 to select a codewbook (from the conventional protocol) with higher directivity, thus selecting a value of $N_t^{(i)}$ that can significantly exceed $2N_t^{(i−1)}$, as described in [37]. Given $\hat{\beta}^{(i−1)}, \hat{\sigma}^{(i−1)}$, D1 determines the AOD estimate $\hat{\beta}^{(i−1)}$ and uncertainty (standard deviation) $\sigma_{\text{tx}}^{(i−1)}$. Then D1 solves the following problem

$$
\text{maximize } N_t^{(i)}
$$

subject to $f = \arg \max_{f \in C_0(N_t^{(i)})} |a_{\text{tx}}^H \hat{\beta}^{(i−1)}| f$ (17)
\[ \kappa N_{tx}^{(i)\text{max}} \leq 3 \theta_{\text{HPBW}}(\mathbf{f}) \]  
\[ N_t^{(i)} \geq \zeta N_{t}^{(i)\text{max}} \]  

where \( \zeta > 1 \) is a design parameter to ensure sufficient progress, while \( \kappa > 1 \) is set to attain a certain level of robustness against the positioning error, and \( \theta_{\text{HPBW}}(\mathbf{f}) \) returns the half-power beamwidth angle of the beam \( \mathbf{f} \) using \( N_t^{(i)} \) active antennas. When the problem (16) is not feasible, \( D_1 \) sets \( N_t^{(i)} = N_t^{(i)\text{max}} \) in order to collect more information. Solving the optimization problem entails limited complexity: for a fixed value of \( N_t^{(i)} \), finding \( \mathbf{f} \) is straightforward as it can be implemented in a table lookup.

Verifying the remaining constraints is trivial.

- **D2 operation:** Independent of \( D_1 \), \( D_2 \) solves a similar optimization problem based on \( \mathbf{w} = \arg \max_{\mathbf{w} \in C(n_t^{(i)})} |\mathbf{w}^H \mathbf{a}_{rx}(\mathbf{g}^{(i)\text{max}})| \) in order to find the largest possible value of \( N_t^{(i)} \).

Setting a larger \( \zeta \) avoids making small increments in the number of active antennas, while larger \( \kappa \) means that we want to cover the angle uncertainty sufficiently well with 3 beams.

**VI. PERFORMANCE METRICS**

In this section, we present the performance metrics for the protocols presented in sections III and V. The goal of the protocols is to reliably determine the precoding matrix \( \mathbf{f}_{\text{sel}} \) and the combining matrix \( \mathbf{w}_{\text{sel}} \) in a fast manner. Hence, the relevant performance metrics include: SNR, positioning quality computed after beam alignment and delay.

1) **SNR:** The selection of \( \mathbf{f}_{\text{sel}} \) and \( \mathbf{w}_{\text{sel}} \) has as main objective to maximize the SNR, which is defined as

\[
\text{SNR} \triangleq \frac{E_x}{N_0 N_t^{(i)}} \sum_{n=0}^{N_t^{(i)\text{max}} - 1} |\mathbf{w}_{\text{sel}}^H \mathbf{H}[\eta] \mathbf{f}_{\text{sel}}|^2,
\]  

where \( E_x \) is the energy per symbol.

2) **Positioning quality:** The MSE of the positioning and orientation errors are

\[
E\{\|\mathbf{p} - \hat{\mathbf{p}}\|^2\} \tag{21}
\]

and

\[
E\{\|\alpha - \hat{\alpha}\|^2\}, \tag{22}
\]

where \( \mathbf{p} \) and \( \hat{\mathbf{p}} \) denote the estimated position and angle of rotation for the D2, respectively, obtained from the sequence of received signals of the form (5).

3) **Delay:** Assuming a fixed number\(^2\) of symbols and subcarriers throughout each iteration \( i \), the delay is dependent on the number of \( M_t \times M_r \) pairs \( (\mathbf{f}_m, \mathbf{w}_i) \), the number of subcarriers \( N_s \) employed and number of symbols sent \( N_t^{(i)} \). The number of OFDM symbols \( N_t^{(i)}(N_t^{(i)}, N_r^{(i)}, \varepsilon) \) at each iteration is predefined and dependent on the number of active transmitting, receiving antennas and the alignment error probability \( \varepsilon \) and the same for all protocols. Thus, the delay at the final iteration \( I \) can be defined as the total number of OFDM symbols transmitted as:

\[
D = N_s \sum_{i=1}^{I} N_t^{(i)} M_t^{(i)} M_r^{(i)}. \tag{23}
\]

**VII. SIMULATION RESULTS**

A. **SIMULATION SETUP**

\( D_1 \) is fixed at position \( q = [0, 0]^T \) and \( D_2 \) located at \( p = [7, 4]^T \). We assume \( K = 2 \) paths are possible by considering the existence of a reflector, represented as a line between points \([5, 5]^T \) and \([5, 7]^T \). If \( D_2 \) is inside the reflective area then an incidence point is located at \( s = [s_x, s_y]^T \), where \( \{s_x \mid 5 \leq s_x \leq 7\} \) and \( s_y = 5 \). The ULAs are along the vertical axis. We set for the LOS path

\[
h_0 = \sqrt{(1 - \xi)^2} \exp(j \phi_0)/\sqrt{\rho_0}, \tag{24}
\]

where \( \rho_0 = (2\pi \|\mathbf{q} - \mathbf{p}\|/\lambda)^2 \) is the path-loss between \( D_1 \) and \( D_2 \), \( \phi_0 \sim \mathcal{U}(0, 2\pi) \) and \( \xi \in [0, 1] \). For the NLOS path, we set

\[
h_k = \sqrt{\xi^2} \exp(j \phi_k)/\sqrt{\rho_k}, \tag{25}
\]

where \( \rho_k = (\Gamma 2\pi ((\|\mathbf{q} - \mathbf{s}_k\| + \|\mathbf{s}_k - \mathbf{p}\|)/\lambda)^2, \Gamma \) is the reflection coefficient and \( \phi_1 \sim \mathcal{U}(0, 2\pi) \). When the NLOS path corresponds to a cluster of unresolved rays, the value of \( h_k \) should be replaced by the superposition of the complex gains of each ray. The parameter \( \xi \) allows us to control the energy division between the LOS and NLOS paths, i.e., when \( \xi = 0 \), only the LOS path is present, while when \( \xi = 1 \) only the NLOS path is present. Moreover, we set \( f_c = 60 \text{GHz}, B = 100 \text{MHz}, \) and a nominal SNR of 10 dB at a distance of 10 meters between \( D_1 \) and \( D_2 \) for a fixed \( \xi = 0.25 \).

Furthermore, we consider \( N_s = 65 \) subcarriers, the number of antennas at both \( D_1 \) and \( D_2 \) is \( N_t = N_r = 64 \), and the inter-element spacing is \( d = \lambda/2 \). The number of OFDM symbols \( N_t^{(i)}(N_t^{(i)}, N_r^{(i)}, \varepsilon) \) are tabulated and equally defined for all protocols.

We will evaluate three protocols in terms of SNR, positioning and orientation quality (PEB and REB) and delay for scenarios with the reflector (R) and with no reflector (NR):

- **Conventional beam selection protocol (CBS)** which can only use \( M_t, M_r \in \{2, 4, 8, 16, 32, 64\} \) discrete beams, \( N_t^{(i)} = M_t \) and \( N_r^{(i)} = M_r \) active contiguous antennas sequentially selected, generated using phase shifters \( \phi_i \in \{\pi, 0, \pi/2, -\pi/2\} \), based on [8]. The CBS is instantiated according to the hierarchical approach described in section III-C.

- **Joint positioning and beam selection protocol (JPBS)**, which uses the same discrete codebook as the CBS. The JPBS generates estimates of the position of D2 as \( \hat{\mathbf{p}} \sim N(\mathbf{p}, [\mathbf{J}^{(\varepsilon)}_{\text{dir}}]^{-1}) \) where \([\mathbf{J}^{(\varepsilon)}_{\text{dir}}]^{-1}\) denotes the \(2 \times 2\) upper left submatrix of the inverse of the argument. The JPBS

\(^2\)More advanced protocols can include adaptive number of symbols and subcarriers within each iteration to mitigate beam alignment errors and reduce even further the delay.
is instantiated as described in section V. The design parameters are set to $\zeta = 2$ and $\kappa = 2$.

- For the sake of completeness we include results for an exhaustive beam selection (EBS) protocol instantiated as explained in section III-C.

We note that since both the devices have a single RF chain, comparison with more sophisticated protocols (e.g., with hybrid precoding) is not possible.

B. RESULTS AND DISCUSSION

1) SNR VS. DELAY

Figure 3 shows the final SNR, as expressed in equation (20), as a function of the total number of OFDM symbols needed for the protocols for $\xi = 0.25$ for different values of $\epsilon$ (ranging from 0.5 on the left side to 0.01 on the right side). A lower $\epsilon$ requires a higher number of transmitted symbols $N^{(i)}$ to attain the desired alignment error requirement. The exhaustive protocol corresponds to a single delay, since $N^{(i)}(N^{(i)} = 64, N^{(0)} = 64, \epsilon) = 1$, and thus shows as a single point in the figure. As expected, we observe that for the CBS protocol the SNR increases with smaller $\epsilon$. However, the SNR increase comes at a cost in terms of delay since a lower $\epsilon$ leads to more OFDM symbols per iteration. The JPBS shows a constant maximum achievable SNR. The SNR of the positioning-based protocol is not affected by $\epsilon$, instead, a lower $\epsilon$ allows the JPBS to collect more information at early iterations since a higher number of OFDM symbols are transmitted, and thus perform aggressive increases at each iteration on the number of active contiguous antennas at the transmitter and receiver, $N_t^{(0)}$ and $N_r^{(0)}$, respectively. These aggressive increases translate into a smaller delay for a given value of $\epsilon$ compared to the CBS. The JPBS protocol attains to the achievable SNR even for a high $\epsilon$ at a small delay compared to the CBS and at more than a hundred times faster. Note that, it is only when $\epsilon \approx 0.01$ (right-most markers) that the SNR for both the conventional and the positioning protocol are the same achievable SNR.

2) POSITIONING ERROR VS. DELAY

Figure 4 shows the PEB as a function of the total number of OFDM symbols for a fixed $\xi = 0.25$. Note that in practice, position information can only be exploited by the JPBS. Once again, for each protocol line in Figure 4 the markers to the left-most correspond to the probability of making a mistake in the beam pair selection half of the time, i.e., $\epsilon = 0.5$, while the markers at the right-most of the plot for each of the protocol lines correspond to a low probability of making a mistake, i.e., $\epsilon = 0.01$. The exhaustive approach exhibits a fixed number of OFDM transmitted symbols. Since for a fixed $\epsilon$ there exists a fixed number of OFDM symbols transmitted per beam pair combination the PEB remains fixed due to the fact that the FIM always harnesses the same information. We can observe for the conventional approach that the PEB decreases with decreasing $\epsilon$: lower alignment error probability results in less beams pair misalignment within iterations, which in turn affects the positioning error. Similar behavior for the REB occurs, thus, only figures for the PEB are included. Under the same initial conditions, the JPBS shows lower PEB even in scenarios with large alignment error probability. For instance, for $\epsilon = 0.35$ the PEB for the JPBS is approximately 55% and 65% lower in comparison with the CBS-NR and CBR-R, respectively; while the delay is approximately 15% lower, respectively. As discussed before, $\epsilon$ has no direct impact on the JPBS protocol in terms of final SNR. However, a change in $\epsilon$ involves a change in the number of iterations and thus, transmitted OFDM symbols, which affect the position estimation. Figs. 6 and 7 exemplify the convergence of the JPBS in terms of the probability of change of the selected number of active antennas for the transmitting and receiver devices for $\epsilon = 0.5$. As an example, in Fig. 6, there is probability of 0.41 and 0.55 to go from 2 transmitting antennas at iteration $i$ to 8 or 16 antennas at iteration $i + 1$, respectively. Similarly, there exists approximately a probability of 0.85 when going from 8 or 16 active transmitting antennas to at iteration $i$ to 64 antennas at iteration $i + 1$. We can observe that despite the high beam alignment the JPBS protocol shows a fast convergence.
FIGURE 5. PEB as a function of the final SNR. Different data points correspond to different values of $\varepsilon$, where smaller $\varepsilon$ leads to higher SNR and lower PEB at a cost of more delay. The proposed JPBS method achieves the highest SNR.

FIGURE 7. Probability of the change of selected number of receiving active antennas antennas from iteration $i$ to iteration $i + 1$ for $\varepsilon = 0.5$.

FIGURE 8. PEB as a function of the final SNR for different LOS and NLOS conditions for $\varepsilon = 0.1$. Different data points correspond to different $\xi$, where increasing $\xi$ means a weaker LOS and a stronger NLOS path. The conventional methods are more robust than the proposed method, leading to high SNR when all the energy is in a single path (LOS or NLOS).

in terms of the number of selected active antennas between consecutive iterations.

3) SNR VS. POSITIONING ERROR

Figure 5 shows the connection between SNR and PEB for the different protocols and a fixed $\xi = 0.25$. Each marker within each protocol’s curve corresponds to a different $\varepsilon$. The EBS protocol shows a fixed SNR and PEB independent of the alignment error probability. We observe that for the CBS protocol a low PEB means a higher SNR, since at small alignment error probabilities, beam pairs within each iteration are correctly chosen to be aligned between devices, contributing to a lower PEB. Finally, the JPBS shows a PEB decrease for decreasing $\varepsilon$. For each protocol, attaining better SNR and lower PEB are a consequence of devoting more time during initial access. Hence, there is no trade-off between communication and localization performance.

4) LOS VS. NLOS

In contrast to [54], which considered a trade off between PEB and effective rate, rather than SNR, Figure 8 shows the relationship between the SNR and PEB for different LOS and NLOS conditions for a fixed $\varepsilon = 0.1$. Each marker within the protocol’s curve corresponds to a increasing $\xi$, where $\xi = 0$ corresponds to the existence only of the LOS path component, and $\xi = 1$ corresponds to the existence only of the reflected path. The JPBS shows a negative linear trend with increasing $\xi$, showing that both the PEB and SNR of the JPBS degrade when $\xi$ approaches 1, since JPBS is designed specifically for channels with a strong LOS component (see also Figure 9). The CBS and EBS show a similar behavior: when $\xi \approx 1$ a lower SNR is achieved compared to the case where only a LOS path exists, i.e., $\xi = 0$, due to the higher pathloss. Moreover, both methods show their higher PEB and lowest SNR when $\xi \approx 0.55$, when the reflected path is just slightly stronger than the LOS path.
For \( \xi > 0.55 \), the EBS and CBS are able to partially recover their SNR performance by beaming towards the incidence point.

Finally, Figure 9 depicts the delay as a function of the LOS and NLOS conditions. Note that for \( 0 \leq \xi \leq 0.75 \) the JPBS protocol shows a reduction in the delay of approximately 14% and 22% compared to the CBS and EBS, respectively. However, for a \( \xi \approx 1 \), the JPBS needs a larger number of transmitted symbols due to the poor position estimates which translate into a higher delay compared to both the CBS and EBS.

We can conclude that under a small and fixed \( \varepsilon \) and a strong LOS path, all protocols have a similar SNR performance but the JPBS outperforms the other protocols in terms of delay, which results in faster set up times; on the other hand when the NLOS path is strong (ii) the CBS and EBS show an overall better performance in terms of delay and SNR compared to the JPBS, which due to the poor position estimates require a high number of iterations and is not able to establish a reliable link.

**VIII. CONCLUSION**

We have proposed and analyzed a novel simultaneous positioning and beam selection protocol, harnessing the synergy between communication and positioning that exists in mm-wave channels. We have shown that an in-band position-aided protocol achieves similar, or even better, SNR as the conventional protocol but with a reduction of the setup time. This improved performance comes at a cost of increased computational complexity, as at each iteration the position and orientation of a device needs to be estimated. The provided position information is more accurate than in the conventional protocol. Moreover, for short durations of the reference signal, the conventional protocol is prone to beam alignment errors, and the positioning-aided protocol outperforms the conventional protocols in terms of final SNR at a similar performance in delay. The position-aided protocol can operate in the presence of multipath propagation channels, provided the LOS path is sufficiently strong compared to other paths. The protocol can be extended to explicitly account for multipath (through estimating incidence points) as well, in order to operate when LOS is weak or not present.

**APPENDIX A**

**ALIGNMENT ERROR AND NUMBER OF SYMBOLS**

In order to set the number of OFDM symbols \( N \) at each iteration \( i \) we observe that the received signal \( Y_{i,m} = \sum_{n=0}^{N-1} y_{i,m}^T[n] \) exhibits a non-central chi-squared random distribution with non-centrality parameter \( v_{i,m} \) from (6) and \( k = NN_s \) degrees of freedom, i.e., \( Y_{i,m} \sim \chi^2_{NN_s}(v_{i,m}). \) Following the central limit theorem, the received signal can be approximated as a Gaussian random variable [55]

\[
\frac{Y_{i,m}}{NN_s} \sim \mathcal{N} \left( 1 + v_{i,m}, \frac{2(1 + v_{i,m})}{NN_s} \right)
\]  

We can express the alignment error probability \( \varepsilon \) (at iteration \( i \)) as

\[
\varepsilon \approx 2Pr(Y_{i_{\ast}-1,m} > Y_{i_{\ast},m}) + 2Pr(Y_{i_{\ast},m} > Y_{i_{\ast},m+1})
\]  

We note that when \( N'_{i} > N'_{i} \), then the first term in (30) will dominate (as the receiver is using broader beams and is thus more likely to make errors), while for \( N'_{i} < N'_{i} \), the second term in (30) will dominate. From (26), we find that

\[
Y_{i,m}/(NN_s) - Y_{i_{\ast},m}/(NN_s) 
\]  

from which it follows that

\[
Pr(Y_{i_{\ast}-1,m}/(NN_s) > Y_{i_{\ast},m}/(NN_s)) > 0
\]  

\[
Pr(Y_{i_{\ast},m} > Y_{i_{\ast},m+1}/(NN_s) > 0
\]  

\[
Pr(Y_{i_{\ast},m+1} > Y_{i_{\ast},m}/(NN_s)) > 0
\]
where \( Q(\cdot) \) denotes the Q-function. Hence,

\[
\varepsilon \approx \begin{cases} 
2Q \left( \frac{\sqrt{NN_s(v^*_m m^* - v^*_{m-1} m^*)}}{\sqrt{2(2 + v^*_{m-1} m^*)}} \right) N'_r > N'_r \\
2Q \left( \frac{\sqrt{NN_s(v^*_m m^* - v^*_{m-1} m^*)}}{\sqrt{2(2 + v^*_{m-1} m^*)}} \right) N'_r < N'_r \\
4Q \left( \frac{\sqrt{NN_s(v^*_m m^* - v^*_{m-1} m^*)}}{\sqrt{2(2 + v^*_{m-1} m^*)}} \right) N'_r = N'_r
\end{cases}
\]

from which solving for \( NN_s \) immediately leads to (8).

**APPENDIX B**

**DERIVATION OF THE FIM**

We consider the case of multiple paths under OFDM transmission and a transmitting \( f_m \in C_{tx} \) and a receiving beam \( w_l \in C_{rx} \). Without loss of generality, we do not include the subscripts of the beam pair for simplicity in the derivation. The general form of the FIM for \( k \) paths and subcarrier \( n \) is given by

\[
J_{k}[n] = \begin{bmatrix}
J_{1,1}[n] & \cdots & J_{1,k}[n] \\
\vdots & \ddots & \vdots \\
J_{k,1}[n] & \cdots & J_{k,k}[n]
\end{bmatrix}
\tag{36}
\]

where each of the sub-matrices has the form (35), as shown at the top of the next page. Denoting the noise-free signal by

\[
m[n] = \sum_{k=0}^{K-1} w^H H_k[n] f x^T[n],
\tag{37}
\]

it can be shown that

\[
\Phi(x_1, x_2) = \frac{2}{N_0} \int \frac{\partial m^H[n]}{\partial x_1} \frac{\partial m[n]}{\partial x_2} dt
\tag{38}
\]

We define \( k = \sqrt{N_f N_s} \) and it is readily verified that for an arbitrary path \( i \),

\[
\frac{\partial m[n]}{\partial \tau_i} = \kappa h_i \exp \left( \frac{-j2\pi n t_i}{NT_s} \right) \frac{-j2\pi n}{NT_s} w^H a_{tx}(\theta r_{x,i}) a^H_{tx}(\theta r_{x,i}) f x[n]
\tag{39}
\]

\[
\frac{\partial m[n]}{\partial \theta r_{x,i}} = \kappa h_i \exp \left( \frac{-j2\pi n t_i}{NT_s} \right) w^H a_{tx}(\theta r_{x,i}) \mathbf{R}_{tx}^H(\theta r_{x,i}) f x[n]
\tag{40}
\]

\[
\frac{\partial m[n]}{\partial h_{r,i}} = \kappa h_i \exp \left( \frac{-j2\pi n t_i}{NT_s} \right) w^H a_{tx}(\theta r_{x,i}) a^H_{tx}(\theta r_{x,i}) f x[n]
\tag{41}
\]

\[
\frac{\partial m[n]}{\partial h_{x,i}} = \kappa \exp \left( \frac{-j2\pi n t_i}{NT_s} \right) w^H a_{tx}(\theta r_{x,i}) a^H_{tx}(\theta r_{x,i}) f x[n]
\tag{42}
\]

\[
\frac{\partial \mathbf{m}[n]}{\partial h_{t,i}} = \kappa \exp \left( \frac{-j2\pi n t_i}{NT_s} \right) \frac{\mathbf{w}^H a_{tx}(\theta r_{x,i}) a^H_{tx}(\theta r_{x,i}) f x[n]}{\mathbf{N T}_s}
\tag{43}
\]

We easily find that the diagonal elements of the submatrices \( J_{ij}[n] \). We first define \( 1/\sigma^2 = 2N_f N_s N_0 \), \( \gamma_{x,i} = \mathbf{f}^H a_{tx}(\theta r_{x,i}), \gamma_{r,i} = \mathbf{a}^H_{tx}(\theta r_{x,i}) \mathbf{w} \) as well as \( \mathbf{a}^H_{tx}(\theta r_{x,i}) \mathbf{a}_{tx}(\theta r_{x,i}) \) and \( \gamma_{r,i} = \mathbf{a}^H_{tx}(\theta r_{x,i}) \mathbf{a}_{tx}(\theta r_{x,i}) \mathbf{f} \), and \( \gamma_{r,i} = \mathbf{w}^H \mathbf{a}_{tx}(\theta r_{x,i}) \mathbf{a}_{tx}(\theta r_{x,i}) \). We also introduce \( A_{ij}[n] = (2\pi n/NT_s)^l \), and \( \Delta_{ij}[n] = \exp \left( \frac{-j2\pi n (t_i - t_j)}{(NT_s)} \right) \).

**DIAGONAL ELEMENTS OF \( I_{ij} \)**

We then find that

\[
\Phi(\tau_i, \tau_j, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ij} h_{ij} a_{ij}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{44}
\]

\[
\Phi(\theta r_{x,i}, \theta r_{x,j}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ij} h_{ij} a_{ij}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{45}
\]

\[
\Phi(\theta r_{x,i}, \theta r_{x,j}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ij} h_{ij} a_{ij}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{46}
\]

\[
\Phi(\theta r_{r,i}, \theta r_{r,j}, n) = \Phi(h_{r,i}, h_{r,j}, n) = \frac{1}{\sigma^2} \int \left\{ A_{ij}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{47}
\]

**OFF-DIAGONAL ELEMENTS OF \( I_{ij} \)**

The off-diagonal elements are computed in similar fashion. The final expressions for the upper diagonal elements are computed as:

\[
\Phi(\tau_i, \tau_j, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{48}
\]

\[
\Phi(\tau_i, \theta r_{x,i}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{49}
\]

\[
\Phi(\tau_i, h_{r,i}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{50}
\]

\[
\Phi(\tau_i, h_{r,i}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{51}
\]

\[
\Phi(\tau_i, h_{r,i}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{52}
\]

\[
\Phi(\tau_i, h_{r,i}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{53}
\]

\[
\Phi(\tau_i, h_{r,i}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{54}
\]

\[
\Phi(\tau_i, h_{r,i}, n) = \frac{1}{\sigma^2} \int \left\{ h^*_{ji} h_{ji} a_{ji}[n] \gamma_{x,i} \gamma^*_{x,j} \gamma_{r,i} \gamma^*_{r,j} \| x[n] \|^2 \right\} dt
\tag{55}
\]
The function $\Phi(\theta_{tx,i}, h_{l,j}, \tau)$ is defined as
\[
\Phi(\theta_{tx,i}, h_{l,j}, \tau) = \frac{1}{\alpha^2} \mathbb{E} \left[ j h_i^* A_i[n] \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{56}
\]
and for the lower diagonal as
\[
\Phi(\theta_{tx,i}, \theta_{tx,j}, \tau) = -\frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* h_j A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{58}
\]
\[
\Phi(\theta_{rx,i}, \theta_{tx,j}, \tau) = -\frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{59}
\]
\[
\Phi(\theta_{rx,i}, \theta_{rx,j}, \tau) = -\frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* h_j A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{60}
\]
\[
\Phi(\theta_{rx,i}, \theta_{tx,j}, \tau) = -\frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{61}
\]
\[
\Phi(\theta_{tx,i}, \theta_{tx,j}, \tau) = \frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* h_j A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{62}
\]
\[
\Phi(\theta_{rx,i}, \theta_{rx,j}, \tau) = \frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* h_j A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{63}
\]
\[
\Phi(\theta_{tx,i}, \theta_{tx,j}, \tau) = \frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{64}
\]
\[
\Phi(\theta_{rx,i}, \theta_{tx,j}, \tau) = \frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{65}
\]
\[
\Phi(\theta_{tx,i}, \theta_{tx,j}, \tau) = \frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* h_j A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{66}
\]
\[
\Phi(\theta_{tx,i}, \theta_{tx,j}, \tau) = \frac{1}{\sigma^2} \mathbb{E} \left[ j h_i^* A_i[n] \Delta_{ij}[n] \gamma_{i,j} \gamma_{i,j}^* \gamma_{i,j} \gamma_{i,j}^* \| x[n] \|^2 \right] \tag{67}
\]
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