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ABSTRACT Immersive video streaming has become very popular. To increase the quality of experience (QoE) with immersive media, user movement adaptive video streaming, three degrees of freedom plus (3DoF+), has emerged and is expected to meet this growing demand. Satisfying the limit of the bandwidth, providing high-quality immersive experience is challenging because 3DoF+ system requires high resolution, multi-view video transmission. This paper proposes a stride based 3DoF+ 360 video streaming system and introduces two main ideas: (i) a multi-view video redundancy removal method using view synthesis, (ii) a multi-view video residual packing method. The proposed multi-view video compression method removes redundancy between videos and packs them into one video, and it exhibits a BD-rate saving of 36.0% in maximum compared to the results of the high-efficiency video coding reference model. In addition, the proposed system requires fewer number of decoders for the clients, and it decreases the burden for immersive video streaming.

INDEX TERMS Virtual reality, 3DoF+, view synthesis, region growing, dilation, pruning, packing.

I. INTRODUCTION

Currently, the virtual reality (VR) market is consistently growing. Therefore, the necessity for efficient immersive VR technology such as streaming has become more important because of the large amount of data to process in VR systems. For instance, the minimum resolution required for VR video that is played through a head-mounted display (HMD) is 4K. This means that the amount of data handled by the HMD increases rapidly, which is very challenging. For this reason, asymmetric core processing [1], [2], data offloading over mmWave [3], [4] for a mobile devices, and view location based asymmetric down-sampling method [5] have proposed. Consequently, the motion-constrained tile set (MCTS) [6] has been reported to process the viewport of the user. In addition, studies have described the MCTS implementation for VR streaming [7], [8].

Consequently, moving picture experts group (MPEG) has established the MPEG-I subgroup to solve the problems of immersive media. To standardize immersive media step by step, MPEG-I has defined three phases for VR: (1) 3DoF, (2) 3DoF+, and (3) 6DoF [9], [10]. In 3DoF, an user sitting in a chair can watch a 360 video without the support of user’s movement; it provides limited immersive experience. In 3DoF+, the user is also supposed to sit in a chair. However, it supports the user’s head movement, which increases user’s QoE. In 6DoF, it provides 360 video considering both user’s head and body movement. In 3DoF+ and 6DoF, synthesizing the virtual view in accordance with the user’s movement is required; it is called view synthesis [11], [12]. In MPEG, view synthesis reference software (VSRS) [13], reference view synthesizer (RVS) [14], and versatile view synthesizer (VVS) [15] have proposed as the software for view synthesis. Among them, RVS has been adopted as the view synthesis reference software in 3DoF+. If several input views and the metadata for the virtual view are given to RVS, it synthesizes a virtual view texture and depth for each input view using 3D warping. This texture contains the color information of the video, and an additional depth map is required when synthesizing a virtual view. This depth map contains the distance...
between the camera and objects shown on the texture. Then, it blends the synthesized virtual views from each input view to integrate the results.

3DoF+ system requires a large bitrate, which means large files must be transmitted every second, to the user because they contain multiple videos. However, it is challenging to meet the bandwidth required to the user with the high-efficiency video coding (HEVC) codec. Consequently, MPEG-I proposed a call for proposals (CfP) on 3DoF+ [16] to build a system on the existing HEVC codec with compressed texture and depth, and the metadata required will be standardized in MPEG-I part 7.

This paper proposes a stride based 3DoF+ 360 video streaming system for an immersive experience that satisfies the conditions of the 3DoF+ CfP. In the proposed method, an existing redundancy removal algorithm using RVS is adopted to remove the redundancy between source views. Source view means a video acquired from a camera; it is provided to the user. This process is defined as pruning. Because source views for 3DoF+ have similarity between each other, one source view contains pixels that are already included in another one. Consequently, the proposed system chooses a central view among the source views to remove the redundancy efficiently. Pixels from the source views are removed when they are already conveyed by the central view. The position of the central view is the center of the source views; that represents them the most in usual cases. If there is no candidate for the central view among the source views, the proposed system generates the central view. To prevent an artifact when reconstructing the redundancy, region growing [17] is used, and it increases the number of pixels sent, which improves the quality of the source views while requiring more bitrate. A decision making process for the pixel value for the removed pixel area is also considered to reduce the bitrate.

After pruning, the bitrate required to transmit the source views decrease. However, the number of decoders is still a burden for the 3DoF+ system because it has to simultaneously decode multiple source views. Moreover, although the pixels that are included in the central view are removed, the empty areas where the pixels are removed requires additional bitrate even though they are unnecessary. To solve these problems, the proposed system conducts packing. The function of packing is to remove the empty areas and integrate the remaining areas, which are informative, into a packed view. The number of pixels of a packed view does not exceed the maximum pixel rate of the HEVC encoder. The pixel rate is the number of pixels in a video to be encoded. If the number of pixels for a packed view exceeds the limit, the proposed system splits it into multiple packed views to satisfy this limit. Accordingly, metadata for packing is needed to reconstruct the source views, and this will be explained in Section III. As a result, a lower bitrate and number of decoders are needed. Fig. 1 shows the conceptual diagram of the stride based 3DoF+ 360 video streaming system.

II. RELATED WORK
This section introduces related works of 3DoF+ systems. To compress the multi-view video, there have been some approaches such as multi-view video coding (MVC) [18], multi-view HEVC (MV-HEVC) [19], and 3D-HEVC [20]. However, at the discussion on 3DoF+ system, the listed compression methods have not been adopted. Because they are extensions of existing standards, they may cause the fragmentation of 3DoF+ system. Instead, HEVC has been adopted as a video encoder for 3DoF+, and some approaches with pre-processing and post-processing for the videos has been allowed. Approaches to 3DoF+ systems have been recently published in MPEG, which are not public yet, because the CfP for the 3DoF+ system was published in January 2019. In March 2019, some institutes proposed their responses on 3DoF+ CfP. Philips introduced hierarchical pruning based system [21], and Technicolor & Intel proposed depth map refinement included system [22]. Nokia reported point cloud based system [23], and Poznan university of technology (PUT) and the electronics & telecommunications research institute (ETRI) submitted multi-layer based system [24]. Among them, this section introduces point cloud based system in Section II-A and multi-layer based system in Section II-B.

A. POINT CLOUD BASED 3DOF+ STREAMING SYSTEM
In March 2019, Nokia proposed their response to the CfP for the 3DoF+ system; it is based on scene simplification

![FIGURE 1. Conceptual diagram of the stride based 3DoF+ 360 video streaming system.](image-url)
using point cloud. Once the input views are given to the view optimizer, it generates a point cloud for one intraperiod. Then, they are divided into shards, which represent smaller-sized images like tiles, using a greedy algorithm iteratively to reduce the pixel rate. After that, shards and the following metadata are received by a mosaic generator. A set of shards is defined as a mosaic. To obtain gain from compression, the mosaic that represents color is dilated. On the contrary, the depth mosaic is not dilated. Instead, to reduce some noise, a spatial median filter with a 3 × 3 size is applied. Because packing shards into mosaics is a NP-hard problem, the proposed method used heuristics to pack shards while minimizing the size of the mosaics. The packed views are encoded and decoded with HEVC. The following metadata is then serialized into a binary format, and compressed. The decoded views are given to a view synthesizer, and it generates a view using the metadata while casting a ray for each pixel and computing the tiles that intersect the ray. Using the geometry intersection points of the ray and colors related to the hit points, the output view is generated. Otherwise, a hole filling algorithm is applied.

**B. MULTI-LAYER BASED 3DOF+ STREAMING SYSTEM**

PUT and ETRI submitted their response to the CfP in March 2019, and their proposed system exploits a multi-layer structure as scalable HEVC [25]. Input textures are separated into a base layer and a residual layer in the spatial frequency domain. The base layer includes spatially low-pass filtered contents. Residual layer contains high-frequency residual contents. Both layers are encoded and transmitted to the view synthesis module. Because main idea of proposed method is to reduce the redundancy between source views, it contains an unified scene representation (USR); it generates an optimized set of views. If multiple overlapping rectangular views are given, USR gathers them and generates a base view and supplementary views. The base view contains objects that are not occluded by other objects. Supplementary views have residual objects that are not represented by the base view, and it is located at the center of the input views. As a result, the proposed system reduces the number of views to transmit.

**III. STRIDE BASED 3DOF+ 360 VIDEO STREAMING SYSTEM**

This section explains the stride based 3DoF+ 360 video streaming system. This study’s contributions are as follows: (i) multi-view location based pruning method for inter-view redundancy removal by finding the redundancy between a central view and source views and removing the redundancy using view synthesis which will be explained in Section III-A, and (ii) a packing method that integrates the pruned views into one packed view using region growing and region allocation with stride to reduce both the bitrate and the number of decoders; it will be introduced in Section III-B.

**A. MULTI-VIEW LOCATION BASED PRUNING**

This section explains the multi-view location based pruning method. Fig. 2 shows a block diagram of pruning. The purpose of pruning is to remove the redundancy among the source views. Consequently, it selects a central view among the source views which is located in the center among the source views similar to a multi-layer based streaming system, and it represents most of the pixels from the source views. If there is no central view among the source views, a central view synthesis using RVS and the existing views is conducted.

Pruning is composed of three parts. Firstly, image warping based on triangles method is conducted, and this is explained in Section III-A1. Second, region dilation of the warped image is processed; it is described in Section III-A2. Finally, hole filling value determination is processed; this is introduced in Section III-A3.

1) **TRIANGLES METHOD BASED WARPING**

This section explains the triangles method based warping process. It is based on RVS [14], which was adopted as a reference software for 3DoF+ in 2018. In view synthesis using RVS, the following processes are conducted. First, pixels of an input view are unprojected to the world coordinate system using camera metadata. Camera metadata includes its positions and rotations. Resolution, horizontal angular range and vertical angular range of the input view are also included. To get the world coordinates, ray direction are deduced using spherical coordinates. The world coordinate system used in RVS is the same as that of the MPEG-I omnidirectional media format(OMAF) [26]. Second, it applies an affine transformation [27], which moves the coordinates from the input view to the target view. A single affine transformation is applied. Third, the world coordinates are projected onto the virtual image, which means that the spherical 3D coordinates are projected onto the rectangular 2D coordinates. Fourth, pixels from the input views are warped to the resulting virtual view using the triangles method that was proposed by Universite Libre de Bruxelles [28]. Using the triangles method, the input view is split into triangles, and each pixel is the center of the vertex. When the triangles from the input view are warped to the virtual view, they are distorted if a triangle made of
pixels from the input view cannot represent the virtual view properly. If distortion of a warped triangle exceeds the threshold, the triangle is removed. For example, in Fig. 3, a yellow triangle on man’s shoulder is warped without distortion. At the same time, red triangle on the left side of man’s elbow shows distortion in warping. In other words, the red triangle can be only represented by the virtual view position, not the input view. In pruning, the central view is set to the input view, and source views are set to the virtual views. Distorted triangles are only represented by the source views. Consequently, the distorted triangles are filled with the pixels of the input view because they cannot be represented with the central view. In contrast, areas that do not belong to the distorted triangles are filled with neutral gray because these areas are able to be represented by the central view. After these processes, pruning generates a pruned view as a result. In reconstruction, the proposed system receives the pixels from the central view to the pruned view to reconstruct the holes of the pruned view.

2) BINARY IMAGE DILATION

After pruning, the holes and informative areas are computed. However, when reconstructing the pruned image, there are some artifacts at the edges of the objects. Because of the warping issue, pixels at the edge are stretched, which causes decrease in the reconstructed image quality. Consequently, this section introduces binary image dilation to avoid this quality decrease. Binary image dilation is based on mathematical morphology [29], and it can be used when expanding the informative area, and vice versa. Pruning generates mask and it consists of 8-bit pixels with a black or white color binary value, as shown in Fig. 4. Black represents informative areas that can be represented by a source view and white represents holes that are conveyed by a central view. During dilation, the black pixel areas are expanded to include more pixels of a source view. As a result, distortion on the edge of the objects decreases. As shown in Fig. 4, when the dilation size increases, the distortion on the edges reduce in the reconstructed image. Nevertheless, there are tradeoffs between quality and bitrate in dilation because increasing the dilation size increases the quality of the reconstructed image and bitrate. Therefore, finding the appropriate dilation size depending on the bandwidth is important. In this study, 2 dilation sizes, 0 and 4 were used.

3) HOLE FILLING VALUE DETERMINATION

In RVS, after removing the invalid areas with the triangles method and processing dilation, the invalid areas, i.e., holes, are filled with neutral gray. However, determination of the appropriate hole filling value after dilation leads to a bitrate gain. This study introduces four hole filling value determination method. First, the holes are filled with neutral gray, as previously conducted in RVS. Second, the hole filling value is determined by the average pixel values of the valid areas that do not belong to the hole. Third, hole filling by referencing the nearest pixels is introduced. Finally, hole filling with interpolation is conducted.

As a test sequence, ClassroomVideo was used which has been proposed as a 3DoF+ test sequence by Philips [30]. It consists of 15 views with 4096×2048 resolution, and they were captured from different camera positions simultaneously. In this experiment, the central view was set to position v0, and position v1 was used as a target view. Among the introduced methods, hole filling with the average pixel value shows the best result, as shown in Table 1. Accordingly, the proposed system adopted hole filling with the average pixel value.
B. STRIDE BASED INTRAPERIOD LEVEL MULTI-VIEW PACKING

This section introduces the stride based intraperiod level multi-view packing method for 3DoF+ 360 videos. Fig. 5 shows a block diagram of the packing process. After pruning, there are lots of holes that are useless when reconstructing the pruned view. Furthermore, even though pruning removes useless pixels, the number of required decoders is unchanged; it becomes a burden for streaming 3DoF+ video. Consequently, this paper proposes packing; it extracts the informative area and merges them together. As a result, the bitrate and the number of required decoders decrease.

Packing consists of four parts. Firstly, mask merging by intraperiod is processed, which is described in Section III-B1. Second, adaptive block based region growing is conducted; this is explained in Section III-B2. Third, stride based region allocation is processed, and this is introduced in Section III-B3. Lastly, digital filter based depth refinement is operated, which is explained in Section III-B4.

1) MASK MERGING BY INTRAPERIOD

This section introduces mask merging by intraperiod to compute the informative regions. The proposed system uses a mask to gather pixels that are not conveyed by a central view and merge them into a packed view. For 3DoF+ test sequences, the intraperiod was set to 32 frames, which is defined in the common test conditions (CTC) [9] for 3DoF+. In the HEVC encoder, inter prediction [31] is used to compress a video and remove the redundancy between frames. This is possible because the positions of objects in a video changes only slightly frame-by-frame in the intraperiod range. Packing merges the regions that include the informative areas, and it packs them in a packed view while generating the following metadata. However, with the proposed method which is explained in Section III-B3, the position of a region in a packed view can be changed frame-by-frame because the movements of objects in pruned views change the size of the region frame-by-frame. Therefore, the correlation between the frames can be lost; it requires lots of bitrate because of inefficient compression.

To preserve the similarity between frames, the proposed system merges the mask of a pruned view in the range of the intraperiod, as shown in Fig. 6. In this figure, a hand is raising. Without merging, the position of the hand will be changed frame-by-frame. By merging the frames, the position of the hand in the packed view can be fixed, and the correlation between frames is preserved. Furthermore, metadata that consists of pruning and packing information should be transmitted. If the metadata contains information about a region by the intraperiod, the required bitrate for the metadata decreases. Therefore, it will satisfy the bitrate for the bandwidth.

2) ADAPTIVE BLOCK BASED REGION GROWING

After merging masks, informative areas of pruned views are computed. However, if pixels are extracted from the pruned views and packed with pixel-by-pixel, the correlation between frames can be lost. To avoid this problem, the proposed system divides the pruned views into regions using adaptive block based region growing [32], which is a part of image segmentation, and computes regions.

If the region growing is conducted with pixel level, a lot of small regions are obtained from the masks, and this increases the bitrate for the metadata. Consequently, in the proposed system, each mask is divided into blocks. The size of a block was set to 16x16 in this study; it can be adjusted. Then, each block is checked as to whether it contains black pixels, in other words, informative pixels. If the number of informative pixels of a block exceeds the threshold, the block is added to the set of seeds, and it is marked as informative. Otherwise, it is marked as uninformative. The threshold was set to 0 in this study, which means that a block is excluded from a packed view if it does not have informative pixels. After checking all the blocks, region growing is conducted. All the seeds have eight neighbors surrounding each seed. Seeds are expanded into neighbors recursively if they are informative, and they are marked as assigned. If a block is assigned, it cannot be assigned again. Region growing for one seed ends when there are no neighbors that are informative or the size of the region exceeds a maximum width or height. The maximum size of a region should be declared in the region growing; that was set to 256x256. Otherwise,
the number of pixels from a region may exceed the maximum pixel rate of the HEVC encoder.

Region growing is also used in pole filtering. In pruning, there are occlusions on the poles in the pruned view mask. In test sequence ClassroomVideo and TechnicolorMuseum, the top and bottom areas are not hidden by any objects. This means that these areas are already included in the central view. Consequently, those areas do not need to be included in the pruned and packed views. However, the pruned view contains poles because of the warping issue. The proposed system uses the triangles method to warp an image. However, because the test sequence uses the ERP format, the pixels of the top and bottom areas are overlapped and distorted when projecting from a spherical to a rectangular view. Therefore, warping is not operational in the pole areas, and these areas have to be excluded by pole filtering. Once the proposed system divides a pruned view into blocks, the blocks at the top and bottom areas are set to seeds, and region growing is conducted. Region growing for pole filtering ends when the height of a region exceeds the maximum pole height or there is no neighbor from the seeds. The maximum height of the poles should be defined before pole filtering; that was set to 256 in the experiments of this study.

After computing all of the regions, removing redundancy between the regions is conducted. Even though the duplicated assignation of a block is forbidden, there are some overlapping areas between regions because each region has a rectangular shape, as shown in Fig. 7. The process consists of three cases, and there is a big region \( R_1 \) and small region \( R_2 \). First, if \( R_1 \) contains the whole of \( R_2 \), \( R_2 \) is removed. Second, as represented in Fig. 7a, if \( R_2 \) has a side that is totally overlapped by \( R_1 \), the overlapping region is removed from \( R_2 \). Lastly, if two regions have overlapping vertices as shown in Fig. 7b, \( R_2 \) is divided horizontally, and the area that is totally included in \( R_1 \) is removed. After that, the remaining area on the right of \( R_1 \) is assigned as \( R_3 \).

**3) STRIDE BASED REGION ALLOCATION**

This section explains the stride based region allocation method; it takes the regions computed from the region growing and packs them into a packed view. The main idea of this process is to use a stride which is introduced in convolutional neural networks [33]. The proposed system sorts the regions in the descending order by height and confirms whether they can be included in a specified position of a packed view. If the black pixels of a region are not overlapping those of a packed view, the region is included in a packed view. Otherwise, the proposed system searches all of the positions in a packed view with stride. In other words, it checks positions with a certain interval, as shown in Fig. 8. Region allocation with stride decreases a packed view height to meet the pixel rate for the encoder, as shown in table 2. For ClassroomVideo, it decreases 45.2% of packed view height, and 57.4% for TechnicolorMuseum. In this study, stride width and height are set to 16.

**4) DIGITAL FILTER BASED DEPTH REFINEMENT**

This section introduces the digital filter based depth refinement. 3DoF+CfP recommends to use the same configuration for texture and depth. However, depth contains sharp edges and large blocks with similar pixel values [34]; it requires a large amount of bitrate. To solve this problem, this paper applies a digital filter to the depth map of a packed view. 3x3 spatial median filter is used to smoothen the edge of the depth map. The result of depth refinement is shown in table 3, with dilation size 0. The proposed method shows bitrate saving approximately 43.2% for ClassroomVideo and 28.8% for TechnicolorMuseum.
IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS

This section introduces the experimental results of the stride based 3DoF+ video streaming system. Two servers were used for this experiment, one had two Intel Xeon E5-2687w v4 CPUs and 128 GB of memory, and another has 2 Intel Xeon E5-2683 v4 CPUs and same memory capacity with the first one. The used reference tools for the experiment are as follows: RVS version 3.1 was used as a view synthesizer, with OpenCV 3.4.2 [35]. For encoding, HEVC test model (HM) version 16.16 [36] was adopted. If the input video is ERP, HM with 360lib version 5.1-dev [37] was used. For objective quality evaluation, weighted-to-spherically-uniform peak signal-to-noise ratio (WS-PSNR) version 2.0 [38], [39] was used to evaluate the quality of the results. For the test materials, MPEG-I provided 5 test sequences for 3DoF+ but there were 2 perspective 2D test sequences and 1 test material which captured only 1 direction and it was not omnidirectional. Because the aforementioned 3 sequences are not appropriate for 3DoF+ system, these are not introduced in this paper. Therefore, 2 test sequences, ClassroomVideo [30] and TechnicolorMuseum [40] were used for the experiment. In the CTC for 3DoF+, the views selected to transmit are called anchor views, and they are defined in Table 4. In this experiment, A1 and B1 were used as anchors; they send all of the source views. The CfP on 3DoF+ recommends to meet the target bitrate, as shown in Table 5. Consequently, the parameters used for the experiment is shown in Table 7. In the experiment, DeltaQP was used to use the different quantization parameter (QP) value for texture and depth.

If DeltaQP is set to -10 and 22 for texture QP is used, QP for depth is 12. DeltaQP -10 was used for the experiment because this showed the best result for 3DoF+ anchor which was reported in MPEG-I [41]. In this experiment, dilation sizes 0 and 4 were used. For encoding, all of the frames were used. To encode the views with ERP format including a central view, HM with 360lib was used. If the ERP view is omnidirectional, it was encoded with padded ERP format [42]; it adds padding at both left and right sides. On the contrary, HM without 360lib was used to encode a packed view because its format is not ERP. A subset of the frames was used for objective quality evaluation, as described in the CTC for 3DoF+ and Table 6. In pruning, a central view position must be defined. If there is no candidate, the proposed system synthesizes the central view using RVS. For TechnicolorMuseum, the central view at the center of the source views was synthesized. For ClassroomVideo, the position v0 was used as a central view that is located at the center.

Fig. 9 shows the rate-distortion curve of the anchors and mentioned methods. In Table 8, the results of the experiments compared to the anchor are shown. For all methods, rates 1 to 4 were tested. The proposed method with dilation size 0 showed a 36.0% BD-rate saving, and 78.75% pixel rate saving. For TechnicolorMuseum, the proposed method showed a 18.9% BD-rate saving, and 86.72% pixel rate saving. When the bandwidth was over 15 Mbps, the proposed method showed a better result than the multi-layer based method. As shown in dotted line box in Fig. 9b, the proposed method performed better than the point cloud based method for the high-bitrate. For both ClassroomVideo and TechnicolorMuseum, the proposed method outperformed the anchors, and showed better results than the related works for
TABLE 8. Results of the experiments compared to the anchor.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Test class</th>
<th>Method</th>
<th>BD-rate</th>
<th>No. of decoders required</th>
<th>Encoding time saving</th>
<th>Pixel rate saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClassroomVideo</td>
<td>A1</td>
<td>Anchor</td>
<td>0.00%</td>
<td>30</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed-D0</td>
<td>-36.00%</td>
<td>4</td>
<td>-81.68%</td>
<td>-78.75%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed-D4</td>
<td>-11.10%</td>
<td>4</td>
<td>-80.48%</td>
<td>-76.88%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[23]</td>
<td>6.90%</td>
<td>2</td>
<td>-88.66%</td>
<td>-91.61%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[24]</td>
<td>21.20%</td>
<td>4</td>
<td>-81.96%</td>
<td>-86.61%</td>
</tr>
<tr>
<td>TechnicolorMuseum</td>
<td>B1</td>
<td>Anchor</td>
<td>0.00%</td>
<td>48</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed-D0</td>
<td>-18.90%</td>
<td>4</td>
<td>-85.95%</td>
<td>-86.72%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed-D4</td>
<td>-4.50%</td>
<td>4</td>
<td>-84.55%</td>
<td>-85.16%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[23]</td>
<td>-44.50%</td>
<td>4</td>
<td>-84.64%</td>
<td>-87.50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[24]</td>
<td>-20.00%</td>
<td>8</td>
<td>-56.98%</td>
<td>-66.67%</td>
</tr>
<tr>
<td>Average</td>
<td>X1</td>
<td>Anchor</td>
<td>0.00%</td>
<td>39</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed-D0</td>
<td>-27.45%</td>
<td>4</td>
<td>83.81%</td>
<td>82.73%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed-D4</td>
<td>-4.90%</td>
<td>4</td>
<td>81.96%</td>
<td>81.02%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[23]</td>
<td>-18.80%</td>
<td>2</td>
<td>86.65%</td>
<td>89.55%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[24]</td>
<td>0.00%</td>
<td>6</td>
<td>69.47%</td>
<td>76.64%</td>
</tr>
</tbody>
</table>

FIGURE 10. Cropped result of source view synthesis: (a) uncompressed source view, (b) synthesized source view of Rate 4, (c) synthesized source view of Rate 3, (d) synthesized source view of Rate 2, and (e) synthesized source view of Rate 1, (1) position v1 of class A1 with DilationSize=0, (2) position v1 of class A1 with DilationSize=4, and (3) position v0 of class B1 with DilationSize=0, (4) position v0 of class B1 with DilationSize=4.

the high-bitrate, which provides the high-quality video. For the low bitrate, the proposed method with small dilation size was promising. In contrast, for the high bitrate, the proposed method with large dilation size was efficient. In average, the proposed method with dilation size 0 showed a 27.45% BD-rate saving, which requires the smallest bandwidth. For the client devices, the proposed method required only 4 decoders while the anchor needed 30 decoders for ClassroomVideo and 48 decoders for TechnicolorMuseum. Because the proposed system decreased the number of decoders, it can
be easily applied to mobile devices. Although the point cloud based method shows better results in number of decoders required, encoding time, and pixel rate, the proposed method still shows the promising results. At the client side, encoding time and pixel rate are less important than the BD-rate because encoding is conducted at the server side, not the client side. Also, for the proposed method, the required number of decoders can be reduced by concatenating the central view and the packed view, this is possible because the pixel rate of these views generated by the proposed method does not exceed the limit of the HEVC encoder. Therefore, the proposed method, which requires the smallest bandwidth, can be used for 3DoF+ 360 video streaming system.

Fig. 10 shows the cropped result of the experiment. As shown in Fig. 1, the proposed system synthesized the virtual views at the source view positions using reconstructed source views, and compared them with the uncompressed source views. Column (a) shows the uncompressed source views, and (b), (c), (d), (e) correspond to the synthesized views with the proposed method at rate 1, rate 2, rate 3, and rate 4. Row (1), (2) shows the result of ClassroomVideo, and row (3), (4) shows TechnicolorMuseum. Noise at the object’s edge and distortions of the objects in views increased when the target bitrate decreased from rate 4 to rate 1. In low bitrate, results of large dilation size showed less artifacts in the edge of the objects, especially in TechnicolorMuseum. The point cloud based method, multi-layer based method, and the proposed method were evaluated by comparing them with the anchor, which was encoded by the HEVC encoder. Any other methods were not applied to the anchor except HEVC.

V. CONCLUSION
This paper proposes a stride based 3DoF+ video streaming system with two main concepts: (i) a multi-view location based pruning method to reduce the redundancy among the multi-view video, (ii) an stride based intra-period level multi-view packing method to acquire a bitrate gain and reduce the number of decoders. In the experiment with HM, 360Lib, RVS, and WS-PSNR, the proposed method shows a BD-rate saving up to 36.0%. In addition, the proposed method requires fewer number of decoders for the clients. Intensive experiments need to be conducted with diverse parameters to find a compromise point between traditional video streaming system and the proposed method. Consequently, color refinement for central view synthesis also needs to be developed to achieve better QoE.
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