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ABSTRACT The wirelessly connected intelligent robot swarms are more vulnerable to be attacked due
to their unstable network connection and limited resources, and the consequences of being attacked are
more serious than other systems. Therefore, the quantitative assessment of wireless connected intelligent
robot swarms network security situation is very important. Factors determining the state of wireless
connected intelligent robot swarms network security have characteristics such as mass and diversity, which
constantly evolve with time. In fact, network security measurement has multi-level, multi-dimensional, and
multi-granularity characteristics. Therefore, properly selecting wireless connected intelligent robot swarms
network security measurement parameters and reducing and converging them to quantitative values such that
they can enable a true and objective reflection of the network security state is a very challenging problem.
However, deep learning is a novel solution to the abovementioned problems; its algorithm gets rid of the
dependence on feature engineering and automatically builds a quantitative assessment model of a network
security situation with dynamic adjustment as well as self-adaptive and self-learning characteristics. In this
study, we propose a quantitative assessment method of wireless connected intelligent robot swarms network
security situation based on a convolutional neural network (CNN). Generally, the convolutional layer is used
to locally detect and deeply extract features, and the pooling layer is used to rapidly shrink the network scale
and highlight the summary features. Using the deep network structure of several hidden layers, the results
of quantitative assessment of the network security situation are highly consistent with expert experience.
Experimental results show that the quantitative assessment of wireless connected intelligent robot swarms
network security situation can be realized by combining the characteristics of a network security index system
and CNN. Note that the accuracy rate is 95%, and the calculation results are better than those of other deep
learning models.

INDEX TERMS Network security, index system, convolutional neural networks, deep learning.

I. INTRODUCTION
In recent years, robots technology are moving toward modu-
larity, intelligence and systematization. Robot swarm is one
of the hottest topics in both robotics and artificial intelligence,
and exciting progress is being achieved. Its applications
involve agriculture, architecture, disaster prevention, medical
care, family services, etc. These are all areas closely related to
human activities, and robot swarms have gradually integrated
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into human society. The wirelessly connected intelligent
robot swarms are more vulnerable to be attacked due to their
unstable network connection and limited resources, and the
consequences of being attacked are more serious than other
systems. Therefore, the network security problem of wireless
connected intelligent robot swarms should be highly valued.
The quantitative assessment of wireless connected intelli-
gent robot swarms network security situation is required to
meet the requirements of wireless connected intelligent robot
swarms network security. Based on the technology of big
data acquisition and storagemanagement of network security,
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a multi-dimensional, multi-level, and multi-granularity study
is conducted for the wireless connected intelligent robot
swarms network security situation from a micro- to macro-
perspective. Then, the quantitatively assessed value is used
to provide decision-making support for wireless connected
intelligent robot swarms security.

The factors determining the state of wireless connected
intelligent robot swarms network security have character-
istics such as mass and diversity, which constantly evolve
with time. Note that network security measurement has
multi-level, multi-dimensional, and multi-granularity char-
acteristics. Therefore, properly selecting wireless connected
intelligent robot swarms network security measurement
parameters and reducing and converging them to quantita-
tive values to enable them to truly and objectively reflect
the network security state is a very challenging problem.
However, deep learning is a novel solution to the abovemen-
tioned problems, its algorithm gets rid of the dependence
on feature engineering and automatically builds a quanti-
tative assessment model of wireless connected intelligent
robot swarms network security situationwith dynamic adjust-
ment as well as self-adptive and self-learning characteristics.
Convolutional neural network (CNN) is a type of feedforward
neural network that uses convolution calculations and a deep
structure. Moreover, its convolutional layer and pooling layer
can effectively compress data and extract key features, as well
as conduct translation invariant classification. Therefore, a
multi-dimensional, multi-level, multi-granularity, and config-
urable comprehensive network security situation assessment
model that covers various properties of a network can be
established via the training and learning of a CNN. The estab-
lished wireless connected intelligent robot swarms network
security situation assessment model has both good expand-
ability and contains the primary event types and security indi-
cators that affect the network system, which can accurately
and comprehensively reflect the network security situation in
real time.

II. RELATED RESEARCH
Robot swarms are one of the hottest topics in both robotics
and artificial intelligence [1]. As the key enablers in practical
robot swarms, communication and networking are attracting
attention [2], [3]. Most research consider centralized control,
reliable communication infrastructure, distributed task allo-
cation, formation control and collision avoidance in robot
swarms and so on [4], [5]. But few studies are focus on Robot
swarms’ network security [6].

In the field of network security, quantitative assessment
of a network security situation has always been a research
hotspot, and there have been multiple related research results.
Wang et al. proposed a network security situation index sys-
tem based on an analytic hierarchy process (AHP) and grey
clustering algorithm [7]. Chen et al. reported an index system
for quantitatively assessing of network security situation and
provided an example of the evaluation process.Moreover, this
index system can be used for assessing softs witch andmobile

core network [8]. Tang et al. proposed a quantitative assess-
ment model of network security situation based on situation
entropy and developed the calculation method of situation
assessment index value of network availability [9]. From the
perspective of system securitymechanism, Yao et al. reported
a method to construct the index system of network security
situation elements and developed the method to acquire the
data of network availability situation elements and calculate
the index value [10]. Li et al. proposed a vulnerability index
system construction method based on a knowledge reduc-
tion algorithm, which guarantees the accuracy of assessment
results and is more objective compared to an AHP weight
judgment method [11]. Zhang et al. proposed a configurable
network security quantitative assessment model, which gen-
erated a corresponding network security situation quantitative
assessment model for the dynamic configuration of different
requirements [12]. Ming et al. proposed a network survivabil-
ity evaluation model based on a PDR model and a survivabil-
ity R3 model [13]. Ou et al. examined the weight allocation
method of network security index systems and proposed a
method based on Delphi and AHP to calculate the weight
value of index [14].

For applying deep learning in the field of network secu-
rity, the existing studies primarily focused on using deep
learning methods for malware detection and intrusion detec-
tion. Wenyi and Stokes et al. [15] proposed MtNet, which
uses multi-task learning and DNN (Deep neural network)
to extract features of a malicious code. Kolosnjaji et al. [16]
constructed a neural network based on a convolutional layer
and a recurrent layer to detect malware system call sequences
obtained via dynamic analysis. Tobiyama et al. [17] simul-
taneously used RNN (Recurrent Neural Network) and CNN
(Convolutional Neural Networks) to extract malware fea-
tures. Kim et al. [18] used LSTM (Long Short-TermMemory)
to conduct network intrusion detection on the KDD99 data
set and select parameters, thus achieving a high detection
rate. Salama et al. [19] first applied DBN (Deep Belief Net-
work) as a generation model for data dimensionality reduc-
tion in intrusion detection and used SVM (Support Vector
Machine) to classify the data after dimensionality reduction.
Abolhasanzadeh et al. [20] proposed a method for the dimen-
sionality reduction of intrusion detection features using the
Bottleneck AE architecture. Alom et al. [21] used DBN to
classify intrusion detection, digitally encoded features, and to
reduce the dimensionality of features via deviation standard-
ization. Aygun et al. [22] proposed a random denoising self-
encoder for intrusion detection and achieved a good detection
rate.

At this stage, to assess network security, we conducted
studies by combining the traditional neural network with
the calculation of network security indices and obtained
good results [23]–[27]. However, when dealing with large-
scale input data, the complete connection structure of tra-
ditional neural networks is not effective when it is applied
to large-scale complex networks because the dimension of
hidden layer nodes and input data exponentially increases.
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FIGURE 1. Convolution neural network model structure for network
security situation assessment.

Moreover, the bias value that is corresponding to each
intermediate node will lead to excessive weights in nodes.
However, the use of deep learning, particularly CNN, is still
being explored for the quantitative assessment of the network
security situation.

III. QUANTITATIVE ASSESSMENT MODEL OF WIRELESS
CONNECTED INTELLIGENT ROBOT SWARMS NETWORK
SECURITY SITUATION BASED ON CNN
A. CONVOLUTIONAL NEURAL NETWORK
As a typical deep learning model, CNN has evolved from
a traditional neural network model and is extensively used
in image recognition, target detection, speech recognition,
text processing and other aspects; moreover, it has achieved
remarkable results and effects [28]–[30]. CNN has the char-
acteristic of sharing weights and can effectively reduce the
computational complexity of high-dimensional data using
convolution and pooling. Moreover, weight sharing on a
feature-mapping surface can help in parallel computation,
which is conducive for improving the model’s efficiency.
Furthermore, the role of pooling is reflected when summa-
rizing the statistical characteristics, which can show a bet-
ter effect for preventing over-fitting. As shown in Figure 1,
the convolution kernel, represented by a light color, is used
for conducting inner product operation with the training data
matrix in the convolution operation of the model; moreover,
a feature map is generated via a certain stride movement.
Thus, the convolution output is considered as the input of
pooling, and then the calculation is performed through sim-
ilar pooling kernels to reduce the computational complexity,
and then the model is constructed by combining multiple
convolutions and pooling.

By taking advantage of the abovementioned operational
characteristics of CNNs, we can efficiently calculate the
required fitting expert assessment results by mining the cor-
relation between the eigenvalues and the non-linear mapping
between the input and output eigenvectors.

Generally, network-generated data can be divided into
either batch data or stream data; however, the data in the
field of network security situation have real-time and time-
ordered characteristics, which is a typical stream data. There
are bound to be limitations such as the effect of analyzing
information at a specific time only. The analysismodel should
have the ability of online learning, i.e., the stream data gen-
erated in real-time should be iteratively processed to update
and optimize its learning function. The CNN characteristics

agree with this requirement; therefore, they are suitable for
network security data analysis of large-scale liquidity.

B. CNN DATA INPUT
According to CNN characteristics, we should analyze the
quantified network security data in the form of stream. There-
fore, when using convolutional social networks to perform
quantitative assessment of the wireless connected intelligent
robot swarms network security situation, we are first required
to design a wireless connected intelligent robot swarms net-
work security index system; then quantify and standardize
the selected index; and then form an equal-length multi-
dimensional vector. In this manner, these vectors are com-
bined into a data set D = {d1, d2, . . . , dn}, which acts as an
input to the model.

1) CONSTRUCTION OF WIRELESS CONNECTED INTELLIGENT
ROBOT SWARMS NETWORK SECURITY INDEX SYSTEM
To meet the quantitative assessment requirements of wireless
connected intelligent robot swarms network security situa-
tion, we designed a hierarchical assessment model of network
security index system, which includes three dimensions: a
basic operation index to reflect the basic state of wireless
connected intelligent robot swarms network as well as certain
security information and anti-risk capability; a vulnerability
index to reflect the different types of security vulnerabili-
ties existing in wireless connected intelligent robot swarms
network and the severity of the impact of security vulner-
abilities on network security; and a threat index to reflect
the different elements of wireless connected intelligent robot
swarms network attacks from outside and the severity of
active attacks. To effectively measure the security state of the
network from these aspects, it is necessary to further adopt
assessment factors with smaller dimensions and assess the
security state of the network in various aspects. The specific
design is shown in the following figure 2.

a: BASIC OPERATION INDEX
An infrastructure operation index primarily considers
whether it is sufficiently robust to perform its own working
capacity from the aspects of wireless connected intelligent
robot swarms network hardware and software capabilities,
as well as security protection capabilities against external
threats and actual loads. The basic operation index is used
to reflect the basic state of the network and the safe operation
of various programs; moreover, it is primarily divided into
disaster tolerance and stability.

b: VULNERABILITY INDEX
A vulnerability index primarily considers the vulnerability
of wireless connected intelligent robot swarms, i.e., the vul-
nerability of the network itself without attacks, e.g., how
many attacks can the network withstand on its own and how
much harm and loss can the attack bring to the network. The
vulnerability index is extensively used in many network secu-
rity index systems. In wireless connected intelligent robot

VOLUME 7, 2019 134295



W. Han et al.: Quantitative Assessment of Wireless Connected Intelligent Robot Swarms Network Security Situation

FIGURE 2. Construction of network security index system.

swarms network security index systems, the network disaster
tolerance will be considered within the scope of vulnerability
index.

c: THREAT INDEX
Threat index refers to quantitative function of the inherent
risk brought by valuing assets owned by the network subject,
the credibility of external threats, and the ease of exploiting
vulnerabilities and securitymeasures. In this study, the impact
of threats, i.e., network attacks on wireless connected intelli-
gent robot swarms is primarily considered, and the related
index of threat dimension is collectively referred to as threat
index. Network attacks exist in the form of network alarms,
which are generated by event correlation analysis collected
by multiple security devices. The hierarchical structure of
the threat index corresponding to many network attacks is
shown in the figure 2. Note that because of space constraints,
there are many threat indices that have not been shown in the
figure 2.

2) DATA QUANTIFICATION OF WIRELESS CONNECTED
INTELLIGENT ROBOT SWARMS NETWORK
SECURITY INDEX SYSTEM
After determining the wireless connected intelligent robot
swarms network security index system, quantifying and nor-
malizing the obtained network security data before it can be
used as the input of CNN is necessary.

a: QUANTIFICATION OF BASIC OPERATION INDEX
First, the quantitative data are normalized, and the sever-
ity is measured by the overload rate of each index in each
time period. The overload rate is defined as follows: oij =
kij/lij where i belongs to the integer set {1, 2, 3, 4}, repre-
senting peak traffic, bandwidth utilization, CPU utilization,
and memory utilization, respectively; j is the range of node
number from 1 to N; lij represents the threshold of attribute i
in node j; kij represents the real value of attribute i in node j;
and oij is the overload rate of attribute i in node j. Then,
the overload rate is qualitatively quantified and divided into
five grades according to certain rules, and then each grade is
normalized.

For the disaster tolerance quantification of basic operation
index, the number of surviving hosts, key equipment, and
safety equipment are quantified using a linear normalization
method, while the quantification process of other indexes can
be qualitatively quantified according to the real environment.

b: QUANTIFICATION OF VULNERABILITY INDEX AND
THREAT INDEX
We adopted the network vulnerability index and threat
index calculation model based on a hierarchical index.
Considering the network vulnerability index as an example,
the network vulnerability index of a three-level index basic
network is obtained via a hierarchical calculation principle.
Then, the network vulnerability index of a secondary index
basic network is calculated by a three-level index of the
basic network. Finally, using the deep learning network,
the final network security index obtained by the vulnerability
index of secondary network and other secondary indexes is
inputted. Note that the calculation of network vulnerability
of a two-level index V is divided into two steps:

First, the secondary network vulnerability index is clas-
sified into n categories according to the vulnerability index
classification criteria. Then, according to the three-level vul-
nerability data of each category, the basic vulnerability char-
acteristic indexes A1, A2, A3, . . . Am−1, Am of each category
are determined. Finally, the corresponding secondary vulner-
ability indexV is calculated from these characteristic indexes.

The secondary vulnerability index V of a certain network
at time t is defined as follows:

V (t) = f (g(A1(t)), g(A2(t)), · · · g(An(t))) (1)

where Ai(t) is the numerical value of the index Ai at t time
and g(Ai(t)) is the normalized value of Ai(t).
Note that function is a type of aggregation function that

is used to calculate the vulnerability through the quantiza-
tion value of characteristics of a class of events. Basically,
themost commonly used aggregation function is theweighted
sum method, i.e.

V (t)=
∑m

i=1
g(Ai(t))×wi where

∑m

i=1
wi=1, wi≥0

(2)

where wi is the weight of the index, and the rationality and
accuracy of the weight directly affect the reliability of the
evaluation results.

3) DATA INPUT MODE
After quantifying and standardizing the wireless connected
intelligent robot swarms network security data, these data
should be constructed intomulti-dimensional vectors of equal
length. Then, these vectors are composed of data set D =
{d1, d2, . . . , dn}. Finally, it is inputted into the CNN. Note
that the data input mode directly affects the training and
learning effect of CNN; therefore, we design different data
combination input modes and determine its effect via testing.
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a: RANDOM DATA COMBINATION INPUT
This is the simplest way of data input. We randomly arranged
the data of leaf nodes in the network security index system
into analog image data of m rows × n columns. The output
is 10 network security levels; however, after normalizing the
input data, its value is limited to 0-1, while the output is
limited to 0-9.

b: SUBNETTING DATA INPUT MODE
The network security data is divided into n subnets.
Therefore, di in D = {d1, d2, . . . , dn} is the network security
index data collected in a subnet. Each di is sorted according
to three dimensions: basic operation dimension, vulnerability
dimension, and threat dimension, i.e., di = (X indexes of
basic operation dimension; Y indexes of vulnerability dimen-
sion; and Z indexes of threat dimension).

c: GROUPED DATA INPUT MODE
In the training process of CNN, whether the training data
of the same batch (i.e., the set of different two-dimensional
data sets provided for joint training in a single training)
have similar size and weight characteristics will have con-
siderable impact on the training effect of the deep learn-
ing network; therefore, we can try to improve the input
mode 2. The training data can be grouped in advance, and
the data sets with the same characteristics can be considered
in the same training batch to try to improve the model’s
accuracy.

Data input is set to m rows × n columns of analog
image data. Note that n columns of data represent n different
network subnets, and each row of data represents different
collection data of a basic network security index data in
n subnets. Furthermore, for the same batch of data, the m
rows × n columns of data have similar size characteristics,
and the similar security level output can be obtained.

C. CONSTRUCTING THE MODEL STRUCTURE
1) CONVOLUTION
Figure 1 shows that the first layer of convolution operation
extracts features from input data by sliding the 1× n 1D con-
volution kernel window.Moreover, other deeper convolutions
are similar to this operation. Therefore, for the input data x,
we defined the convolution calculation of feature map σ of
layer m as follows:

cmσ (x)= f
(∑

w(m,σ )p(m−1)i + b(m,σ )
)
, σ =1, 2, · · · , n.

(3)

cmσ (x) denotes the output of feature extraction of the upper
layer by the convolution kernel σ of the layer m; w(m,σ )

denotes the weight parameter of convolution kernel σ of
the layer m; p(m−1)i denotes the ith feature map in the
layer m-1; b(m,σ ) is the bias value; and f (·) is the acti-
vation function. We have used the ReLU function at this
instance.

TABLE 1. Weight training update rules.

2) POOLING
For each convolution feature map, the 1D maximum pooling
layer can be used for downsampling.

smσ = maximum pooling
(
cm−1σ

)
+ b(m,σ ) (4)

The pooling operation is primarily used to rapidly shrink
the network scale, better highlight the summary statisti-
cal characteristics, reduce noise interference, and effectively
overcome over-fitting.

3) OUTPUT
The output is Pre = {pr1, pr2, . . . , prn}, and the input index
is converted into the predicted value by function calculation.

4) CALCULATION
The model uses a back propagation algorithm to calculate the
weight. For layer m of the network, the calculation weight of
the ith input feature and the jth output feature are updated as
follows:

1wij = αδjPi. (5)

If the layer m is the last layer, δj in the above equation can
be calculated as follows:

δj =
(
T − Cj

)
d ′(Pi) (6)

where d ′(p) is the derivative of a function. Moreover, if layer
m is not the last layer, δj in Equation (5) can be calculated as
follows:

δj = d ′(Pi)
∑Nm+1

k=1
wjk (7)

Note that k is the kth output of layer m + 1 and j is the
jth output of layer m. Therefore, the training process can be
constructed as shown in Table 1:

D. SETTING OF MODEL PARAMETERS
Considering the learning efficiency and the total amount of
computation, using smaller convolution kernels can help con-
struct a relatively deep model. Although it seems more com-
plex, this approach works better than the traditional shallow
network with additional connections. Thus, we constructed
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TABLE 2. Initial setting of model parameters.

FIGURE 3. Experiment effect diagrams of random data combination input
mode.

a five-layer hidden layer part. To calculate the convolution,
the first three layers and the last two layers use 1 × 4 and
1 × 3 convolution kernels, respectively. Table 2 lists the key
parameters.

IV. EXPERIMENTAL ANALYSIS
A. EXPERIMENTAL DATA
Currently, there is no open test data set for the quantitative
analysis of wireless connected intelligent robot swarms net-
work security situation. For this experiment, we used network
security data of wireless connected intelligent robot swarms
simulation system for 6 months and extracted 3150K of rep-
resentative manually annotated historical data in our cyber
range environment [31]. We selected 28 specific indexes
for corresponding preprocessing from the designed index
system, and the magnitude of data was unified using the
standard normalization method. We used the 3000K data as
the training set and the 150K data as the test set.

B. EXPERIMENTAL RESULTS AND ANALYSIS
1) ANALYSIS OF THE INFLUENCE OF DIFFERENT DATA
INPUT MODES ON THE LEARNING EFFECT OF CNN
We used the same CNNmodel and parameter setting in which
the batch number of the same input was 64. The effects of
the three different data input modes discussed in section ‘‘B.
CNN Data Input’’ were compared and tested.

Figure 3 shows the experimental results of the random
data combination input mode. The left image is the precision
image, the right image is the loss image, the dashed line is

FIGURE 4. Experimental effect diagrams of subnetting data input mode.

FIGURE 5. Experiment effect figure of grouped data input mode.

FIGURE 6. Calculation results of CNN model.

the direct data result of the actual experiment, and the real
line is the data result after smoothing by fitting parameter
smoothing (smoothing = 0.6). The highest precision rate of
a single test is 74%, and the fluctuation range is considerably
large; therefore, the test effect is not good.

Figure 4 shows the experimental results of subnetting data
input mode. Note that the highest precision rate can reach
82%. The overall effect is better than the data input mode
of random data combination; however, the problem that the
training effect fluctuates considerably does exist.

Figure 5 shows the experimental results of grouped data
input mode, and the highest precision rate is 95%. From
the experiments, we observe that the same batch of training
data using data sets of similar size and weight characteristics
can effectively reduce the fluctuation of training curve and
improve the precision rate. Thus, the experiment effect is
generally improved.

2) EFFECT ANALYSIS OF WIRELESS CONNECTED
INTELLIGENT ROBOT SWARMS NETWORK
SECURITY SITUATION QUANTIFICATION
ASSESSMENT BASED ON CNN
We inputted the pre-processed experimental training data
into the CNN model using a grouped data input method.
After multiple training, the function achieved the self-trained
learning artificial evaluation effect. As shown in Figure 6,
the function error reached the optimal convergence after the
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TABLE 3. Comparison of regression evaluation indexes.

39th iteration; thus, it automatically stopped the iterative con-
vergence. If we compare the calculated results of the learned
function model with the labeled expected values, the results
can be fitted well.

3) COMPARISONS BETWEEN CNN AND
OTHER DEEP LEARNING MODELS
In this study, to objectively understand the calculation effect
of the model, we placed the experimental data into linear
regression, back propagation neural network, multi-layer per-
ceptro and kernel ridge regression to compare the computa-
tional results using CNN. We used four evaluation indices,
i.e., explained variance score, mean absolute error, mean
squared error (MSE), and goodness of fit R2 Score, to assess
the performance of the regression equation. On comparing
multiple models, CNN performs better than other models
except for the R2 Score. The experimental results are shown
in Table 3.

V. CONCLUSION
The wirelessly connected intelligent robot swarms are more
vulnerable to be attacked due to their unstable network
connection and limited resources, and the consequences of
being attacked are more serious than other systems [32]–[35].
Therefore, the quantitative assessment of wireless connected
intelligent robot swarms network security situation is very
important. Traditional quantitative assessment methods of
network security situation mostly rely on artificial evaluation.
Note that the index weight determined by them is fuzzy,
the set value fluctuates considerably sometimes, and they lack
adaptability when facing different cyberspace and different
factors of concern. Therefore, in this study, we present a
quantitative assessment method of network security situation
based on CNN. We used the convolutional layer to locally
detect and deeply extract the feature, and the pooling layer
is used to rapidly shrink the network scale and highlight
the summary features. Using the deep network structure of
several hidden layers, the process of comprehensive quanti-
tative assessment of network security situation by fitting the
expert experience is finally realized using adaptive charac-
teristics such as online learning. Moreover, by experimental
comparison, in this study, we combine the characteristics of
network security index system and CNN to achieve a better
quantitative assessment of network security situation. Note
that the calculation results are better than those of other
models.
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