
Received August 8, 2019, accepted August 27, 2019, date of publication September 9, 2019, date of current version September 23, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2940027

Joint Tracking and Classification of Extended
Targets Using Random Matrix and Bernoulli
Filter for Time-Varying Scenarios
LIPING WANG 1, YUAN HUANG 2, RONGHUI ZHAN 1, AND JUN ZHANG1
1Science and Technology on Automatic Target Recognition Laboratory, National University of Defense Technology, Changsha 410073, China
2Space Information Processing Center, National University of Defense Technology, Changsha 410073, China

Corresponding author: Ronghui Zhan (zhanrh@nudt.edu.cn)

This work was supported by the National Natural Science Foundation of China under Grant 61471370.

ABSTRACT In surveillance applications, the extent states and measurements of extended targets received
by sensors are time-varying. In this paper, we propose a joint tracking and classification (JTC) method for
single extended target under the presence of clutter and detection uncertainty. The extent state is modeled
as elliptic shape via random matrix model (RMM), and is used as the feature for target classification.
To adapt to the time-varying conditions of an extended target, the RMM proposed by Lan et al. is used.
Besides, the RMM is integrated into Bernoulli filter to detect an extended target with clutter and detection
uncertainty. The resulting method is called joint tracking and classification Gaussian inverse Wishart
Bernoulli (JTC-GIW-Ber) filter, and the closed expressions for JTC-GIW-Ber filter recursions are derived
under the necessary assumptions and approximations. Comprehensive simulations are carried out to test
the performance, and the results demonstrate that the proposed JTC-GIW-Ber filter not only outperforms
the JTC-GIW probability hypothesis density (JTC-GIW-PHD) filter and the GIW-Ber filter in extent state
estimation, but also outperforms the JTC-GIW-PHD filter in target classification.

INDEX TERMS Bernoulli filter, joint tracking and classification, random matrix model, single extended
target.

I. INTRODUCTION
In many civil and military applications such as surveillance,
target tracking and target classification are two critical prob-
lems. Target tracking is a problem about estimating the target
state, and target classification is a problem about determin-
ing the target class. These two problems are usually inter-
dependent. For example, target tracking could affect target
classification by providing kinematic and size information of
different classes, and target classification could affect target
tracking via using class-dependent motion models. There-
fore, it is necessary to simultaneously deal with target track-
ing and classification under a unified interactive framework,
that is, joint tracking and classification(JTC). JTC methods
provide an effective way to overcome the shortcomings of
isolated processing in traditional target tracking and target
classification [1]–[7].

The associate editor coordinating the review of this manuscript and
approving it for publication was Yue Zhang.

For the early low resolution sensors, at most one mea-
surement will be generated for a single target. Accordingly,
the targets are called point targets. Considering the differ-
ent way of measurement information utilization, the JTC
methods for point targets can be roughly divided into two
categories: 1) kinematic information based methods [4], [5],
and 2) attribute information based methods [6], [7]. For kine-
matic information based JTC methods, the motion property
of targets (including velocity and acceleration ability) can be
used for classification. For example, by using the acceleration
ability limits, static class-matched filters are designed for
aircraft targets JTC in [4]. By using velocity constraints, both
the class-dependent velocity likelihoods and the kinematic
measurement likelihoods are used to improve the accuracy
of classification in, [5]. For attribute information based JTC
methods, extra sensor is required to obtain the target attribute,
typical application examples can be found in, [6] and [7],
where electronic support measures (ESM) are used to provide
attribute measurement data.
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Due to rapid advances in sensor technology in recent years,
it becomes increasingly common that targets occupy several
sensor resolution cells and generate at least one measurement
at each time step. Therefore, the targets are called extended
targets [8]. The more sufficient information obtained by high
resolution sensors can facilitate extended target classification.
However, in the real application environment, the classifi-
cation feature originated from extended target is probably
time-varying, and needs to be modeled as extent state in the
estimate process. Therefore, for extended targets JTC, not
only kinematic state but also extent state needs to be esti-
mated. The extent state describes the spatial expansion of the
extended targets, and it mainly contains information such as
shapes (ellipse, rectangle, or other complex arbitrary shapes),
size, and orientation. The extent state can be estimated by the
randommatrix model (RMM) [9]–[11], the random hypersur-
face model (RHM) [12]–[14], the Gaussian processes model
[15], [16], and so on. Compared with the JTC methods of
point targets, the extent state can be used as the feature for
target classification. For example, Lan and Li [1] proposed
JTC method of extended targets using RMM and the prior
information of target size. Based on the support function,
Sun et al. [17] proposed the JTC method of extended tar-
gets using RMM. Magnant et al. [18] took advantage of
target extent measurements and proposed a JTC algorithm
for extended targets. However, these previous methods did
not address the issues of tracking multiple extended tar-
gets with unknown number, or with clutter and detection
uncertainty. To solve these problems, Hu et al. [19] pro-
posed a JTC method for maneuvering extended multi-target
based on probability hypothesis density (PHD) filter [20]
and RMM. Nevertheless, the PHD filter is the first moment
approximation of multi-objective Bayesian filters, and per-
forms relatively poor in cardinality estimation. Besides, extra
multi-target extraction is needed for the PHD filter [21].
The Bernoulli filter is an exact Bayesian single-target detec-
tor/tracker [22], and it was used to address the point targets
JTC problem in [23] and [24]. As for extended target JTC,
no much work has been found in the framework of Bernoulli
filter currently.

For JTCmethods of point targets, the effectiveness of kine-
matic information based JTCmethods will be greatly reduced
when targets have similar speed or acceleration, and the
attribute information based JTCmethods have to rely on extra
measurements information. In contrast, the JTC methods of
extended targets based on the extent state have better robust-
ness and need no extra sensor measurement information. For
sea surveillance, the ship shape can be well represented by
an elliptical shape, and the successful application examples
of extended target tracking using X-Band radar data are pre-
sented in [25]–[27]. In this paper, we propose a joint track-
ing and classification Gaussian inverse Wishart Bernoulli
(JTC-GIW-Ber) filter by using the extent state as the feature
for classification. In the proposed method, we adopt the
random matrix to model the extended target as ellipse for the
reason that RMM has a concise closed expression, and we

only use simulated data to perform experiments in view of
the unavailability of real radar data.

In summary, the main contributions of this paper are as
follows: 1) the JTC-GIW-Ber filter is proposed for single
extended target under the presence of clutter and detec-
tion uncertainty. 2) closed expressions for the proposed
JTC-GIW-Ber filter recursions are derived. 3) the proposed
JTC-GIW-Ber filter is compared with the GIW-Ber filter and
the JTC-GIW-PHD filter under the time-varying scenarios.

The rest of this paper is organized as follows. Section II
starts with a brief review of the problem formulation and
Bernoulli filter for the extended target. Then the proposed
JTC-GIW-Ber filter and its closed expression are described
in Section III. Simulation results are presented in Section IV.
Finally, conclusions are given in Section V.

For the sake of clarity and readability, the symbolic repre-
sentation of variables in this paper obeys the following rules.
Minor non-bold letters, e.g., k, j, represent scalars. Minor
bold letters, e.g., x, z, represent vectors. Capital non-bold
letters, e.g., X ,Z , represent matrices. Capital bold letters,
e.g., X,Z, represent sets. Some notations and distributions
used in this paper are summarized in Table 1.

II. BACKGROUND
A. PROBLEM FORMULATION
For extended targets, the target state consists of the kinematic
state and the extent state. In this paper, xk = (rTk , ṙ

T
k , r̈

T
k )

T

represents kinematic state, where the vectors rk , ṙk , and r̈k are
the spatial position, velocity and acceleration, respectively,
with the dimension of target motion space d . In this paper,
we assume that the target moves in a two-dimensional space,
which means that d = 2. The dimension of the kinematic
state vector xk is 3d×1. In the framework of RMM, the extent
state is modeled by a symmetric positive define (SPD) ran-
dom matrix Xk with the dimension of d × d . In order to
express more concisely, ξk , (xk ,Xk ) is used to represent the
state of an extended target. For the convenience of subsequent
formula derivation, the operation sign⊗ is used to define the
Kronecker product of two matrices.

The kinematic state dynamics is modeled as:

xk = (Fk|k−1 ⊗ Id )xk−1 + vk , (1)

where, Fk|k−1⊗Id is the state transition function, Id is a d×d
identity matrix, and vk is the process noise following Gaus-
sian distribution, i.e.,N (vk ; 0,Qk|k−1⊗Xk ). This distribution
of the process noise indicates that the kinematic state xk is
affected by the extent state Xk . Fk|k−1 and Qk|k−1 are given
by:

Fk|k−1 =

1 ts
t2s
2

0 1 ts
0 0 e−

ts
θ

 , (2)

Qk|k−1 = 62(1− e−2ts/θ )diag
(
[ 0 0 1 ]

)
, (3)

where,6 is the scalar acceleration value and ts is the sampling
time. θ is the maneuver correlation time constant. The diag(·)

VOLUME 7, 2019 129585



L. Wang et al.: JTC of Extended Targets Using Random Matrix and Bernoulli Filter for Time-Varying Scenarios

TABLE 1. List of mathematical symbols and probability distributions.

denotes a diagonal matrix with the elements of vector on the
main diagonal.
Zk = {zmk }

nk
m=1 is a set with nk position measurements

received at time k . The measurement model for an extended
target is given by:

zmk = Hkxk + emk , m = 1, · · · , nk , (4)

where, Hk = (hk ⊗ Id ), hk = [1 0 0] , and emk is Gaussian
white noise.

According to the Bayesian theory and RMM, the esti-
mator can obtain the probability density function (PDF)
p(xk ,Xk |Zk ) based on the measurement set Zk at time
k and the PDF p(xk−1,Xk−1|Zk−1) at time k − 1. The
kinematic state is modeled by the Gaussian distribution,
that is, N (xk ;mk ,Pk ⊗ Xk ). The Pk ⊗ Xk indicates that
the estimated kinematic state xk is affected by the extent
state Xk . The extent state is modeled by the inverse
Wishart distribution, that is, IW(Xk ; vk ,Vk ). Under the
assumption p(xk−1,Xk−1|Zk−1) = N (xk−1;mk−1,Pk−1 ⊗
Xk−1)IW(Xk−1; vk−1,Vk−1), p(xk ,Xk |Zk ) turns out to be
N (xk ;mk ,Pk ⊗ Xk )IW(Xk ; vk ,Vk ) by two-step operation

of prediction and update. More complex dynamical variation
of extent state and practical observation distortion are con-
sidered in [11], and we use the same RMM in this paper.
Therefore, the evolution model of extent state is given by

p(Xk |Xk−1) =W(Xk ; δk ,AkXk−1ATk ), (5)

where, δk is the freedom parameter, and Ak is a d × d matrix
which shows the specific dynamic evolution mode of the
extent state.
For the measurement noise emk , it is modeled by

N (emk ; 0,BkXkB
T
k ), (6)

where Bk is a d × d matrix which describes the distortion of
the extent state in terms of size, shape and orientation.

B. BERNOULLI FILTER FOR AN EXTENDED TARGET
A random finite set (RFS) is a set with finite ele-
ments [28], [29]. The number of elements in the set is random
and each element is a random variable. Besides, the elements
in the set are unordered. Three random finite sets (RFSs) are
used in the Bernoulli filter for an extended target: Bernoulli
RFS, Poisson RFS, and Binomial RFS. Poisson RFS and
Binomial RFS are special cases of the independent identi-
cally distributed (i.i.d) cluster RFS. For the Bernoulli filter
of an extended target, target state at time k is modeled by
the Bernoulli RFS. The sensor measurements are composed
of target measurements and clutter measurements, both of
which are defined as RFSs. Measurements originating from
the extended target are defined as Binomial RFS. The clutter
measurements are modeled by Poisson RFS.

1) BERNOULLI RFS
Bernoulli RFS can either be an empty set ∅ with probability
1 − q or be a single element set with probability q and PDF
S(ξ ). The finite set statistics (FISST) PDF of a Bernoulli
RFS X is

f (X) =

{
1− q if X = ∅,
qS(ξ ) if X = {ξ}.

(7)

2) i.i.d CLUSTER RFS
The elements of i.i.d cluster RFS X are independently and
identically distributed. The spatial distribution function(i.e.
PDF) of these elements is S(ξ ) and the distribution of cardi-
nality |X | is ρ(|X |). The FISST PDF of a i.i.d cluster RFS X
is

f (X) = |X |!ρ(|X |)
∏
ξ∈X

S(ξ ). (8)

3) POISSON RFS
When the cardinality distribution ρ(|X |) in the i.i.d cluster
RFS obeys Poisson distribution, the i.i.d cluster RFS becomes
Poisson RFS with the FISST PDF

f (X) = e−λ
∏
ξ∈X

λS(ξ ), (9)

where λ is the Poisson average rate.
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4) BINOMIAL RFS
When the cardinality distribution ρ(|X |) in the i.i.d clus-
ter RFS obeys Binomial distribution, the i.i.d cluster RFS
becomes Binomial RFS with the FISST PDF

f (X) =
l!

(l − |X |)!
P |X |(1− P |X |)l−|X |

∏
ξ∈X

S(ξ ), (10)

where l is the number of binary experiments and P is the
probability of experiment success.

For target tracking, the Bernoulli filter [22] propagates
the posterior probability of target existence qk = P(|X | =
1|Zk ) and the posterior spatial PDF Sk (ξ ) = p(ξ |Zk ). The
prediction equations of Bernoulli filters are:

qk|k−1 = pB(1− qk−1)+ pSqk−1, (11)

Sk|k−1(ξ ) =
pB(1− qk−1)Sk|k−1,B(ξ )

qk|k−1

+
pSqk−1

∫
πk|k−1(ξ |ξ ′)Sk−1(ξ ′)dξ ′

qk|k−1
, (12)

where, pB and pS are the probability of target birth and target
survival, respectively. πk|k−1(ξ |ξ ′) is the transitional density
which describes the target state evolving from ξ ′ to ξ . The
PDF Sk|k−1,B(ξ ) denotes the PDF of birth targets.
It is assumed that at time k , the target consists of lk mea-

surements (target originated measurement points) with the
probability of detection pD, and the spatial distribution of
clutter is C(z) with Poisson average rate λ. Due to the uncer-
tainty of detection, an extended target can produce zero, one
or more detection. Therefore, when multiple measurements
are received, all the possibilities of measurement partition
need to be traversed, that is,W ∈ P1:lk (Zk ), where P1:lk (Zk )
is the set of all subsets of Zk with cardinalities equal to
1, 2, · · · , lk . The Bernoulli filter update equations are:

qk =
1−1k

1− qk|k−11k
qk|k−1, (13)

Sk (ξ ) =

(1− pD)lk +
∑

W∈P1:lk (Zk )
ψk

∏
z∈W

gk (z|ξ )
λC(z)

1−1k
Sk|k−1(ξ ),

(14)

1k = 1− (1− pD)lk

−

∑
W∈P1:lk (Zk )

ψk

∫ ∏
z∈W

gk (z|ξ )Sk|k−1(ξ )dξ∏
z∈W

λC(z)
, (15)

ψk =
lk !

(lk − |W |)!
p|W |D

(1− pD)|W |−lk
, (16)

where gk (z|ξ ) is the likelihood function. Due to the fact that
lk is unknown, we need to calculate the lk using the received
measurements. First, the cluster processing using the distance
partitioning will generate nW subsetsW (m), m = 1, · · · , nW .
Then the value of lk can be obtained by:

Wmax = max
{∣∣∣W (1)

∣∣∣ , ∣∣∣W (2)
∣∣∣ , · · · , ∣∣∣W (nW )

∣∣∣} , (17)

lk = round
(
Wmax

pD

)
. (18)

where round(·) denotes rounding towards the nearest integer.
The GIW-Ber filter presented in [30] integrates the

RMM [9] into the Bernoulli filter. However, the measure-
ment noise and the more complex dynamical variation are
not taken into consideration in the method proposed in [9],
and these two problems are solved by the RMM proposed
in [11]. Therefore, we use the RMM in [11] to improve the
GIW-Ber filter in [30], and the improved GIW-Ber is used as
a class-dependent filter for the proposed JTC-GIW-Ber filter
in this paper.

III. JTC ALGORITHM BASED ON BERNOULLI FILTER AND
RANDOM MATRIX FRAMEWORK
A. THE PROPOSED JTC-GIW-BER FILTER
For JTC, (xk ,Xk , c) is used to remodel an extended target at
time k , where c= (c1, c2, · · · , cnc ). nc indicates the number
of known possible target classes, and ci represents the ith
target class. From the point of Bayesian filter, the JTC is
in essence used to obtain the probability density-mass func-
tion (PDMF) of the extended target

p(xk ,Xk , c|Zk ) = p(xk ,Xk |c,Zk )p(c|Zk )

=

nc∑
i=1

p(xk ,Xk |ci,Zk )p(ci|Zk ), (19)

where p(xk ,Xk |c
i,Zk ) and p(ci|Zk ) represent target state esti-

mation and probability of target class, respectively.
For target tracking, using the Bayesian formulas, the PDF

of p(xk ,Xk |ci,Zk ) can be obtained under the one-order
Markov state transition assumption, i.e.,

p(xk ,Xk |ci,Zk )=
p(Zk |xk ,Xk , ci,Zk−1)p(xk,Xk |ci,Zk−1)

p(Zk |ci,Zk−1)
.

(20)

In (20), the p(Zk |ci,Zk−1) =
∫
p(Zk |xk ,Xk , ci,Zk−1)

p(xk ,Xk |c
i,Zk−1)dxkdXk is the normalized parameter. For

simplification, 3i
k , p(Zk |ci,Zk−1). Therefore, (20)

becomes

p(xk ,Xk |ci,Zk )

= (3i
k )
−1
p(Zk |xk ,Xk , ci,Zk−1)p(xk ,Xk |ci,Zk−1), (21)

For target classification, using the total probability
principle and Bayesian formulas, the probability mass func-
tion (PMF) of µik , p(ci|Zk ) can be obtained as

µik =
p(Zk |ci,Zk−1)p(ci|Zk−1)

p(Zk |Zk−1)
, (22)

where p(Zk |Zk−1) =
nc∑
i=1

p(Zk |ci,Zk−1)p(ci|Zk−1) is the nor-

malized parameter and can be defined as ∇k . Therefore,

we have ∇k =
nc∑
i=1
3i
kµ

i
k−1 and (22) can be rewritten in a
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more compact form as:

µik = (∇k )−1p(Zk |ci,Zk−1)p(ci | Zk−1)

= (∇k )
−13i

kµ
i
k−1. (23)

For extended targets, the extent state may contain the size,
shape, and orientation information. In the RMM, the extent
state is modeled as elliptic shape using a SPD matrix Xk .
For elliptic targets, their sizes are determined by major and
minor axes. Therefore, the concrete expression of extent state
is Xk = Mkdiag([(ak/2)2, (bk/2)2])MT

k , where Mk is the
rotation matrix which is determined by the orientation angle.
ak and bk are the lengths of major and minor axes at time
k , respectively. For JTC of extended targets, the extent state
can be used as the feature for target classification. Because
the target is moving, and orientation angle of the extended
state changes as the target moves. However, the shape and
size of extent state are known as a priori information for
a specific target class. In this paper, we use SPD matrix
to model class-dependent shape and size information, and
the corresponding extent state is called the class-dependent
extent state, that is, Zp,i ∈ Sn++. The Zp,i is a variable,
and its value is related to the target class i. In case of no
rotation (the major axis of the ellipse is parallel to X axis),
the mathematical expression of the class-dependent extent
state is Zp,i = diag([(ai/2)2, (bi/2)2]). ai and bi are the
lengths of major and minor axes of the target class i, respec-
tively. The class-dependent extent state can be regarded as
the pseudo-measurement information, which is not directly
obtained by senors, but can be used as the prior information
for JTC.

Based on the above analysis, the extent state Xk and
pseudo-measurements Zp,i have the following relationship

Xk = (E ik )
−1
Zp,i(E ik )

−T
, (24)

where the (E ik )
−1

is rotation matrix. In this paper, we assume
that the orientation angle of a target is same as the velocity
direction. Therefore, the rotation matrix (E ik )

−1
is

(E ik )
−1
=

[
cos(θk ) − sin(θk )
sin(θk ) cos(θk )

]
, θk = arctan

(
xk (4)
xk (3)

)
.

(25)

The transitional density of extent state is modeled as
Wishart distribution. Similarly, the transitional density of the
pseudo-measurements Zp,i from target class i and the extent
state Xk can be modeled as:

p(Zp,i|ci,Xk ) =W(Zp,i; δp,ik ,E
i
kXk (E

i
k )

T
/δ

p,i
k ). (26)

where δp,ik is the freedom parameter.
Since the pseudo-measurements {Zp,i}nci=1 can be obtained

as a priori information at each time, the available measure-
ments Zk at time k include both real measurements and
pseudo-measurements:

Zk =

{
Zk , {Zp,i}

nc
i=1

}
. (27)

Therefore, (19), i.e., PDMF for JTC of an extended target
becomes

p(xk ,Xk , c|Zk ) = p(xk ,Xk |c,Zk )p(c|Zk )

=

nc∑
i=1

p(xk ,Xk |ci,Zk )p(ci|Zk ). (28)

Equation (21) for target tracking becomes

p(xk ,Xk |ci,Zk ) = (3̃i
k )
−1
p(Zk |xk ,Xk , ci,Zk−1)

× p(xk ,Xk |c
i,Zk−1), (29)

where 3̃i
k=
∫
p(Zk |xk ,Xk , ci,Zk−1)p(xk ,Xk |ci,Zk−1)dxkdXk .

Equation (23) for target classification becomes

µ̃ik = (∇̃k )
−1
p(Zk |ci,Zk−1)p(ci|Zk−1)

= (∇̃k )
−1
3̃i
k µ̃

i
k−1, (30)

where, µ̃ik,p(c
i
|Zk ) and ∇̃k , p(Zk |Zk−1)=

nc∑
i=1
3̃i
k µ̃

i
k−1.

For tracking, the number and state of targets may vary
with time due to the existence of target birth and death
situations. In this paper, we propose joint tracking and clas-
sification filter for single extended target based on RMM
andBernoulli filter (JTC-GIW-Ber filter) for the time-varying
scenario. In this time-varying scenario, the number of
detected measurements and extent state of an extended tar-
get are varying along with the target range. The proposed
JTC-GIW-Ber filter uses the extent state as the feature infor-
mation for classification. Compared with kinematic informa-
tion based JTC methods and attribute information based JTC
methods, the proposed JTC-GIW-Ber filter does not have
to depend on target maneuver or additional senor’s attribute
information, and it only needs the position measurement
information generated by high resolution sensors to achieve
JTC. Besides, the proposed JTC-GIW-Ber filter can deal with
the presence of the detection uncertainty and clutter.
An extended target at time k − 1 is modeled as Xk−1 = ∅

or Xk−1 =

{ nc∑
i=1
ξ ik−1µ̃

i
k−1

}
, where nc is the number of target

classes. ξ ik−1 and µ̃
i
k−1 are the state and the class probability

of the ith target class at time k − 1. The closed expressions
for the proposed JTC-GIW-Ber filter recursions are derived
under the following assumptions.
Assumption 1: The kinematic part of a target follows a

linear Gaussian dynamical model, the sensor has a linear
Gaussian measurement model.
Assumption 2: The clutter is modeled as Poisson RFS, and

it is independent of target-originatedmeasurements. The PDF
of clutter is a uniform distribution.
Assumption 3: The measurements of extended targets are

modeled as Binomial RFS.
Assumption 4: The survival and detection probabilities are

state independent, i.e., pS(ξk ) = pS and pD(ξk ) = pD.
Based on the Assumptions 1–4, the proposed JTC-GIW-

Ber filter also includes two steps: prediction and update.
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In this paper, the superscript i denotes the target class, super-
script (j) denotes the jth GIW component, and superscript
(j,W ) denotes the jth updated GIW component using the W
measurement set.

1) PREDICTION STEP
Under linear Gaussian assumption as (1), it is possible to
propagate the spatial PDF Sk−1(ξ ) as a GIW mixture at time
k − 1, i.e.,

Sk−1(ξ ) =
Jk−1∑
j=1

nc∑
i=1

w(j),i
k−1N (x;m(j),i

k−1,P
(j),i
k−1 ⊗ X )

× IW(X; v(j),ik−1,V
(j),i
k−1)µ̃

(j),i
k−1, (31)

where, Jk−1 and nc are the number of GIW components and
target classes at time k − 1, respectively. w(j),i

k−1 is the weight
of the jth GIW component of target class i at time k−1. µ̃(j),i

k−1
is the probability of the jth GIW component of target class i.
In this paper, the PDF of birth targets is also considered as

a mixture of GIW at time k , i.e.,

Sk,B(ξ ) =
βk∑
j=1

nB∑
i=1

w(j),i
k,BN

(
x;m(j),i

k−1,B,P
(j),i
k−1,B ⊗ X

)
× IW

(
X; v(j),ik−1,B,V

(j),i
k−1,B

)
µ̃
(j),i
k,B, (32)

where, βk and nB are the number of GIW components and
target classes of birth targets, respectively. w(j),i

k,B is the weight

of the jth GIW component for target class i. µ̃(j),i
k,B = 1/nB is

the class probability of new birth targets.
Then, the predicted state is also GIW mixture,

Sk|k−1(ξ ) =
Jk|k−1∑
j=1

nc∑
i=1

w(j),i
k|k−1N

(
x;m(j),i

k|k−1,P
(j),i
k|k−1 ⊗ X

)
× IW

(
X; v(j),ik|k−1,V

(j),i
k|k−1

)
µ̃
(j),i
k|k−1, (33)

where,Jk|k−1 and nc are the number of GIW components and
target classes obtained by the prediction step, respectively.
w(j),i
k|k−1 is the weight of the jth GIW component of target

class i. µ̃(j),i
k|k−1 is the probability of the jth GIW component of

target class i. The GIW components obtained by prediction
step consist of components of the birth targets Sk|k−1,B(ξ ) and
existing targets Sk|k−1,S(ξ ).
The predicted GIW components corresponding to birth

targets Sk|k−1,B(ξ ) are:

Sk|k−1,B(ξ )

=

βk∑
j=1

nB∑
i=1

w(j),i
k|k−1,BN (x;m(j),i

k|k−1,B,P
(j),i
k|k−1,B ⊗ X )

× IW(X; v(j),ik|k−1,B,V
(j),i
k|k−1,B)µ̃

(j),i
k|k−1,B, (34)

with

w(j),i
k|k−1,B =

pB(1− qk−1)
qk|k−1

w(j),i
k,B, µ̃

(j),i
k|k−1,B = µ̃

(j),i
k,B, (35)

m(j),i
k|k−1,B = m(j),i

k−1,B, P(j),ik|k−1,B = P(j),ik−1,B, (36)

v(j),ik|k−1,B = v(j),ik−1,B, V (j),i
k|k−1,B = V (j),i

k−1,B. (37)

The predicted GIW components corresponding to existing
targets Sk|k−1,S(ξ ) are:

Sk|k−1,S(ξ )

=

Jk−1∑
j=1

nc∑
i=1

w(j),i
k|k−1,SN (x;m(j),i

k|k−1,S,P
(j),i
k|k−1,S ⊗ X )

× IW(X; v(j),ik|k−1,S,V
(j),i
k|k−1,S)µ̃

(j),i
k|k−1,S, (38)

with

w(j),i
k|k−1,S =

pSqk−1
qk|k−1

w(j),i
k−1, µ̃

(j),i
k|k−1,S = µ̃

(j),i
k−1, (39)

m(j),i
k|k−1,S = (Fk|k−1 ⊗ Id )m

(j),i
k−1, (40)

P(j),ik|k−1,S = Qk|k−1 + Fk|k−1P
(j),i
k−1F

T
k|k−1, (41)

v(j),ik|k−1,S =
2δk

(
λ
(j),i
k−1 + 1

) (
λ
(j),i
k−1 − 1

) (
λ
(j),i
k−1 − 2

)
(
λ
(j),i
k−1

)2 (
λ
(j),i
k−1 + δk

)
+ 2d + 4, (42)

V (j),i
k|k−1,S =

δk

(
v(j),ik|k−1,S − 2d − 2

)
λ
(j),i
k−1

AkV
(j),i
k−1A

T
k , (43)

λ
(j),i
k−1 = v(j),ik−1 − 2d − 2. (44)

The predicted exist probability is

qk|k−1 = pB(1− qk−1)+ pSqk−1. (45)

Since the target class of the birth target is known, the num-
ber of target class in (33) is still nc (i.e., the same as in (31)).
Based on (34) and (38), we have Jk|k−1 = Jk−1 + βk .

2) UPDATE STEP
Under linear Gaussian assumption as (4) and the measure-
ment noise model as (6), the updated spatial distribution is
also a mixture of GIW

Sk (ξ ) =
Jk∑
j=1

nc∑
i=1

w(j),i
k N (x;m(j),i

k ,P(j),ik ⊗ X )

× IW(X; v(j),ik ,V (j),i
k )µ̃(j),i

k , (46)

where,Jk and nc are the number of GIW components and tar-
get classes obtained by the update step, respectively. w(j),i

k is
the weight of the jth GIW component of target class i. µ̃(j),i

k is
the probability of the jth GIW component of target class i.
The GIW components obtained by update step consist of
components of the non-detection case Sk,ND(ξ ) and detection
case Sk,D(ξ,W ).

VOLUME 7, 2019 129589



L. Wang et al.: JTC of Extended Targets Using Random Matrix and Bernoulli Filter for Time-Varying Scenarios

The updated GIW components of non-detection case
Sk,ND(ξ ) are:

Sk,ND(ξ ) =
Jk|k−1∑
j=1

nc∑
i=1

w(j),i
k,NDN (x;m(j),i

k,ND,P
(j),i
k,ND ⊗ X )

× IW(X; v(j),ik,ND,V
(j),i
k,ND)µ̃

(j),i
k,ND, (47)

with

w(j),i
k,ND =

(1− pD)lk

1−1k
w(j),i
k|k−1, µ̃

(j),i
k,ND = µ̃

(j),i
k|k−1, (48)

m(j),i
k,ND = m(j),i

k|k−1, P(j),ik,ND = P(j),ik|k−1, (49)

v(j),ik,ND = v(j),ik|k−1, V (j),i
k,ND = V (j),i

k|k−1. (50)

Clutter distribution C(z) is a uniform distribution with Pois-
son average rate λ, and βFA,k = C(z)λ. The updated GIW
components of detection case Sk,D(ξ,W ) are:

Sk,D(ξ,W ) =
Jk|k−1∑
j=1

nc∑
i=1

w(j,W ),i
k,D N (x;m(j,W ),i

k,D ,P(j,W ),i
k,D ⊗ X )

× IW(X; v(j,W ),i
k,D ,V (j,W ),i

k,D )µ̃(j,W ),i
k,D , (51)

with

w(j,W ),i
k,D =

1
1−1k

ψ
|W |
k β

−|W |
FA,k L(j,W ),i

k,Ber w
(j),i
k|k−1, (52)

m(j,W ),i
k,D = m(j),i

k|k−1+

(
k(j,W ),i
k ⊗ Id

) (
z̄(W )
k − Hkm

(j),i
k|k−1

)
,

(53)

P(j,W ),i
k,D = P(j),ik|k−1 − k

(j,W ),i
k s(j,W ),i

k

(
k(j,W ),i
k

)T
, (54)

v(j,W ),i
k,D = |W | + δp,ik + v

(j),i
k|k−1, (55)

V (j,W ),i
k,D = V (j),i

k|k−1 + δ
p,i
k (E ik )

−1Zp,i(E ik )
−T

+

(
B(j),ik

)−1
Z̄ (W )
k

(
B(j),ik

)−T
+ N (j,W ),i

k , (56)

k(j,W ),i
k = P(j),ik|k−1h

T
k

(
s(j,W ),i
k

)−1
, (57)

s(j,W ),i
k =

| B(j),ik |
2/d

|W |
+ hkP

(j),i
k|k−1h

T
k , (58)

N (j,W ),i
k =

(
s(j,W ),i
k

)−1 (
z̄(W )
k − Hkm

(j),i
k|k−1

)
×

(
z̄(W )
k − Hkm

(j),i
k|k−1

)T
, (59)

µ̃
(j,W ),i
k,D = (∇̃k )

−1
3̃

(j,W ),i
k µ̃

(j),i
k|k−1, ∇̃k=

nc∑
i=1

3̃
(j,W ),i
k µ̃

(j),i
k|k−1,

(60)

3̃
(j,W ),i
k = π−

|W |d
2 |W |−

d
2

∣∣∣s(j,W ),i
k

∣∣∣− d
2
∣∣∣B(j),ik

∣∣∣− |W |−12

× (δp,ik )
δ
p,i
k d
2
|Zp,i|

δ
p,i
k −d−1

2 0−1d

(
δ
p,i
k

2

)

×

∣∣∣V (j),i
k|k−1

∣∣∣ v(j),ik|k−1−d−1

2 0d

(
v(j,W ),i
k − d − 1

2

)

×

∣∣∣V (j,W ),i
k

∣∣∣− v(j,W ),i
k −d−1

2
0−1d

v(j),ik|k−1 − d − 1

2

 .
(61)

where z̄(W )
k =

1
|W |

∑
zk∈W

zk , Z̄
(W )
k =

∑
zk∈W

(
zk − z̄

(W )
k

)
(
zk − z̄

(W )
k

)T
.

The updated existence probability is

qk =
1−1k

1− qk|k−11k
qk|k−1, (62)

1k = 1− (1− pD)lk −
∑

W∈P1:l(Zk )

ψ
|W |
k β

−|W |
FA,k

×

Jk|k−1∑
j=1

nc∑
i=1

L(j,W ),i
k,Ber w

(j,W ),i
k|k−1 , (63)

ψ
|W |
k =

lk !
(lk − |W |)!

p|W |D

(1− pD)|W |−lk
, (64)

L(j,W ),i
k,Ber = 3̃

(j,W ),i
k . (65)

The number of target classes in (46) is still nc. Based
on (47) and (51), we have Jk = Jk−1 + nW , where nW is
the number of cells in all partitions. The detailed derivation
of (52)-(61) and (63)-(65) can be found in Appendix A, and
the pseudo code of he proposed JTC-GIW-Ber filter is given
in Appendix B.

B. STATE EXTRACTION, PRUNING, AND MERGING
The proposed JTC-GIW-Ber filter consists of nc parallel
class-dependent GIW-Ber filters. For the state extraction of
the JTC-GIW-Ber filter, we first judge whether the target
exists or not. For the class-dependent GIW-Ber filters, if qik ≥
0.5, we judge that the target exists. Then, the parameters
of estimated state can be obtained by maximum a poste-
rior (MAP) criterion, that is, j∗ = argmax

j
w(j),i
k , m̂i

k =

m(j∗),i
k , P̂ik = P(j

∗),i
k , v̂ik = v(j

∗),i
k , V̂ i

k = V (j∗),i
k , and µ̂ik =

µ̃
(j∗),i
k . Because there are nc parallel class-dependent GIW-

Ber filters, we should consider the influence of all filters
on target state estimation. Therefore, we use expectation a
posterior (EAP) criterion to combine nc GIW components
to represent the final target state at time k . Accordingly,
the parameters of GIW components representing the target
state are

mk =

nc∑
i=1

µ̂ikm̂
i
k , Pk =

nc∑
i=1

µ̂ik P̂
i
k , (66)

vk =
nc∑
i=1

µ̂ik v̂
i
k , Vk =

nc∑
i=1

µ̂ik V̂
i
k . (67)

129590 VOLUME 7, 2019



L. Wang et al.: JTC of Extended Targets Using Random Matrix and Bernoulli Filter for Time-Varying Scenarios

FIGURE 1. True trajectory of target centroid. (a) Simulation scenario 1 and (b) simulation scenario 2.

Ultimately, the final estimates of kinematic state xk and extent
state Xk are

x̂k = mk , X̂k = Vk/(vk − 2d − 2). (68)

The target class is determined by probability µ̂ik .
The number of GIW components in the proposed JTC-

GIW-Ber filter will grow exponentially. Therefore, proper
pruning and merging strategy should be considered, as those
adopted in [30].

IV. SIMULATION RESULTS
A. PARAMETERS SETTING
In this section, we use the simulated data to test our pro-
posed method and similar application scenarios as those
in [1] are considered. Simulation experiments are carried
out to illustrate effectiveness of the proposed JTC-GIW-Ber
filter in improving the estimation of extent state and obtain-
ing the accurate classification. We compare the proposed
JTC-GIW-Ber filter with the JTC-GIW-PHD filter [19] and
the GIW-Ber filter [30] in tracking performance. We also
compare the proposed JTC-GIW-Ber filter with the JTC-
GIW-PHD filter in classification function. To indicate that
JTC methods, rather than target tracking methods, can
improve the results of target estimation (i.e., target tracking),
we use the same RMM as that adopted by Lan and Li [11]
in the GIW-Ber filter, and the resulting method is referred
to as the improved GIW-Ber filter. In the following text,
the improved GIW-Ber filter (denoted as GIW-Ber filter for
concision) is used for comparative experiments.

The simulation duration is 100 and the sampling time
is ts = 10s. For extended targets, as the range increases
(decreases) over time, a target may occupy fewer (more)
number of resolution cells. Therefore, the number of
target-originated measurements and the detected target size
reduce (increase). There are two time-varying simulation sce-
narios in this paper. The Nimitz-class aircraft carrier (target

class 1) and Oliver Hazard Perry class frigate (target class
2) are used in simulation scenario 1, and the Nimitz-class
aircraft carrier (target class 1) and Yamato (target class 3) are
used in simulation scenario 2. The prior size information of
the targets are described by SPD random matrix Zp,1, Zp,2,
and Zp,3,

Zp,1 =
[
1702 0
0 402

]
m2, Zp,2 =

[
702 0
0 7.52

]
m2,

Zp,3 =
[
1322 0
0 202

]
m2. (69)

In the two simulation scenarios, the radar sensor is located
at [10, 10]Tm. The surveillance areas of two simulation sce-
narios are 10000m × 6000m and 9000m × 2000m, respec-
tively. Simulation scenario 1 describes a target moving far
away from the sensor from the initial position [0, 0]Tm.
While simulation scenario 2 describes a target moving close
to the sensor from the initial position [8000, 8000]Tm.
This paper proposes JTC-GIW-Ber filter for single extended
target. The turn tracks considers target maneuvering and non-
maneuvering, and it is effective to test the performance of the
proposed JTC-GIW-Ber filter. Fig. 1 shows the true trajectory
of target centroid of two simulation scenarios.

For simulation scenario 1, the received target size and
number of measurements linearly decrease. Targets are born
at time k = 15 and die at time k = 85. For target class 1,
the extent state is reduced from (170, 40)m to (150, 30)m
over time. The true number of measurements lk,true is reduced
from 30 to 20 over time. For target class 2, the extent state
is reduced from (70, 7.5)m to (50, 5.5)m over time. The true
number of measurements lk,true is reduced from 20 to 15 over
time.

For simulation scenario 2, the received target size and
number of measurements linearly increase. Targets are born
at time k = 5 and die at time k = 72. For target class 1,
the extent is increased to (190, 60)m from (170, 40)m. The
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FIGURE 2. The simulation results of target tracking. (a) Target class 1 of simulation scenario 1 and (b) target class 2
of simulation scenario 1.

true number of measurements lk,true is increased to 35 from
25. For target class 3, the extent is increased to (150, 30)m
from (132, 20)m. The true number of measurements lk,true is
increased to 25 over time starting from 20.

The following birth model is used in three filters:

m(j),i
k,B = [250m, 250m, 3m/s, 3m/s, 0, 0]T

P(j),ik,B = diag([102m2, 102m2/s2, 12m2/s4])

v(j),ik,B = 8, V (j),i
k,B = diag([1002, 1002])

nB = 1, µk,B = 0.5, w(j),i
k,B = 1 (70)

The main parameters of the proposed JTC-GIW-Ber fil-
ter, the GIW-Ber filter, and the JTC-GIW-PHD filter are:
pS = 0.99, pB = 0.01, 6 = 10−3m2/s, θ = 8ts, Bk =
(ηXk|k−1+Rk )1/2X

−1/2
k|k−1 , η = 1/4, Rk = diag([102, 102])m2,

Xk|k−1 = Vk|k−1/(vk|k−1 − 2d − 2), δk = 5, Ak =
δ
1/2
k Id , P0 = diag([102m2, 102m2/s2, 1m2/s4]), v0 = 8,

and V0= (v0 − 2d − 2)diag ([1002, 1002 ]). For simulation
scenario 1, m0=[0, 0, 15m/s,−15m/s, 0, 0]T. For simulation
scenario 2, m0=[7600 m, 7600m,−15m/s, 2m/s, 0, 0]T. The
truncation threshold for weights is ttrunc = 10−4, the merging
threshold is u = 20, and the maximum allowable number of
GIW mixture is αmax = 100. Clustering of the received mea-
surements is obtained by the distance partitioning method.

B. SIMULATION RESULTS
To demonstrate the effectiveness of the proposed JTC-GIW-
Ber filter, the simulation results are given in terms of tar-
get tracking and target classification. For target tracking,
we compare the proposed JTC-GIW-Ber filter with the
GIW-Ber filter and the JTC-GIW-PHD filter. For target clas-
sification, we compare the proposed JTC-GIW-Ber filter with
the JTC-GIW-PHD filter. We also give an evaluation of the
algorithm complexity.
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FIGURE 3. The simulation results of target tracking. (a) Target class 1 of simulation scenario 2 and (b) target class 3 of
simulation scenario 2.

1) SIMULATION RESULTS FOR TARGET TRACKING
Firstly, we qualitatively evaluate the performance of the
proposed JTC-GIW-Ber filter, the GIW-Ber filter, and the
JTC-GIW-PHD filter. For the convenience of comparison,
Fig. 2 and Fig. 3 present the simulation results of two sim-
ulation scenarios at sampling times divisible by 3 when the
target exists. The clutter is uniformly distributed over the
surveillance area with average clutter rate λ = 10 and
the probability of detection is pD = 0.98. Fig. 2(a) and
Fig. 2(b) show the simulation results of target class 1 and
2 for simulation scenario 1, and Fig. 3(a) and Fig. 3(b) show
the simulation results of target class 1 and 3 for simulation
scenario 2. As shown in Fig. 2 and Fig. 3, the estimated
kinematic state of the proposed JTC-GIW-Ber filter is the
same as that of the GIW-Ber filter, since the positions of

black points closely coincide with red points. The estimated
extent state of the proposed JTC-GIW-Ber filter is better than
that of the GIW-Ber filter, as shown that the red ellipse is
larger than the black ellipse in Fig. 2. The estimated extent
state of the proposed JTC-GIW-Ber filter is better than that
of the GIW-Ber filter, as shown that the red ellipse is smaller
than the black ellipse in Fig. 3. These indicate that the pro-
posed JTC-GIW-Ber filter can achieve better performance
in estimating time-varying extent state compared with the
GIW-Ber filter. However, the proposed JTC-GIW-Ber filter
and the JTC-GIW-PHD filter have similar performance in
estimating the extent state, as the red ellipse is similar to
the magenta ellipse. But the estimation of cardinality of the
JTC-GIW-PHD filter has larger error, as shown that the target
is overestimated in Fig. 3.
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FIGURE 4. Tracking results of target class 1 in simulation scenario 1. (a) OSPA of localization and cardinality error, (b) cardinality estimation mean and
standard deviation, (c) RMSE of semi-major axis, (d) RMSE of semi-minor axis, (e) RMSE of shape, and (f) RMSE of orientation angle.

TABLE 2. The tracking effects of two filters under different average clutter rates λ and probabilities of detection PD for target class 1 in simulation
scenario 1.

For quantitative evaluation, we compare the proposed
JTC-GIW-Ber filter with the GIW-Ber filter and the
JTC-GIW-PHD filter. The performance of three filters are

evaluated via 100 Monte Carlo simulations. We use the
optimal subpattern assignment (OSPA) [31] to measure the
error sum of localization and cardinality error with cut-off
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FIGURE 5. Tracking results of target class 2 in simulation scenario 1. (a) OSPA of localization and cardinality error, (b) cardinality estimation mean and
standard deviation, (c) RMSE of semi-major axis, (d) RMSE of semi-minor axis, (e) RMSE of shape, and (f) RMSE of orientation angle.

TABLE 3. The tracking effects of two filters under different average clutter rates λ and probabilities of detection PD for target class 2 in simulation
scenario 1.

parameter c = 60 and p = 2. For the evaluation of tar-
get shape, four root mean square error (RMSE) parameters:
semi-major axes length, semi-minor axes length, shape (ratio

of major and minor axes), and orientation angle are used
to evaluate the performance of three filters. The semi-major
axes length, semi-minor axes length, and orientation angle
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FIGURE 6. Tracking results of target class 1 in simulation scenario 2. (a) OSPA of localization and cardinality error, (b) cardinality estimation mean and
standard deviation, (c) RMSE of semi-major axis, (d) RMSE of semi-minor axis, (e) RMSE of shape, and (f) RMSE of orientation angle.

TABLE 4. The tracking effects of two filters under different average clutter rates λ and probabilities of detection PD for target class 1 in simulation
scenario 2.

can be obtained from the estimated X̂k = Vk/(vk − 2d − 2)
according to the method in [32]. The average clutter rate is
λ = 10 and the probability of detection is pD = 0.88.
The tracking results of simulation scenario 1 are shown

in Fig. 4 for target class 1 and Fig. 5 for target class 2,
respectively. The tracking results of simulation scenario 2 are
shown in Fig. 6 for target class 1 and Fig. 7 for target class 3,
respectively.
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FIGURE 7. Tracking results of target class 3 in simulation scenario 2. (a) OSPA of localization and cardinality error, (b) cardinality estimation mean and
standard deviation, (c) RMSE of semi-major axis, (d) RMSE of semi-minor axis, (e) RMSE of shape, and (f) RMSE of orientation angle.

TABLE 5. The tracking effects of two filters under different average clutter rates λ and probabilities of detection PD for target class 3 in simulation
scenario 2.

For estimation of kinematic state, the performances of
the proposed JTC-GIW-Ber filter and the GIW-Ber filter are
almost the same, as shown in Fig. 4(a), Fig. 5(a), Fig. 6(a)

and Fig. 7(a). This is due to the fact that no such prior infor-
mation is used to obtain better performance of the proposed
JTC-GIW-Ber filter in the kinematic state estimation. The
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FIGURE 8. The classification results. (a) target class 1 of simulation scenario 1, (b) target class 2 of simulation scenario 1, (c) target class 1 of simulation
scenario 2, and (d) target class 3 of simulation scenario 2.

cardinality estimations of the proposed JTC-GIW-Ber and the
GIW-Ber are also the same but better than the JTC-GIW-PHD
filter, as shown in Fig. 4(b), Fig. 5(b), Fig. 6(b) and Fig. 7(b).
It demonstrates that Bernoulli filter is an unbiased filter in
cardinality estimation.

For estimation of extent state, the proposed JTC-GIW-
Ber filter exhibits better except for the first one or two
moments, as shown in Fig. 4(c)-(f), Fig. 5(c)-(f), Fig. 6(c)-(f)
and Fig. 7(c)-(f). Especially, the improvement in estimating
the semi-major, semi-minor and shape is obvious. The key
reason is that we only use the prior information of size and
shape, while the prior orientation angle information is not
used.

Table 2-Table 5 show the tracking effects of three filters
under different average clutter rates λ and probabilities of
detection PD. In this paper, the extent state is described by
four parameters: semi-major axis, semi-minor axis, shape,
and orientation. For a more intuitive understanding, we do
not analyze the shape which is decided by the ratio of
semi-major axis and semi-minor axis. Compared with the
true size of extended targets, different clutter rates λ and
detection rates PD hardly affect the estimation result of extent
state. For example, for target class 1 of simulation scenario 1,
the RMSE of semi-major axis and semi-minor axis at each
sample time is about 8m and 2.8m, respectively, as shown
in Table 2. Compared with 170m and 40m, the change of
about 0.2m and 0.2m can almost be negligible. As for orien-
tation, by taking target class 2 in simulation scenario 1 as an
example in Table 3, the RMSE of orientation at each sample
time is about 0.012rad. However, the different average clutter
rates λ and probabilities of detection PD effect the estimation
of cardinality. The higher average clutter rates λ and lower
probabilities of detection PD will result in a larger error in
estimation of cardinality. The estimation of cardinality will
ultimately affect the calculation of OSPA.

Table 2-Table 5 also show that the proposed JTC-GIW-Ber
filter has the best performance in the three filters. Because
the proposed JTC-GIW-Ber filter only uses the prior size
information, it only obviously improves the estimation of
extent state compared with the GIW-Ber filter. As for cardi-
nality and OSPA, it almost has the same performance as the
GIW-Ber filter.

2) SIMULATION RESULTS FOR TARGET CLASSIFICATION
For classification, results of the two simulation scenarios are
shown in Fig. 8. Fig. 8(a) and Fig. 8(b) are the classification
results of target class 1 and 2 for simulation scenario 1,
respectively. Fig. 8(c) and Fig. 8(d) are the classification
results of target class 1 and 3 for simulation scenario 2,
respectively. From Fig. 8, it is seen that the class probability
estimated by the proposed JTC-GIW-Ber filter is almost equal
to 1 or 0, meaning that it has better classification performance
than the JTC-GIW-PHD filter.

In a word, the proposed JTC-GIW-Ber filter performs bet-
ter than the GIW-Ber filter and the JTC-GIW-PHD filter in
estimating the extent state, and it can obtain more accurate
classification than the JTC-GIW-PHD filter.

3) ALGORITHM COMPLEXITY ANALYSIS
Similar to the GM-PHD filter [33], the GIW-Ber filter
requires OGIW-Ber(Jk−1|Zk |) = (Jk−1 + βk )(1 + nW ).
For the proposed JTC-GIW-Ber filter, there are nc par-
allel class-dependent GIW-Ber filters. So, it has higher
algorithm complexity than the GIW-Ber filter, that is,
OJTC-GIW-Ber(Jk−1|Zk |) = nc(Jk−1 + βk )(1 + nW ). In this
paper, the simulation is conducted with MATLAB R2018a,
and all experiments are performed on a computer with one
3.60 GHz Intel(R) Core(TM) i7-7700 8 core CPU and 16 GB
RAM. We use MATLAB function tic and toc to obtain the
running time. For the target class 1 in simulation scenario 1,
average running time of the proposed JTC-GIW-Ber filter and
GIW-Ber filter are 4.12s and 2.41s, respectively. Due to the
accuracy of the time measurement of the MATLAB function,
the 4.12/2.41 ≈ 1.71 shows that the proposed JTC-GIW-Ber
filiter has higher algorithm complexity than the GIW-Ber
filter. However, we can use parallel operation to meet the
requirements of real time processing.

V. CONCLUSION
In this paper, we proposed JTC-GIW-Ber filter to improve the
extent state estimation of an extended target by using the prior
size information in time-varying and clutter scenarios, and to
simultaneously obtain the accurate target classification. The
RMM and Bernoulli filter used in this paper can not only
estimate the kinematic and extent states, but also achieve
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the target classification. Considering the clutter environment,
only the single target case is considered. In the future, issues
of maneuvering targets and multi-target joint tracking and
classification will be further investigated.

APPENDIX A
THE DETAILED DERIVATION OF (52)-(61) AND (63)-(65)
In [11], the PDF of measurements noise is emk ∼

N
(
0,BkXk (Bk )T

)
. In order to describe the difference in mea-

surement noiseRk and extent stateXk effects onmeasurement
likelihood function, the BkXk (Bk )T is rewritten as ηXk + Rk .
By using the Cholesky Factorization, we can obtain Bk =
(ηX̄k|k−1 + Rk )

1/2(X̄k|k−1)
−1/2, and X̄k|k−1 is the expectation

of Xk|k−1. The proofs of (52)-(61) and (63)-(65) are derived
as follows.

Given the prior information of target class, the partial PDF
of detection cases in (14) is∏
zk∈W

gk (z|ξ )
λc(zk )

Sk|k−1(ξ )

= β
−|W |
FA,k

 ∏
zk∈W

N
(
zk ; (hk ⊗ Id )xk ,BkXk (Bk )

T
)

×W(Zp,i; δp,ik ,E
i
kXk (E

i
k )
T
/δ

p,i
k )Sk|k−1(ξ ), (71)

where βFA,k = λC(z). The second and third factors on the
right side of (71) yield∏
zk∈W

N (zk ;Hkxk ,BkXkBTk )

W(Zp,i; δp,ik ,E
i
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k )
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= (2π )−
|W |d
2
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(72)

With z̄(W )
k =

1
|W |

∑
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zk , Z̄
(W )
k =

∑
zk∈W

(
zk − z̄

(W )
k

)
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)T
, and the detailed Wishart PDF, (72) becomes ∏
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Combining (31) and (71), we can obtain

β
−|W |
FA,k

 ∏
zk∈W
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For target tracking, (74) becomes (75) in order to facilitate
the derivation and analysis∏
zk∈W

N (zk ;Hkxk ,BkXkBTk )
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Combining (73) and (75), we can obtain (76), shown at the
top of the next page.
For two Gaussian factors of (76) as shown at the

top of the next page, (77) can be obtained by using
N (x2;Hx1,Y2)N (x1; y1,Y1)= N (x2;Hy1, S) N (x1; y1 +
K (x2 − Hy1),Y1 − KSKT) with K = Y1HTS−1 and S =
HY1HT

+ Y2 [9].
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. To simplify (77),

B(j),ik Xk
(
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≈ γkXk is adopted, where γk is

a scalar. By setting the determinants to be identical,

i.e.,
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By putting the detailed form PDF of
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into (79) and simplifying the

equation, we can obtain (80), as shown at the top of
this page.

With V (j,W ),i
k = V (j),i

k|k−1 + δ
p,i
k

(
E ik
)−1

Zp,i
(
E ik
)−T
+(

B(j),ik

)−1
Z̄ (W )
k

(
B(j),ik

)−T
+N (j,W ),i

k and v(j,W ),i
k = |W |+δp,ik +

v(j),ik|k−1, (80) can be further simplified, i.e.,

L(j,W ),i
k,Ber N

(
x;m(j,W ),i

k ,P(j,W ),i
k ⊗ X

)
× IW

(
X; v(j,W ),i

k ,V (j,W ),i
k

)
, (81)

L(j,W ),i
k,Ber

= π−
|W |d
2 |Zp,i|

δ
p,i
k −d−1

2 |s(j,W ),i
k |

−
d
2 |W |−

d
2 |B(j),ik |

−(|W |−1)

× (δp,ik )
δ
p,i
k d
2
0−1d

(
δ
p,i
k

2

)
|V (j,W ),i
k |

−
v(j,W ),i
k −d−1

2

129600 VOLUME 7, 2019



L. Wang et al.: JTC of Extended Targets Using Random Matrix and Bernoulli Filter for Time-Varying Scenarios

TABLE 6. The detailed pseudo code of the proposed JTC-GIW-Ber Filter. TABLE 6. (Continued.) The detailed pseudo code of the proposed
JTC-GIW-Ber Filter.
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For target classification, the calculation 3̃(j,W ),i
k is key

to obtain the updated class probabilities according to (30).
Therefore, based on (29), we can get
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All the parameters of JTC-GIW-Ber filter are obtained.

APPENDIX B
THE DETAILED PSEUDO CODE OF JTC-GIW-BER FILTER
See Table 6.
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