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ABSTRACT Evidence theory is widely used in information fusion. However, how to combine highly
conflicting evidence is still an open issue. In this paper, a modified averagemethod is proposed to address this
issue based on the belief entropy and induced ordered weighted averaging operator. One of the advantages
of the proposed method is that both the uncertainty and reliability of evidence are considered. In addition,
it provides a right for the decision maker to combine the evidence based on the requirements for the precision
of the results. A numerical example is shown to illustrate the use of the proposed method and an application
based on sensor fusion in fault diagnosis is given to demonstrate the efficiency of our proposed method.

INDEX TERMS Dempster–Shafer evidence theory, conflict management, belief entropy, induced ordered
weighted averaging operator, weighted ordered weighted averaging operator, preference.

I. INTRODUCTION
In recent years, how to deal with uncertain information
has been paid much attention [1]–[3]. Evidence theory
as one of the most effective tools of handling uncertain
information is widely used in many fields, such as fault
diagnosis [4]–[6], data fusion [7]–[9], evidential reason-
ing [10], [11], pattern classification [12] and so on. One of the
advantages of evidence theory is that Dempster combination
rule can be used to fuse evidence collected from different
sources, which satisfies the commutative law and associative
law [13], [14].

However, conflict management is still an open issue which
is not well addressed [15], [16]. In order to ensure the cor-
rectness and accuracy of the combination result by Dempster
combination rule, it is necessary to ensure all the collected
evidence is distinct and reliable. Nevertheless the condition
is hard to meet in most cases. Thus, the combined evidence
may be highly conflicting due to many uncontrollable factors,
such as the flaws of the sensor itself or enemy’s jammer or
vicious weather and other factors [17], [18]. Based on it,
the combination results will be counter-intuitive, such as the
famous Zadeh paradox Haenni [19], Zadeh [20]. The lack
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of robustness restricts the application of evidence theory in
many fields.

Generally, there are two main ideas to handle con-
flicting evidence. One is to improve the combination
rule [21]–[23]. The other is to modify the data before the
combination process, such as average method [24], weighted
average method [25] and other hybrid methods [26]–[28].
As for the first method, the good properties like commuta-
tivity and associativity are often broken. As to the second
method, Murphy proposed average method to modify the
body of evidence [24], in which equal weights are assigned to
each evidence. The reliability of evidence is ignored. To over-
come the weakness, Deng et al.’s weighted average method
applied the distance of evidence to measuring the similarity
between evidence [25]. Nevertheless these methods are not
flexible enough with the reason that the decision maker’s
preference for the uncertainty is not taken into consideration.
Therefore, a modified average method is considered by this
paper in which both the reliability and the preference for
the uncertainty are considered. It should be point out that
the conflict management in the open world is also worth
exploring [29].

The primary process of the weighted averaging method
is determining the weights of evidence. Numerous operators
have been proposed for the aggregation of data. Tradition-
ally, one commonly used method is the ordered weighted
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averaging (OWA) operator [30], in which the preference
relationship of the decision maker is taken into account.
As many scholars focus on the OWA operator, many new
operators are presented, such as induced ordered weighted
averaging (IOWA) operator [31], weighted ordered weighted
averaging (WOWA) operator [32] and so on.

In this paper, an evidence combination method is proposed
on the purpose of combining highly conflicting evidence.
Both the importance of uncertainty and reliability of the
evidence are taken into consideration to modify the evidence
source. Uncertainty of basic probability assignment (BPA)
is measured by the belief entropy. The final weight of each
evidence is determined by WOWA operator on the reliability
of corresponding evidence.

The rest of this paper is organized as follows. In Section 2,
some basic concepts and definitions of Dempster-Shafer evi-
dence, belief entropy, induced ordered weighted averaging
operator and so on are briefly introduced. In Section 3,
an evidence combination method based on the preference
for the value of the belief entropy and the credibility degree
of evidence is proposed. In Section 4, a numerical exam-
ple is represented to show the use of the proposed method.
In Section 5, an application in fault diagnosis is given to
illustrate the efficiency of our proposed method. In Section 6,
some conclusions of this paper are discussed.

II. PRELIMINARIES
A. DEMPSTER-SHAFER EVIDENCE THEORY
It’s inevitable to deal with uncertainty in real applications
[33], [34] and many math models are presented such as
fuzzy set [35], D number [36], surrogate models [37] and
so on. One of the efficient tools to handle uncertainty is
evidence theory [38], [39], which was applied in various
fields, like multi-sensor fusion [40], [41], decision making
[42], [43], and classification [44]. Some basic concepts of
Dempster-Shafer evidence theory are introduced as follows.
Definition 1: Let 2 be a finite nonempty set of the N

elements, representing all possible values of the variable X ,
which are mutually exclusive and exhaustive. The2 is called
the frame of discernment which is defined as follows [45]:

2 = {H1,H2,H3, . . . ,Hn} (1)

where 22 represents the power set of 2, containing all the
subsets of2. Each element of 22 represents a proposition or
a hypothesis.
Definition 2: A basic probability assignment (BPA) is a

function from P(2) to [0,1], which is defined by [45], [46]

m : P(2)→ [0, 1], A 7→ m(A) (2)

which satisfies the following conditions:∑
A∈P(2)

m(A) = 1, m(∅) = 0. (3)

where A represents a proposition, that is a element in 22.
The value m(A) represents the belief degree distributed to
proposition A, which represents how strongly the evidence

supports A [47], while m(2) represents the totally unknown
about how to allocate the belief degree to the elements of 22.
The BPA is the most important concept [48], [49], which
has many corresponding operations, such as correlation [50],
negation [51], divergence [52], [53], uncertainty meas-
ure [54], [55], the expansion of the function dimension [56]
and so on.
Definition 3: Let m1 and m2 be two independent BPAs

defined on frame 2 which are derived from two distinct
sources. Let m1

⊕
m2 be the combined BPA where

⊕
rep-

resents the operator of combination. Dempster combination
rule is defined as follows [45]:

m⊕(A) =

∑
B,C⊆θ,B∩C=Am1(B)m2(C)

1− k
, ∀A ⊆ θ, A 6= ∅

(4)

k =
∑

B,C⊆θ,B∩C=∅
m1(B)m2(C) (5)

where k reflects the degree of the conflict [57].
In [20], a concrete illustration of the counterintuitive result

lead by the conflicting evidence is given. Suppose that a
patient, P, is examined by two doctors, D1 and D2. The
diagnosis ofD1 is thatP has eithermeningitis with probability
0.99, or brain tumor with probability 0.01. The diagnosis of
D2 is that he agrees with D1 that the probability of brain
tumor is 0.01, but believes that the probability of concussion
is 0.99 rather than meningitis. Dempster combination rule in
this situation will lead to wrong conclusion. The details are
represented as follows.

Assume 2 is a frame of discernment with three elements
{H1,H2,H3}. The proposition that P suffers form meningitis
is denoted as {H1}. Similarly, the proposition that P suffers
form concussion is denoted as {H2}, and the proposition that
P has brain tumor is denoted as {H3}. Then two BPAs are
obtained from two doctors which are defined as

m1({H1}) = 0.99, m1({H2}) = 0.00, m1({H3}) = 0.01

m2({H1}) = 0.00, m2({H2}) = 0.99, m2({H3}) = 0.01

Applying Dempster combination rule, the final result is

m⊕({H1}) = 0.00, m⊕({H2}) = 0.00, m⊕({H3}) = 1.00

The result that the patient has a brain tumor with probability
1.0 is clearly counterintuitive because both of the two doctors
are both agree that it is highly unlikely that P has a brain
tumor.

B. BELIEF ENTROPY
In formation theory, Shanon entropy plays an important role
as uncertainty measures [58]. However, how to measure the
uncertainty in evidence theory is still an open issue. Recently,
a new belief entropy is proposed [59]. It is widely used
in many fields, such as pattern recognition [60], decision
making [61], fault diagnosis [62] and so on. When the BPA
is degenerated as a probability distribution, belief entropy
is degenerated as Shannon entropy. Here are some basic
definitions.
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Definition 4: Belief entropy is defined as [59]

Ed (m) = −
∑
A⊆θ

m(A)log2
m(A)

2|A| − 1
(6)

where |A| is the cardinality of subset A, which is an element
in 22. The term (2|A| − 1) represents the potential number of
states in A and the empty set is not included.

C. WEIGHTED AVERAGE METHOD
In [25], a weighted average method is proposed to combine
highly conflicting evidence. Based on evidence distance pro-
posed by Jousselme [63], the association relationship among
the evidence is considered. Some concepts are shown as
follows.
Definition 5: Assume m1 and m2 are two BPAs on the

same frame of discernment 2. The power set of the frame of
discernment 22 is regarded as a 2N -linear space. The distance
between m1 and m2 is [63]

d(m1,m2) =

√
1
2
( Em1 − Em2)

TD( Em1 − Em2) (7)

where Em1 and Em2 are vector form of BPAs andD is an 2N×2N

matric whose elements are D(A,B) = |A∩B|
|A∪B| , A, B∈ P(θ ).

Definition 6: Let mi and mj be two BPAs and Sij be the
similarity measure between the two bodies of evidence, then
Sij is defined as [25]

Sij = 1− d(mi,mj) (8)

Calculation expressions of credibility degree are intro-
duced in [25]. It is also regarded as the weight when mod-
ifying the evidence.

D. THE ORDERED WEIGHTED AVERAGING OPERATOR
The OWA operator was first introduced by Yager [30]. The
operator weights the values based on the ordering, by which
more attention can be given to a subset at a particular position
rather than to another subset. Thus, it is different from the
classical weighted average with the reason that the weights
are not associated with a particular element, but a particular
position.
Definition 7: Let w be a weighting vector of dimension n

(w = (w1,w2, · · · ,wn)T ) such that [30]

wj ∈ [0, 1] and
n∑
j=1

wj = 1 (9)

An OWA operator of dimension n is a mapping f : Rn → R,
which is defined as

f (a1, a2, · · · , an) =
n∑
j=1

wjbj (10)

where bj is the jth largest of the ai.
Definition 8: The weighting vector is called quantifier-

based OWA weights. Let Q be a Regular Increasing Mono-
tone (RIM) quantifier, and it should meet the following

conditions: Q(0) = 0, Q(1) = 1 and Q(a) ≤ Q(b) when
a < b. Then a weight wj associated with the jth largest is
defined as [64]

wj = Q(
j
n
)− Q(

j− 1
n

) (11)

The RIM quantifier is determined by the preference relation-
ship of the decision maker. Diverse Q functions expressing
the preference in different situations have been defined by
many researches [65].

E. INDUCED ORDERED WEIGHTED
AVERAGING OPERATOR
Yager and Filev present an induced OWA (IOWA) opera-
tor [31] in which the ordering of the arguments is induced
by another variable called the order inducing variable. It is
obvious to see that it is used to aggregate objects that are
pairs, called OWA pairs, in which reordering is in accordance
with one component while aggregating is based the second
component.
Definition 9: Let w = (w1,w2, · · · ,wn)T be a weighting

vector such that wj ∈ [0, 1] and
n∑
j=1

wj = 1, the IOWA

operator is defined as follows [31]:

f (< u1, a1 >, · · · , < un, an >) =
n∑
j=1

wjbj (12)

where bj is the a value of the OWA pair having the jth largest
u value. ui is referred to as the order inducing variable and ai
is referred to as the argument variable.

F. THE WEIGHTED ORDERED WEIGHTED
AVERAGING OPERATOR
One of the properties that the OWA operator satisfies is
commutativity, which means all the information sources are
equally important. However, an impossible result may be
obtained under the situation that the collected data are not
reliable but gets more importance. Due to it, Torra proposed
WOWA operator [32], which combines advantages of the
OWA operator and the weighted mean. Both the preference
for the values and the importance of the information source
are considered. Several concepts are briefly introduced.
Definition 10: Let p and w be weighting vectors of dimen-

sion n (p = (p1, p2, · · · , pn)T , w = (w1,w2, · · · ,wn)T ) such
that [32]:

pi ∈ [0, 1] and
∑
i

pi = 1 (13)

wi ∈ [0, 1] and
∑
i

wi = 1 (14)

where pi represents the relevance of the data source,wi stands
for the importance of value. The WOWA operator is defined
as

f (a1, a2, · · · , an) =
n∑
j=1

wjaσ (j) (15)
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FIGURE 1. The flow chart of the proposed method.

where (σ (1), σ (2), · · · , σ (n)) is a permutation of (1, 2, · · · ,
n) such that aσ (j−1) ≥ aσ (j), ∀i ∈ N and the weight ωj is
defined as

ωj = w∗(
∑
i≤j

pσ (i))− w∗(
∑
i≤j−1

pσ (i)) (16)

with w∗ a monotone increasing function that interpolates the
points (j/n,

∑
i≤j
wi) together with the point (0, 0). The term

w∗ is required to be a straight line when the points can be
interpolated in this way.

Especially, if wi = 1/n, then f is a weighted mean with
weights p, if pi = 1/n, then f is an OWA operator with a
weighting vector w.

III. THE PROPOSED METHOD
Conflict management of evidence theory is not well
addressed. In this section, a new method based on the belief
entropy and IOWA operator is proposed to combine highly
conflicting evidence. One of the advantages of the proposed
method is that both the preference for the value of the belief
entropy and the reliability of evidence are taken into consid-
eration.

The flowchart of the proposed method is shown in Fig. 1.
Let 2 be a frame of discernment that contains N ele-

ments: 2 = {H1,H2, · · · ,HN }. There are k independent
bodies of evidence corresponding k BPAs such that M =
{m1,m2, · · · ,mk}. Each body of evidence contains 2N ele-
ments denoted as A1,A2, . . . ,A2N . The details of the pro-
posed method are described as follows.

TABLE 1. The BPAs collected from five independent evidence sources.

TABLE 2. The belief entropy of five BPAs.

Step 1: Calculate the belief entropy for each evidence. The
belief entropy is a measure of uncertainty. The more certain
the BPA is, the smaller value of the belief entropy is. The
specific calculation is shown in Eq. (6).

Step 2: Construct the OWA pairs. Based on the belief
entropy and BPAs, the OWA pairs can be obtained. Since
there are k bodies of evidence, for each proposition, k OWA
pairs can be obtained.

Let a BPA be mi (i = 1, . . . , k) and a proposition be At
(t = 1, . . . , 2N ). Then the OWA pairs for the proposition At
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TABLE 3. The constructed OWA pairs.

in accordance with the BPAmi is defined as< Edi,mi(At ) >.
For each proposition At , k OWA pairs are obtained
donated as < Ed1,m1(At ) >,< Ed2,m2(At ) >, . . . ,

< Edk ,mk (At ) >.
Step 3: Order the BPAs for each proposition based on the

belief entropy. In the OWA pairs < Edi,mi(At ) >, the order-
ing of the BPAs for proposition At is induced by the belief
entropy Edi.
For each proposition, the reordering BPAs are defined

as (mσ (1)(At ), mσ (2)(At ), · · · ,mσ (k)(At ))T , where (σ (1),
σ (2), · · · , σ (k)) is a permutation of (1, 2, · · · , k) such that
Edσ (i−1) ≥ Edσ (i). Here mσ (i)(At ) is the mass of proposition
having the ith largest value of the belief entropy.
Step 4: Determine the RIM quantifier Q function based

on the preference for uncertainty. If we desire more precise
information, that is we prefer for the smaller value of the
belief entropy, then the Q function is a concave function;
if we desire more uncertain information, that is we prefer for
the greater value of the belief entropy, then the Q function
is a convex function; if we do not show any preference for
it, the Q function is Q(x) = x, for x ∈ [0, 1]. And the
stronger the desire is, the greater the degree of concavity
and convexity is. In all, the choice for the Q function varies
with the decision makers’ preference for the uncertainty of
the results. Many Q functions have been defined to express
the preference of the decision makers better in different
situation.

Step 5: Calculate the credibility degree of each evidence.
Since the credibility degree can measure the reliability of the
evidence, it can be a weight to reduce the effect of unreliable
evidence on the final result. According to [25], the credibility
degree can be calculated. For each evidence, it is donated
as Crdi, for i = 1, . . . , k .

Step 6: Calculate the weights allocated to each evi-
dence. Based on the given RIM quantifier Q function
and the credibility degree, the weights are obtained. Since
the Q function stands for the importance of the value of
the belief entropy, the preference for uncertainty is con-
sidered. In addition, because the credibility degree repre-
sents the importance of the evidence sources, the reliability
of the BPAs is taken into consideration. WOWA operator
combines the advantages of the OWA operator and the
weighted mean. Thus the weighting method of WOWA oper-
ator is used to combine the credibility degree and the Q
function.

TABLE 4. The ranking results of the OWA pairs.

For each proposition At , the calculation expressionof the
weights for each evidence are defined as

ωj = Q(
∑
i≤j

Crdσ (i))− Q(
∑
i≤j−1

Crdσ (i)) (17)

where ωj represents the weights allocated to the evidence
having jth largest belief entropy.
Step 7: Calculate the weighted average BPAs. Base on the

weights obtained from Step 6 and Eq. (12), the weighted
average BPAs are expressed as follows:

m′(At ) = f (< Ed1,m1(At ) >, · · · , < Edk ,mk (At ) >)

=

k∑
j=1

ωj · mσ (j)(At ) (18)

Step 8: Combine the weighted average BPAs k − 1 times.

IV. NUMERICAL EXAMPLE
In this section, a numerical example is performed to show the
use of the proposed combination method.

Consider a multisensor-based automatic target recognition
system. There are three targets which are denoted as H1,H2,

and H3 respectively. Five sensors are placed at different posi-
tions to recognize the real target. Five BPAs after molding
the data from sensors are presented in Table 1, where 2 =
{H1,H2,H3} is the frame of discernment. It is seen that
each body of evidence contain four propositions denoted as
A1,A2,A3,A4, in which Ai (i = 1, 2, 3) means that Hi is the
real target and A4 means that the sensor can’t recognize the
real target.
Step 1: Calculate the belief entropy. Base on Eq. (6),

the belief entropy of each evidence is shown in
Table 2.
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TABLE 5. The ranking results of BPAs for each proposition.

TABLE 6. Support degree and credibility degree for each evidence.

Step 2: Construct the OWA pairs for each proposition.
According to the belief entropy and the BPAs, the OWA pairs
for each proposition are shown in Table 3.

Step 3: Rank the BPAs for each proposition based on the
belief entropy. The ranking result of the OWA pairs is shown
in Table 4.

Then the ranking results of BPAs for each proposition are
shown in Table 5.

As can be seen from the ranking results, in essence, this
step is aimed to order the evidence based on the belief
entropy. mσ (1) corresponds m1 having the largest value of
belief entropy. Relatively, mσ (5) corresponds m4 having the
smallest value of belief entropy.

Step 4: Define the RIM quantifier Q function. Suppose
we prefer for more precise BPAs, that is smaller value of
the belief entropy is what we desire, then we assume that
the Q function is Q = (x2 + x)/2, which is a concave
function.

Step 5: Calculate the credibility degree. The details of the
calculation are presented as follows:

Based on Eq. (7) and Eq. (8), the similarity measure matric
is obtained:

SMM=


1.0000 0.8762 0.8341 0.7205 0.4696
0.8762 1.0000 0.9460 0.8355 0.3715
0.8341 0.9460 1.0000 0.8512 0.3598
0.7205 0.8355 0.8512 1.0000 0.2238
0.4696 0.3715 0.3598 0.2238 1.0000


The support degree and credibility degree for each evi-

dence are shown in Table 6.
Step 6: Calculate the weights allocated to each evidence.

Based on the Q function in Step 4 and the calculated credi-
bility degree in Step 5, according to Eq. (17) the weights are
calculated as follows.

ω1 = Q(
∑
i≤1

Crdσ (i))− Q(
∑
i≤0

Crdσ (i)) = 0.1367

ω2 = Q(
∑
i≤2

Crdσ (i))− Q(
∑
i≤1

Crdσ (i)) = 0.1961

ω3 = Q(
∑
i≤3

Crdσ (i))− Q(
∑
i≤2

Crdσ (i)) = 0.2471

ω4 = Q(
∑
i≤4

Crdσ (i))− Q(
∑
i≤3

Crdσ (i)) = 0.1364

ω5 = Q(
∑
i≤5

Crdσ (i))− Q(
∑
i≤4

Crdσ (i)) = 0.2837

TABLE 7. The results of different combination rules.
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FIGURE 2. The mass of H1.

TABLE 8. The BPAs in the application.

TABLE 9. The statistic reliability of each sensor.

Step 7: Calculate the weighted average BPAs.

m′(A1) =
5∑
j=1

ωj · mσ (j)(A1) = 0.5688

m′(A2) =
5∑
j=1

ωj · mσ (j)(A2) = 0.1995

m′(A3) =
5∑
j=1

ωj · mσ (j)(A3) = 0.1752

m′(A4) =
5∑
j=1

ωj · mσ (j)(A4) = 0.0586

Step 8: Combine the weighted average BPAs 4 times.
Based on the calculation result shown above, the combination
results can be obtained.

m⊕(A1) = 0.9811

m⊕(A2) = 0.0117

m⊕(A3) = 0.0072

m⊕(A4) = 0.0000

TABLE 10. The dynamic reliability of each sensor.

TABLE 11. The comprehensive reliability of each sensor.

TABLE 12. The final result in the application.

As seen form the results, based on the proposed method,
the belief degree of the target H1 is 98.11%, while target H2
only has a belief degree of 1.17% and target H3 only has a
belief degree of 0.72%. Thus, we can correctly recognize the
real target is H1.
The results of fusing the five BPAs by different combina-

tion rules are shown in Table 7 and Fig. 2
As can be seen m1, m2, m3, m4 all agree that A1 is the true

hypothesis, while m5 agrees A3 is the true hypothesis, which
is greatly conflicting with others. In Demspter combination
rule, unreasonable results are obtained, which fails to deal
with highly conflicting evidence. In Yager’s method [66],
it simply assigns conflict to 2 and can not distinguish the
true hypothesis. In Murphy’s average method [24], it can
handle the conflicting evidence, however equal wights are
allocated to each evidence, which can not recognize the true
hypothesis well. In Deng et al.’s weighted average
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TABLE 13. The comparison results.

TABLE 14. Comparison with other methods.

method [25], based on the credibility of the evidence, the
conflict is handled well.

In the proposed method, it can be seen that although the
credibility degree of the first evidence and the fifth evidence
is almost equal, however, the fifth source is more precise.
Since the preference for the value of the belief entropy is
taken into consideration, the fifth evidence source having
the smaller value of belief entropy, is assigned more weights
than the first source, making the combination results more
precise. In addition, although the unreliable evidence having
the fourth largest value of the belief entropy is more precise,
because the credibility degree is considered, the credibility
degree reduces the weights allocated to it. The combination
results are more reliable. Since the proposed method makes
use of both the belief entropy and the credibility degree of
evidence, it is more efficient than other combination rules.

V. APPLICATION
In this section, the efficiency of the proposed method in fault
diagnosis is shown. Not only the results are consistent with
other approaches, but also the accuracy of fault diagnosis will
be improved. The example is cited from [67].

Assume a machine has three gearsG1,G2, andG3, and the
failure fault modes F1, F2, F3 represent that there are faults in
G1, G2, and G3, respectively. The fault hypothesis set is2 =
{F1,F2,F3}. Suppose there are three types of sensors named
S1, S2, S3. The evidence set derived from different sensors
is denoted as E = {E1,E2,E3}. The BPAs collected from
these pieces of evidence are listed in Table 8. Assume the
sufficiency indexes of the three pieces of evidence are 1, 0.6,
1, the importance indexes are 1, 0.34, 1.

The sensor reliability plays an important role in fault
diagnosis. In the application, the statistic reliability and the
dynamic reliability are taken into consideration to measure
the sensor reliability. The statistic reliability is mainly deter-
mined by the technical factors of sensor itself, which can be
measured by the assessment of experts and comparing the
detection value with the actual value in long term practice.

The dynamic reliability is used to reflect the variation of
sensor reliability at different times, which depends on the
surroundings. It can be evaluated by the degree of consensus
among a group of sensors. The static reliability denoted as rs

is measured by the evidence sufficiency indexµ and evidence
importance index v in Fan and Zuo’s approach and we define
ris = µi × vij. In addition, the proposed method is used to
determine the dynamic reliability rd . Thus, the comprehen-
sive reliability r = rs × rd is defined to modify the highly
conflicting evidences.

The detailed steps are shown as follows.
Step 1: Obtain the statistic reliability rs of each sensor. The

results are shown in Table 9.
Step 2: Calculate the dynamic reliability rd based on the

weight of evidence defined in the proposed method. The
results are listed in Table 10.

Step 3: Compute the comprehensive reliability according
to r = rs×rd and then normalize. The results are represented
in Table 11.

Step 4: Use the normalized comprehensive reliability to
modify BPAs, and combine the weighed average BPAs 2
times. The final results are shown in Table 12.

From the results, it can be seen that the belief degree
of the fault F1 is 87.46% which has the highest degree of
belief. Therefore, we can correctly find that there is a fault in
Gear 1.

The results of different methods are shown in Table 13 and
the comparison details with other methods are presented
in Table 14. By comparing with other methods, on the basis
of ensuring that the results are correct, the accuracy of the
results is also improved. According to Dempster combination
rule, the fault found is in Gear 2, in which the unreasonable
results are obtained. By Fan and Zuo’s method, the accuracy
of the result is 81.19%,while the proposedmethod is 87.46%.
The main reason is that both the uncertainty and reliability
of the evidence are considered. If we prefer for more certain
information, then the more precise and reliable evidence is,
the more effects it has on the final results. The accuracy
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of fault diagnosis is improved from 81.19% to 87.46% by
the new method, which demonstrates the efficiency of the
proposedmethod in conflict management and fault diagnosis.

VI. CONCLUSION
Evidence theory is widely used in data fusion. However con-
flict management when combining evidence is still an open
issue. In this paper, a new method is proposed to address this
issue. The main contribution is to consider both the weights
in relation to the uncertainty of the collected data and the
reliability of the information sources. Based on the belief
entropy and the credibility degree, the combination results
are more scientific and reasonable. Furthermore, the weights
assigned to evidence according to the belief entropy depends
on the preference relationship for the value of the belief
entropy. It is more flexible that the final results vary with the
requirements for the precision of the result.

It should be pointed that when the values of the belief
entropy of evidence are equal, the step of ordering in the
proposed method is meaningless, in which our method may
be invalid. It is one of our ongoing works.
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