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ABSTRACT Emotional intelligence plays an important role in human intelligence and is a recent research
hotspot. With the rapid development of deep learning techniques in recent years, several neural network-
based emotional text generation methods have been investigated. However, the existing emotional text
generation approaches often suffer from the problem of requiring large-scale annotated data. Generative
adversarial network (GAN) has shown promising results in natural language generation and data enhance-
ment. In order to solve the above problem, this paper proposes a GAN-based cross-domain text sentiment
transfer model, which uses annotated data from other domains to assist in the training of emotional text
generation network. By combining adversarial reinforcement learning with supervised learning, our model
is able to extract patterns of sentiment transformation and apply them in emotional text generation. The
experimental results have shown that our approach outperforms the state-of-the-art methods and is able to
generate high-quality emotional text while maintaining the consistency of domain information and content
semantics.

INDEX TERMS Emotional text generation, adversarial learning, sentiment transfer.

I. INTRODUCTION
Emotional intelligence is one of the important parts of
human intelligence, which has received extensive attention
and research interests in the field of natural language process.
Accurately recognizing and understanding emotions in text
facilitates tasks such as human-computer interaction, opin-
ion analysis, and community discovery. Nowadays neural
network based approaches have made great progress in text
sentiment analysis tasks [1]. However, the task of emotional
text generation is still very difficult compared to the success
of sentiment classification [2], [3].

Traditional emotional text generation methods are mainly
based on hand-crafted rules and utterance templates, and
often fail to handle with complicated cases. With the rapid
development of deep learning, it has become possible to
generate diverse texts using neural language model. In recent
years, several studies have attempted to endow text generation
model with emotional intelligence, such as generating con-
versational responses with specific emotions [4]–[6], or syn-
thesizing positive/negative product reviews [7].

The associate editor coordinating the review of this manuscript and
approving it for publication was Biju Issac.

Text style transformation is a method of generating emo-
tional text that has attracted widespread attention [8]–[14].
The basic idea is to edit the style attribute of a sentence
while keeping the semantic content, as shown in Figure 1.
Due to the lack of a clear definition of the style in natural
language, the existing research works usually equate the style
with the sentiment. However, these text sentiment transfor-
mation approaches typically require large-scale corpus with
emotional labels for neural model training, which makes
it difficult to apply these methods to domains that lack of
sufficient annotated data.

Generative Adversarial Network (GAN) [15] is a novel
data enhancement solution that uses a discriminative network
to guide the training process of the generator, which has been
widely applied in text generation task. In GANs, the generator
is trained to generate text that can fool the discriminator,
which prevents the discriminator from determining whether
the text is sampled from the real corpus or generated by the
generator. Since the generator and discriminator are trained
alternately and independently, the generative network can
produce high quality text with a similar distribution to the
corpus after a sufficient number of training iterations.

Inspired by the research of unsupervised cross-domain
image generation [16], this paper propose the GAN-based
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FIGURE 1. An example of text style transformation.

cross-domain text sentiment transfer model to solve the prob-
lem of insufficient annotated data in emotional text genera-
tion in some certain domains. The proposed model consists
of an emotional text generator, a sentiment discriminator and
a domain discriminator. The generator that based on encoder-
decoder architecture is trained to extract semantic informa-
tion from the original input and to output a sentence with
original content and specific emotion. The discriminators are
introduced to force the generator to learn emotional patterns
from corpus in other domains (refer to as auxiliary domains)
and apply these patterns to current domain. By combining
supervised learning with adversarial reinforcement learning,
our model achieves great performance in the emotional text
generation task.

We conduct experiments on the Yelp dataset and the Ama-
zon dataset. The experimental results show that our approach
is competitive with the state-of-the-art methods in the single-
domain sentiment transfer task, and is superior to the existing
models in the cross-domain sentiment transfer task.

The major contributions of this paper are summarized as
follows:
• We present a novel idea of learning emotional patterns
from cross-domain data to solve the problem of insuffi-
cient annotated data in emotional text generation tasks.

• We propose a new approach based on adversarial rein-
forcement learning for emotional text generation. The
experiments performed on two datasets demonstrate the
efficacy and superiority of our approach.

The rest of the paper is arranged as follows. In Section II
we review the current research progress of emotional text
generation. In Section III we formally describe the task of
cross-domain text sentiment transfer and present the details
of our method. We outline the experiments and analysis in
Section IV and V. We close with our conclusions and a
discussion of future work in Section VI.

II. RELATED WORK
Natural language generation (NLG) is an important research
topic in the field of natural language processing. With the
widespread use of deep learning techniques in NLG, many
researchers have attempted to generate emotionally colored
text in language generation task. There are two main ideas in
the existing research of emotional text generation: (1) neural
machine translation (NMT) based methods, which use the
large-scale annotated conversation corpus to train an end-to-
end dialogue model, and (2) style transfer based methods,
which edit a sentence with a certain style (sentiment) into
another sentence with a specific style.

The NMT-based emotional text generation methods, which
‘‘translate’’ the conversation input into a response with
specific emotion, are typically applied in dialogue gener-
ation tasks. Several NMT-based methods have been pro-
posed recently. Zhou et al. [4] introduced emotional chat-
ting machine (ECM), which generate emotional responses
by adopting emotion category embedding, internal emotional
memory and external memory. Ghosh et al. [5] proposed
Affect-LM which generate emotionally colored conversa-
tional text in five specific affect categories with varying
affect strengths. Zhang et al. [6] regarded generating con-
versational responses with different emotion types as a mul-
titasking problem. Sun et al. [17] used the SeqGAN model
to improve the ability of conversation model to generate
emotional responses.

The emotional text generation methods based on text style
transfer can be regarded as a sentence editing task, which
modifies the style of the sentence and keeps other semantic
content unchanged [8]. Due to the lack of a clear definition of
the style in natural language, the existing research work usu-
ally equates the style with the sentiment. Generally, text style
transfer models are trained using non-parallel corpora in spe-
cific domain. Shen et al. [9] investigated a method to achieve
style transfer by using the cross-alignment of the latent rep-
resentation in hidden layers. Fu et al. [10] regarded style
transfer as a multi-task learning problem, and investigated
multi-decoder and style-embedding methods for style trans-
fer. Xu et al. [11] introduced a cycled reinforcement learning
approach, which consists of two modules: the neutraliza-
tion module to remove emotional words and extract non-
emotional semantic information, and the emotionalization
module to add sentiment to semantic content. John et al. [12]
proposed a disentangled representation learning approach,
using auxiliary loss and adversarial learning to enforce the
separation of style and content latent spaces. By combining
the potential representations of style and content information,
themodel is capable of generating text with the corresponding
style.

Different from the aforementioned encoding-decoding
based methods, Guu et al. [13] investigated a prototype-
then-edit approach which first samples a prototype sentence
from the training corpus, then edit this sentence using neu-
ral network to change its style. Li et al. [14] proposed a
retrieve-and-delete based method for text style transfer task,
which deletes the words associated with the original attribute
from the sentence, and retrieves new phrases associated with
the target style, then synthesizes new text using a neural
model.

The existing emotional text generation approaches usu-
ally requires a large-scale corpus with emotional annotation
for model training. However, some domains do not have
such available corpus. In order to combat the problem of
insufficient data in specific domain, this paper proposes a
cross-domain sentiment transfer model based on generative
adversarial learning that use the annotation data from other
domains to assist in model training.
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FIGURE 2. Overview of our approach. The input/output are drawn with solid lines, losses with dashed lines. The generator
is alternately trained by supervised learning (using both auxiliary and original domain text), and adversarial reinforcement
learning (using original domain text).

III. PROPOSED APPROACH
Themotivation for proposing the cross-domain text sentiment
transfer method is to solve the problem that we lack of
well-annotated training data for emotional text generation.
Existing methods generally assume that large-scale corpora
with emotional annotations are available for model training.
However, for some domains that suffering from insufficient
annotated data problem, it is difficult to train emotional text
generation models using these deep learning methods.

Inspired by the idea of unsupervised cross-domain image
generation [16], we propose a text sentiment transfer model,
which can be trained using annotated corpus from other
domains (refer to as auxiliary domains) and fine-tuned on the
original domain, to combat the problem of lack of available
labeled training data for emotional text generation. In other
words, we expect the model to learn emotional patterns from
auxiliary domain data and apply these patterns to emotional
text generation in current domain. We formally describe the
cross-domain text sentiment transfer task as follows:

Given a text set Cori
= {Xori

1 ,Xori
2 , · · · } in the origin

domain with arbitrary emotion types, and a text set Caux
=

{X aux
1 ,X aux

2 , · · · } in the auxiliary domain with sentiment ŝ,
the task is to learn a mapping function G : X → Y that takes
sentence X as input and generates a sentence Y with emotion
type ŝ, where Y and X have the similar content information.
Since the model is trained using non-parallel corpus from
two different domains, the model is expected to retain the
domain-related information in the original sentence X when
synthesizing the sentence Y .

The overall framework of our cross-domain sentiment
transfer model is illustrated in Figure 2. The model includes a
generator based on the encoder-decoder framework and two
discriminators based on neural classification networks. The
generator takes a sentence X as input and converts X to a
sentence Y with the target emotion ŝ. The discriminator is

used to distinguish between ‘‘fake’’ sentences generated by
the generator and ‘‘real’’ sentences sampled from the training
corpus. The sentence Y synthesized by the generator should
be as close as possible to the distribution of real natural
language, and can fool the style discriminator and the domain
discriminator.

This section begins with an overview of the proposed
approach. Details of the sequence-to-sequence based genera-
tor and the cross-domain sentiment transfer method are pre-
sented in Section III-A and Section III-B. We further discuss
the details of generative adversarial learning for sequence
generation in Section III-C.

A. SEQ2SEQ BASED GENERATOR
The generator is a sequence-to-sequence (Seq2Seq) based
neural network, which consists of an encoder and a decoder.
For each input sentence X = {x1, x2, · · · , xm}, the encoder
E encodes X into a sequence of hidden representations h =
{h1, h2, · · · , hm}. Then, the decoder D takes hm as the initial
state and decode a sequence Y = {y1, y2, · · · , yn} by predict-
ing the next word with the highest probability of generation.

We employ the gated recurrent unit (GRU) [18] network
as the encoder and the decoder. A GRU unit consists of the
following components:

zt = σ (Wz · [ht−1, xt ]) (1)

rt = σ (Wr · [ht−1, xt ]) (2)

h̃t = tanh(W · [rt ∗ ht−1, xt ]) (3)

ht = (1− zt ) ∗ ht−1 + zt ∗ h̃t (4)

where h̃t denotes the intermediate state which computes the
candidate activation; ht represents the activation of GRU at
time t; rt is a reset gate, which controls the effect of the pre-
vious activation ht−1 on the current candidate activation state
h̃t ; and zt is the update gate that controls the update process
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of the current activation based on the previous activation ht−1
and the candidate activation h̃t .

B. CROSS-DOMAIN SENTIMENT TRANSFER NETWORK
To learn the emotional text generation model using cross-
domain, non-parallel corpus, we propose the cross-domain
text sentiment transfer model based on generative adversarial
learning.

First, we use the aforementioned Seq2Seq-based
generator G as the generative network. Second, two
RNN-based classifiers are introduced as discriminators to
distinguish between sentences generated by the generator G
and sentences sampled from training corpora. The generator
is expected to synthesize text that can fool the discriminators.
Finally, we train the generator and discriminators alternately
in each iteration in a supervised manner and tune the parame-
ters of the generator using adversarial reinforcement learning.
After training on large-scale corpus, the generator is able to
perform sentiment transformation on the original sentence.
The basic structure of our model is as follows:

Given an original input X , we expect the generator to
synthesizes a sentence Y which reserves the content of X and
also contains the target sentiment information. In other words,
we wish to learn a function G : X → Y which minimizes the
combined loss:

L = LCONST + LGAN (5)

where LCONST indicates the loss of content consistency, and
LGAN is the adversarial loss.
We have adopted two different learning strategies to make

use of training data from different domains:
For the auxiliary domain text, the generator is trained in a

supervised manner using sequence-aggregated cross-entropy
loss, and only the content consistency loss LCONST is consid-
ered, denoted as:

Laux
CONST = −

n∑
t=1

log pθ (yt |hm, y1, · · · , yt−1) (6)

where θ denotes the parameters of the generator, and pθ (yt |·)
indicates the probability of generating the target token yt .

For the original domain text, both LCONST and LGAN
are taken into consideration. We tune the parameters of the
generator using adversarial learning and reinforcement learn-
ing. In this case, we adopt a modified Bilingual Evaluation
Understudy (BLEU) algorithm [19] to evaluate the content
consistency loss LCONST of the generated sentence. Our
modifications are simple yet effective: directly mask the
‘‘sentiment indicator’’ tokens in the generated sentence Y
(considered as candidate) and the input sentence X (consid-
ered as reference), then calculate a standard BLEU score.
Thus, the consistency loss for original domain text is calcu-
lated as:

Lori
CONST = 1− BLEU(Y ′) (7)

where Y ′ is the masked generated sentence. It is worth noting
that we still need additional knowledge to determine if a token

is the ‘‘sentiment indicator’’. In practice, we use sentiment
lexicons provided by Wilson et al. [20] to identify these
words.

In order to make the generator capable of editing the origi-
nal input into a sentencewith specific sentiment, we introduce
two discriminative components for adversarial learning: the
sentiment discriminator and the domain discriminator. The
training procedure of adversarial learning can be considered
as a minimax game between the generator and the discrim-
inators. Each discriminative model is trained to distinguish
between the ‘‘fake’’ text synthesized by the generative model
and the ‘‘real’’ text sampled from training corpus. At the same
time, the generative model is trained to generate text that
can fool the discriminative models. Therefore, LGAN can be
regarded as a trade-off between the discriminative loss LD
and the generative loss LG.

The sentiment discriminator is used to evaluate the sen-
timent transfer performance of the generator. It is trained
by minimizing the classification loss LD-Sentiment, which is
calculated as:

LD-Sentiment = −EY∼Caux [logDsφ(Y )]

−EY∼G(X aux)[log(1− Dsφ(Y ))]

−EY∼G(Xori)[log(1− D
s
φ(Y ))] (8)

where Ds is the sentiment discriminator and φ represents
its parameters. Caux denotes the auxiliary domain corpus;
G(X aux) denotes the set of sentences generated by genera-
tor G with text in auxiliary domain as input, while G(Xori)
denotes the ones with text in original domain as input.

Meanwhile, generator G is trained to fool the discrimi-
nator Ds. In other words, generator G attempts to generate
sentences with the same sentiment as the text in the auxiliary
domain corpus. Formally, the objective for generator G is to
minimize the loss LG-Sentiment, denoted as:

LG-Sentiment = −EY∼G(Xori)[logD
s
φ(Y )] (9)

Since the above-mentioned adversarial learning process
may cause the generator G to be more prone to generate
tokens related to the auxiliary domain, it is necessary to
introduce an additional component to avoid this situation.
Similar to the sentiment adversarial network, we adopt a
domain adversarial network to evaluate and enhance the
domain information preservation capability of the generator.
Formally, the domain discriminator is trained by minimizing
the classification loss LD-Domain, which is:

LD-Domain = −EY∼Cori [logDdη (Y )]

−EY∼G(Xori)[log(1− D
d
η (Y ))]

−EY∼G(X aux)[log(1− Ddη (Y ))] (10)

where Dd represents the domain discriminator and η denotes
its parameters. Similarly, the generator G is optimized by
minimizing the loss LG-Domain, which is calculated as:

LG-Domain = −EY∼G(Xori)[logD
d
η (Y )] (11)

100084 VOLUME 7, 2019



R. Zhang et al.: Emotional Text Generation Based on Cross-Domain Sentiment Transfer

We consider the estimated probability of being ‘‘real’’ text
which calculated by the discriminators as reward. Thus, min-
imizing LG-Sentiment and LG-Domain can be regarded as a pro-
cess of maximizing rewards, and the optimization problem of
generative networkG can be seen as a reinforcement learning
problem. However, adversarial learning for sequential data
is still difficult. We will discuss these details in the next
section.

C. SEQUENCE GENERATIVE ADVERSARIAL LEARNING
Unlike the generative adversarial learning in the image
domain, there are two major challenges in using generative
adversarial networks for sequence generation. On the one
hand, the classical GANs are designed to generate contin-
uous real-value data, and are not suitable for generating
sequence of discrete tokens. This is due to the fact that
in GANs, the loss from discriminator with respect to the
outputs by generator will direct the generator to slightly
change its output value to make the generated results more
realistic. In the process of text generation, however, it is
difficult to achieve because in the limited vocabulary space
there is probably no corresponding words to reflect such
change. On the other hand, the discriminator network typi-
cally only scores the entire generated sequence, which make
it hard for the generator to explicitly learn which discrete
token has a greater impact on the quality of the generated
results.

Following the adversarial learning approach for dialogue
generation proposed by Li et al. [21] and the SeqGANmodel
proposed by Yu et al. [22], we regard text generation as a
sequential decisionmaking process, and optimize this process
by reinforcement learning. For each time step t , we con-
sider the generated tokens {y1, y2, · · · , yt−1} as state s, and
the next token yt as action a. We use the reward estimate
approach introduced in SeqGAN, which calculate the value
of intermediate action via Monte Carlo search with a roll-
out policy. Therefore, the sentiment transfer reward rsentiment
and the domain preservation reward rdomain are calculated
as:

rsentiment =


1
K

∑K

k=1
Dsφ(Y

k
1:n) for t < n.

Dsφ(Y1:t ) for t = n.
(12)

rdomain =


1
K

∑K

k=1
Ddη (Y

k
1:n) for t < n.

Ddη (Y1:t ) for t = n.
(13)

where Y k1:n = {y1, · · · , yt , · · · , yn} ∈ MCGβ (Y1:t ;K ) is
sampled based on the roll-out policyGβ and the current state,
n is the length of output sequence Y .
Then we optimize the parameters of the generative

model using the REINFORCE algorithm. After training
using large-scale corpus, the generative model is capable
of generating sentences with specific emotion in a certain
domain.

To put it all together, the training process of the presented
model is illustrated in Algorithm 1.

Algorithm 1GAN-Based Cross-Domain Sentiment Transfer
Require: Training steps γ1 and γ2; Generator G; Senti-

ment DiscriminatorDs; Domain DiscriminatorDd ; Unla-
beled text dataset Cori

= {Xori
1 ,Xori

2 , · · · ,Xori
m }from

the original domain; Annotated text dataset Caux
=

{X aux
1 ,X aux

2 , · · · ,X aux
n } from the auxiliary domain with

target sentiment ŝ;
1: Initialize G, Ds and Dd with random weights;
2: Pre-train G using MLE on Cori and Caux;
3: Generate fake texts Fori and Faux on the two domains

using generator G;
4: Pre-train Ds and Dd using {Cori,Caux,Fori,Faux

};
5: repeat
6: for g-steps do
7: Sample batch X aux from the auxiliary domain

dataset and generate fake texts Faux using G(X aux);
8: Update G by minimizing Eq. (6);
9: Sample batch Xori from the original domain dataset

and generate fake texts Fori using G(Xori);
10: Update G by minimizing Eq. (7);
11: for γ1-steps do
12: for t in 1:T do
13: Compute rsentiment by Eq. (13);
14: end for
15: Update G via REINFORCE algorithm;
16: end for
17: for γ2-steps do
18: for t in 1:T do
19: Compute rdomain by Eq. (13);
20: end for
21: Update G via REINFORCE algorithm;
22: end for
23: end for
24: for d-steps do
25: Generate fake texts Fori and Faux on the two

domains using generator G;
26: Update Ds using {Caux,Faux,Fori

} by minimizing
Eq. (8);

27: Update Dd using {Cori,Fori,Faux
} by minimizing

Eq. (10);
28: end for
29: until model converges

IV. EXPERIMENTAL SETUP
A. DATASET
We experiment with the Yelp review dataset under a single-
domain setup, and conduct experiments on the Amazon
review dataset to compare the performance of the models in
cross-domain sentiment transfer task. The details of the two
datasets are as follows:

Yelp Review Dataset. Since the baseline methods are
text sentiment transformation models for single-domain,
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following previouswork [9] we use theYelp restaurant review
dataset1 to evaluate the performance of our model in single
domain text sentiment transfer task. The Yelp dataset con-
tains 444,101 reviews for train, 63,483 for validation and
126,670 for test. The maximum review length is 15 words.

AmazonReviewDataset.Experiments are also conducted
on the Amazon review dataset [23], and we compare these
methods using cross-domain text. This dataset contains a
large number of Amazon product reviews with user rat-
ing tags and is divided into 24 categories. We choose the
‘‘Books’’ and the ‘‘Movie and TV’’ reviews for our exper-
iment. Similar to previous work [11], we preprocess the
dataset with the following steps. First, we consider the
reviews with rating below three as negative reviews, and
reviews with rating above three as positive reviews. Since
the user rating annotation is provided at the documentation
level and our method focuses on sentence-level text gen-
eration, we use the Natural Language Toolkit2 (NLTK) to
split the review paragraph into sentences. Then, we use the
corresponding rating to label these sentences, and filter out
the ones that exceed 20 words. Finally, we train a sentiment
classifier and filter out reviews with classification confidence
below 0.75, as the sentiment-level weak annotation men-
tioned above result in some noise data. After preprocess-
ing, about 10.6M reviews for ‘‘Books’’ category and 2.4M
reviews for ‘‘Movie and TV’’ category are retained. We use
the negative reviews in the ‘‘Books’’ category as the original
domain text, and the positive reviews in the ‘‘Movie and TV’’
category as the auxiliary domain text. In other words, given
a negative review for a book, we expect the final model to
generate a positive review for this book.

B. MODEL DETAILS
We implement both the encoder and the decoder as 2-layer
GRUs, with word embedding dimension of 100 and hidden
layer dimension of 128. The maximum utterance length is
set to 20. All parameters are initialized by sampling from a
uniform distribution over -0.1 and 0.1. In order to train the
generator more effectively, we first pre-train it as an autoen-
coder using Maximum Likelihood Estimate(MLE), then tune
the model parameters using our approach. The generator is
pre-trained for 5 epochs on both the original and the auxiliary
datasets, and the word embedding vectors are learned during
pre-training.

The discriminators for adversarial reinforcement learning
are implemented as single layer GRUwith hidden size of 128.
The training step γ1 and γ2 are set to 3 and 5 respectively.
We use the Adam optimizer [24] to train our model.

C. BASELINES
We compare our approach with the state-of-the-art systems
below:

1https://www.yelp.com/dataset
2http://www.nltk.org

Cross-Alignment Auto-Encoder (CAAE): This work is
proposed by Shen et al. [9], which investigated a method
to achieve style transfer by using the cross-alignment of the
latent representation in hidden layers.

Unpaired Sentiment Translation (UST): This method
is proposed by Xu et al. [11]. They introduced a cycled
reinforcement learning approach for sentiment transfer task.
Their model consists of two modules: the neutralization
module which removes emotional tokens and extracts non-
emotional content information, and emotionalization module
which adds sentiment to the semantic content.

D. METRICS
We evaluate the generation results of our approach from
the following aspects: (1) sentiment transfer strength, (2)
content preservation, and (3) quality of generated text.
We apply several automated methods to evaluate the first two
aspects. Since automatically evaluating the quality of gener-
ated text is still a difficult task, we report the manual analysis
results to further confirm the performance of the models in
Section V-C. The automatic evaluationmetrics are as follows:

Sentiment Transfer Strength: Transfer strength is the
most common and basic metrics [25]. We adopt a sepa-
rate LSTM-sigmoid network to predict the sentiment cate-
gory of the generated text, following the previous works by
Fu et al. [10] and John et al. [12]. The sentiment transfer
strength could be defined as:

Transfer Strength =
NTrues

NTotal
(14)

where NTrues denotes the number of test case which is suc-
cessfully transferred to target sentiment, andNTotal represents
the size of the test set. The sentiment classifier achieves the
accuracy of 93% on the Yelp dataset and the accuracy of 90%
on the Amazon dataset.

Domain Preservation Strength: Since training with
cross-domain data may cause the decoder to generate words
that is unrelated to the original domain, we introduce another
classifier to evaluate the model’s capabilities of preserving
domain information. Similarly, we use another LSTM classi-
fier to determine whether the generated sentence belongs to
the original domain or the auxiliary domain, denoted as:

Preservation Strength =
NTrued

NTotal
(15)

where NTrued is the number of generated sentences classified
as original domain text. The domain classifier achieves the
accuracy of 84% on the Amazon dataset.

Cosine Similarity: The similarity of sentence vectors is a
simple yet effective measure of sentence similarity, as intro-
duced in [10]. We calculate the sentence embedding by con-
catenating the min, max and mean of its word embeddings.
Then we compute the cosine similarity between the input
sentence and the generated sentences, defined as:

Simcosine(s1, s2) =
−→v1 ·
−→v2∥∥−→v1 ∥∥ ∥∥−→v2 ∥∥ (16)
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TABLE 1. Automatic evaluation results.

where v1 and v2 are the sentence embeddings corresponding
to the input sentence s1 and the generated sentence s2.
Word Overlap: Word overlap is another effective metric

for content preservation [12]. We further refine this assess-
ment approach by excluding sentiment-specificwords. In par-
ticular, we exclude the sentiment words from the lexicon
introduced by Wilson et al. [20] for our evaluation. The word
overlap similarity is defined as:

Simoverlap(s1, s2) =
COUNT(ks1 ∩ ks2 )
COUNT(ks1 ∪ ks2 )

(17)

where ks1 and ks2 are the unigram words corresponding to
sentences s1 and s2.

V. RESULTS AND ANALYSIS
A. AUTOMATIC EVALUATION ANALYSIS
To verify the generation capability of our proposed model,
we conduct two sets of experiments on different datasets: the
Yelp dataset for single-domain text sentiment transformation
and the Amazon dataset for cross-domain text sentiment
transformation. For each set of experiments, we run each
model 5 times and evaluate the performance of the models
for each metrics, and calculate the final results for each
model through averaging. The experimental results are shown
in Table 1.

We first perform the single-domain text sentiment trans-
formation experiment on the Yelp dataset and compare it
with the two baseline models. We did not use the domain
discriminator Dd when conducting experiment on the Yelp
dataset since this dataset does not contain cross-domain data.
Experimental results on the Yelp dataset show that our model
outperforms the CAAE model in terms of sentiment transfer
strength and is competitive with the UST model. Since the
CAAE model produces more failed results (most of which
are the same as the input), it scores higher on cosine similarity
and word overlap metrics.

We further conduct cross-domain text sentiment trans-
formation experiment on the Amazon dataset to verify the
domain information preservation capabilities of these mod-
els. As can be seen in Table 1, our presented model is able
to distinguish words from different domain, and effectively
preserve domain information while performing sentiment
transformation. In the sentiment transfer strength and the
domain preservation strength metrics, our model is signif-
icantly better than the baseline models, and also has an
increase of 0.7 over the best baseline model on the word
overlap metrics.

The reason why the baseline models perform poorly on
the Amazon (cross-domain) dataset is that these models lack

of external domain knowledge. When training with both
original and auxiliary domain data, it is difficult for these
models to learn whether a word is related to a particular
domain or emotion. In particular, the UST model contains a
classification module for identifying emotional words. Due
to the different data distribution between the original domain
and the auxiliary domain corpus, the classifier incorrectly
confuses the domain-specific words and sentiment words,
which further leads to the wrongly editing in the text gen-
eration process. For example, for the input sentence ‘‘What
a boring book’’, the UST model trained using cross-domain
data may synthesize an output ‘‘What a boring movie’’. In the
above example, the USTmodel erroneously edits the domain-
specific word ‘‘book’’ while retaining the emotional word
‘‘boring’’.

Although themodel presented in this paper does not explic-
itly use external knowledge to inform the model which word
is related to the original domain, the generator can still learn
the relationship between words and domains via adversarial
learning. Therefore, the model can better distinguish between
domain-specific words and emotional words, thus obtain-
ing better scores in sentiment transfer strength and domain
preservation strength metrics.

B. PERFORMANCE CORRELATION ANALYSIS
In adversarial learning, the setting of training times γ has a
crucial impact on generated results. We further evaluated the
performance of the model under different setting of training
times γ to select the optimal model hyperparameter.
We first determine the setting range of γi by running pre-

experiment, and then combine the two sets of parameters.
We evaluate the performance of our model with different
combinations of parameter setting, where γ1 ∈ {3, 5, 7} and
γ2 ∈ {3, 5, 7}, as illustrated in Figure 3.

Figure 3(a) shows that the score of sentiment transfer
strength is basically negatively correlated with the score of
domain preservation strength under different settings of γi.
Therefore, we should find the appropriate parameter set-
tings so that the model can perform well on both metrics.
Figure 3(b) illustrates that the model exhibits a negative cor-
relation between the score of sentiment transfer strength and
the score of word overlap, which is to say, while improving
the ability of the model to modify the emotion of the text,
the capability of themodel to retain the semantics information
of the original sentence will be reduced. Figure 3(c) indicates
that the score of domain preservation strength is positively
correlated with the performance of the word overlap metrics.
This suggests that improving the model’s ability to preserve
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FIGURE 3. Score correlation of sentiment transfer strength, domain
preservation strength, and word overlap under different training times
settings.

domain information helps the model generate sentences that
are more capable of maintaining the original semantics.

Finally, we choose γ1 = 3, γ2 = 5 as the final setting for
our model, since the model achieves more acceptable results
on each evaluation metrics under this setting.

C. HUMAN EVALUATION ANALYSIS
In order to better evaluate the proposed approach, we also
conduct manual evaluation to assess the quality of generated
sentences. We recruit three annotators for human evaluation
experiments. Each annotator is asked to rank the generated
results according to the following criteria: (1) emotional accu-
racy, (2) domain accuracy, and (3) linguistic fluency. The
results ofmanual ranking can be considered as relative scores.
We use the following method to calculate the score: 3 points
for the first place, 2 points for the second and 1 point for the
last. Since different models may produce the same results for
some test case, we allow the rankings to be juxtaposed.

We extracted 150 sentences from the test set and manu-
ally evaluated the sentiment transformation results for each

TABLE 2. Human evaluation results.

TABLE 3. Typical successes and failures in the experimental results.

model. The results of human evaluation are shown in Table 2.
We calculate the Fleiss’ kappa as the statistical measure of
inter-rater consistency, the average score is 0.716.

We also randomly sample some cases from the generated
results of our model and perform manual analysis. Typical
successes and failures in the experimental results are pre-
sented in Table 3.

As can be seen, the presented model can well identify
the explicit emotional words in the sentence, and replace
these words with the target emotional expressions. However,
it is still difficult for the model to capture the metaphorical
emotional expressions, which further leads to the failure of
the emotional text generation task. For example, in case (3),
the model has identified the sentiment word ‘‘boring’’, but
failed to recognize the metaphorical expression ‘‘didn’t even
finish it’’, thus resulting in emotionally contradictory output.

Another typical failure is because the model confuses
domain-specific words and sentiment words, which in
turn leads to the generation of out-of-domain information,
as shown in case (4). The results of automatic evaluation and
manual analysis indicate that our model performs better on
this issue because we apply additional modules to force the
model to distinguish domain information.

Although we did not introduce additional network struc-
tures to learn domain knowledge, the presented model still
achieve acceptable results in cross-domain text sentiment
transfer task. We believe that there are two main reasons: on
the one hand, the word vectors learned during neural network
training can reflect the role of specific words in emotional
expression.Words with similar meanings will be close to each
other in the embedding space, which enables the association
of similar emotional expression in different domains. On the
other hand, there is a certain similarity between the ‘‘Book’’
domain and the ‘‘Movie and TV’’ domain. For example, there
are some shared domain-specific words such as ‘‘storyline’’,
and similar emotional expression such as ‘‘amazing’’. This
enables the model to generate sentences for original domain
without external domain knowledge.
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VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a GAN-based cross-domain text
sentiment transfer approach, which is used to solve the prob-
lem of lacking of annotated data in emotional text generation
tasks. By combining adversarial reinforcement learning and
supervised learning, the proposed model can learn sentiment
transformation patterns from auxiliary domain data and apply
them to emotional text generation. The experimental results
demonstrate the efficacy of our approach. In future work,
we will consider more complex networks to capture semantic
associations between different domains to enhance the quality
of generated emotional texts. In addition, we will also apply
this model to the data-to-text generation task.
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