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ABSTRACT Unsupervised learning is applicable to classification that does not know the number of specific
categories in advance, and sparse auto-encoders (SAE) are widely used for feature extraction of unsupervised
learning. Therefore, this paper proposes an electromagnetic signal classification system based on SAE which
is combined with the machine learning clustering algorithm. In particular, we propose to perform feature
preprocessing on signals using STFT. Then, the features extracted by SAE training are clustered by t-SNE
and DBSCAN to obtain clustering results. Finally, we prove the feasibility of this method classification by
comparing with traditional clustering methods. Because of the feature extraction, SAE not only learns the
key feature information but also effectively compresses the data content, which greatly reduces the data
dimension that the clustering algorithm needs to deal with and improves the clustering accuracy. As the
experimental results show, the evaluation indicators of the result obtained by our method are significantly
improved compared with the traditional clustering algorithms, the compactness (CP) index decreases by
73.76%; the Davies-Bouldin Index (DB) decreases by 18.50%; the Dunn Validity Index (DVI) increases by

6.24%; and the Rand Index (RI) increases by 43.14%.

INDEX TERMS Machine learning sparse auto-encoders STFT, t-SNE, DBSCAN.

I. INTRODUCTION

In modern life, especially military intelligence, the use of
electromagnetic targets to transmit information is becoming
more and more frequent. As the number of transmitted signals
increases and the content is different, there are many tech-
niques to classify the received electromagnetic signals. In the
existing classification algorithms, the most convenient and
faster way is to use machine learning methods [1]-[3], such
as support vector machines (SVM) [4]-[6], k-means [7]-[9],
Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) [10], [11], artificial neural networks
[12]-[15], etc.

Most previous methods for pulses classification are more
inclined to know the total number of categories in advance,
and then set the number of output categories for classification.
Zhang et al. [16] proposed a novel edit distance with real
penalty (ERP)-based k-nearest neighbors (KNN) classifier.
Dai et al. [17] proposed a modulation classification method
using stacked sparse auto-encoders combined with softmax
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regression classifier. Jeong et al. [34] proposed a new deep
belief network model to generate a more efficient threat
library for radar signal classification. However, in actual
situations, there are many kinds of pulses received, and it is
difficult to know the exact number of categories. The method
proposed in this paper can be better applied to these actual
situations.

An important step before clustering is feature extrac-
tion, a better feature extraction algorithm can make clus-
tering more accurate. Among the many methods of feature
extraction, neural networks are the most popular algo-
rithms at present, and SAE (Sparse Auto-Encoders) is a
simple and efficient neural network that can automatically
learn features from unlabeled data [18]. SAE is based on
AE (Auto-Encoders), introducing sparse regularization in
vector of hidden layer or output layer [19]. SAE only needs
one middle hidden layer, and it can get the deep features
of input data after continuously training. Another commonly
used neural network for classification is CNN [20]. However,
CNN has a large amount of computation due to the use of
a large number of convolution operations. Compared with
CNN, SAE only uses the fully connected layer. It only needs
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to calculate the weight and gradient, and the calculation
amount and training time are less than CNN. CNN not only
needs a suitable pre-training model, but is also commonly
used for image classification [21]. Our proposed method
transforms the original image into a time-frequency map
using STFT, and then transforms the time-frequency map
into a one-dimensional matrix for SAE training, reducing the
amount of computation.

Although k-means [22] is a commonly used clustering
algorithm, it needs to set the k value in advance, and the
optimal k value is difficult to select. But DBSCAN does
not need to set the number of classifications in advance like
k-means, the classification results can be adjusted according
to our own needs. Therefore, this article combines DBSCAN
and neural networks used to extract features for classifica-
tion. In summary, we have two contributions in this article:
(1) We combine SAE neural networks with traditional clus-
tering algorithms and improve the accuracy of unsupervised
clustering, (2) We conduct comparing experiments on other
method [33] to prove the advantages of our method.

Pulse Signal
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FIGURE 1. The framework of the method for clustering.

The paper proposes a pulses classification method based
on machine learning. As shown in Fig.1, first we propose a
fuzzy features preprocessing method using STFT (short-time
Fourier transform), and the original signals are converted into
time-frequency signals. Then we send the time-frequency
signals to SAE to learn the deep features. After training, the
feature data of the hidden layer are extracted. Finally, we
reduce the dimensionality of the features and visualize them
by using t-SNE, and DBSCAN is used for clustering. Since
the specific number of pulse classes is not known in advance,
the proposed method is an unsupervised training process.
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The effectiveness of the method is confirmed by observing
the pulses in the same category. This method can greatly
reduce the workload of manual classification and improve
work efficiency.

The rest of the paper is organized as follows. Section II
introduces the algorithms used in the paper, including SAE,
t-SNE and DBSCAN. In section III, we introduce the experi-
mental steps and evaluation indicators. In section IV, we show
the results of the classification experiment and comparison
with the existing methods. Section V concludes the study.

Il. PROBLEM FORMULATION
A. SHORT-TIME FOURIER TRANSFORM
In fact, the most important difference between different types
of radar pulses is their frequency variation with time [21].
So we use STFT to convert the raw pulses into a time-
frequency signals before SAE training. Through the feature
preprocessing of STFT, we can get better deep features in
SAE training.

The Windowed Fourier Transform of a function is defined
in [23] as:

+o0

S (1.f) = / KW — 1. fexp(—2rfde (1)

—00

Which satisfies fj;: w(t —t,f)dt = 1forVfrequencyf.
Fig.2 shows the time-frequency transform results using dif-
ferent window functions with the same length of window
function. We can see that different window functions have
little effect on our experimental results. However, the first
side-lobe relative to main-lobe attenuation, the main lobe
width and the minimum attenuation of the stop band of the
Kaiser window are adjustable. So in order to better adjust the
results, we select the Kaiser window as a window-function,
and w (¢, f) is defined as

I (a o) m)
Io (o ()

In this formula, the Iy(-) is the zero-order Bessel function
of the first type, and « (f) is a frequency dependent parame-
ter [24], where « (f) is proportional to the frequency f:

a(f) ~ Bf &)

wi (t.f) = (@)

and B is a constant.

In this paper, the length of window function is 60 and the
B that affects the side-lobe of the window function is 5. The
number of overlapping points when calculating the spectrum
is 41, and the number of FFT points is 256. The sampling
frequency defaults to 1Hz.

B. SPARSE AUTO-ENCODER

In this section, we briefly introduce the structure of SAE
neural network and its internal mathematical operations.
As shown in Fig. 3, the basic structure of SAE is divided
into three parts: encoder, middle hidden layer and decoder.
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FIGURE 2. Time-frequency images by using Kaiser window (a);
Rectangular window (b); Triangular window (c); Hanning window (d);
Hamming window (e); Chebyshev window (f).
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FIGURE 3. SAE neural network structure.

The training goal is to achieve the reconstruction of the input
signal, then the hidden middle layers can be regarded as the
learned feature.

SAE allows the network to convert a set of quantities into a
set of additional quantities through learning. This set of quan-
tities can in turn be restored to the original data by decoding.
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It indicates that the outputs of the middle layer are another
expression of the original input.

From the structure chart we can see that the neural network
is an arithmetic unit with input values of x{, x2, x3.....x, and
bias units. The encoder function, i = f(Wx + b), maps the
input layer x to the hidden layer /4, and the decoder function,
y = f(Wh + b), is used to recover x from A [18], where
f:R — R is called the activation function. In this paper,

we choose f(-) to be the sigmoid function:
f (@ B 4
Z) =
1+ exp (—2)

And W is the connection parameter called weight matrix
between the two different layers.

For a single sample (x,y), the cost function can be
defined as:

1
JW.bixy) =5 |hws @) —y)? )

Given a data set containing m samples, we can define the
overall cost function as

1 & o
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The first item in the above definition of J (W, b) is a mean
squared term. The second item is a regularization item (also
called weight decay term) that tends to reduce the magnitude
of weight and prevent overfitting. And we define the loss
value as:

1 m n 1 2
_ (0] 0]
L= 235 (7 =4") ™

i=1 j=1

Suppose that a;(x?) represents the activation of hidden
unit when the network is given a special input x¥). Further,
let p; = %Z}l 1 Gi x(f)) be the average activation of hid-
den unit i [17]. We would like to enforce the constraint
0i = p, p is a sparsity parameter. To achieve this con-
straint, we will add an additional penalty factor to our opti-
mization objective function, and the penalty factor is as
follows [25]:

8
P

- M

m m

~ 1
S KL(p |l 41) =Zplog§+<1 — p)log 1
i=1 !

i=1
Here, m is the number of hidden neurons in the hidden
layer, and index i represents each neuron in the hidden layer.
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So the cost function of SAE is defined as:
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C. VISUALIZATION ALGORITHM
1) DIMENSIONALITY REDUCTION MAPPING
The feature data obtained by SAE training is high-
dimensional data, and the amount of clustering calculation
is large, so it is necessary to reduce the dimension. The
t-distributed Stochastic Neighbor Embedding (t-SNE) is a
very popular algorithm for dimensionality reduction of high-
dimensional data, which was proposed by Laurens van der
Maaten and Geoffrey Hinton in 2008 [26]. This algorithm has
been widely used in the field of machine learning because
it can effectively convert high-dimensional data into two-
dimensional images [27], [28].

t-SNE (t-distributed stochastic neighbor embedding) is a
machine learning algorithm for dimensionality reduction. Itis
a non-linear dimensionality reduction algorithm, which is
very suitable for the reduction of high-dimensional data to
2D or 3D for visualization. t-SNE adds two improvements
to SNE: one is to transform SNE into a symmetric SNE,
the other is to use t distribution instead of the original Gaus-
sian distribution in the low-dimensional space, and the high-
dimensional space does not change.

t-SNE converts the distance relationship between high-
dimensional data to a conditional probability to represent
similarity. If there are two points x; and x; in the high-
dimensional space, then we use Gaussian distributions to
define their conditional probabilities as [26]:

2
exp (- [lxi—2
2‘71‘2

S e

i

(10)

Pij =

And The conditional probabilities of the low-dimensional
space are defined by the t-probability distribution as
follow [26]:

—1
(14 i = l?) .
qij = —
ez (L Iy = l?) ™!

Then the cost function is determined by minimizing the
Kullback-Leibler divergence between the joint distributions
p and g [29]:

Ce)=KL(P Q=Y pjlog ’f (12)
— ij
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And the result of cost function for the gradient of y; is as
follows:

__42 Pij — ql]

-1
o —) (1+ [y =yl?) a3
2) CLUSTER ANALYSIS
DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) is a density-based spatial clustering algorithm.
The algorithm divides regions of sufficient density into clus-
ters and can find clusters of arbitrary shape in a spatial
database with noise, it defines the cluster as the largest set
of points connected by density [30].

DBSCAN has the following advantages:

(1) Fast clustering,efficient processing of noise points and
finding spatial clustering of arbitrary shapes;

(2) Compared with k-means, there is no need to input the
number of clusters to be divided;

(3) The shape of the cluster is not biased;

(4) The parameters of filter noise can be entered when
needed.

The DBSCAN algorithm has two very important param-
eters: Eps and MinPts. Eps represents the radius, and the
neighborhood within a given point radius Eps is called the
Eps-neighborhood of the point. MinPts represents the mini-
mum number of neighbor points that a given point becomes
the core object in the neighborhood.

DBSCAN searches for clusters by checking the Eps-
neighborhood of each point in the data set. If the Eps-
neighborhood of point p contains more points than MinPts,
create a cluster with p as the core object; then, DBSCAN
iteratively aggregates objects that are directly reachable from
these core objects, this process may involve the consolidation
of some density-reachable clusters. The process ends when no
new points are added to any of the clusters.
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Ill. EXPERIMENTS
In this section, we introduce the experimental parameter set-
tings and evaluation indicators. We have separated 3155 pulse
signals from the existing IF (Intermediate Frequency) radar
signals. Our goal is to classify these pulse signals by unsu-
pervised training. First, we blur the time-frequency maps of
the initial signal to obtain more accurate and useful feature
information by sacrificing the image resolution. We design a
SAE model in the second part, and we show some represen-
tative results of unsupervised training. Finally, we introduce
five indexes to evaluate our clustering method.

All experiments were carried out on MATLAB 2015b of
window 10 operating system using a 64-bit computer with
4.2GHz Intel core i7-7700K CPU and 8 GB RAM.

A. FUZZY PROCESSION

Since the resolution of the time-frequency maps generated by
the original pulse signal is too high, the amount of data is very
large, and the training time of SAE will increase accordingly.
So we reduce the resolution by intercepting useful feature
information parts. After processing, important signal features
are preserved while reducing the resolution.

B. PARAMETER SETTINGS

In order to reduce the computational complexity of SAE,
we reshape the two-dimensional time-frequency data of a
single pulse into one-dimensional matrix data, and the length
of each one-dimensional matrix is 2482. Then we process
the values of the matrix elements using the normalization
method. We select several hidden layer values for compar-
ison, by considering the loss value and the training time,
we finally select 350 hidden layer neurons, and we only use
one hidden layer. So the architecture of the neural network
model is [2482 350 2482]. The epochs of training are 15000 to
minimize the loss value as much as possible. Regarding batch

VOLUME 7, 2019
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TABLE 1. Different batch size comparison results.
Batch size 100 500 1000 3155
Training time of each epoch (s)  18.611  3.483 1.734 0.587
Loss value 0.0406 0.0461 0.0475 0.0484

size, we have selected several different values to compare the
training time of each epoch and the final loss value, as shown
in Table 1. As we can see from Table 1, the larger the batch
size is, the shorter the time it takes to train each epoch, but
the final loss values are not much different. So we decided to
use full batch size which is 3155 as the final batch size. The
sparsity target is 0.05. The momentum is 0.5 and the initial
learning rate is 1.

We process the values of the input matrix elements using
the normalization method. This processed matrix is trained
as an input signal to a neural network. After 15000 train-
ings, we can export the matrix data of the middle hid-
den layer which represents the feature of the signal after
training. At the same time, an output matrix is obtained.
Then we reconstruct the time-frequency map of the output
matrix.

Fig.4 shows the change about loss values during train-
ing, and the final loss value is 0.0484, which means that
the difference between the output and input data is very
small.

C. EVALUATION INDICATORS

Since what we do is unsupervised classification, clustering
results cannot be evaluated by accuracy without knowing
the exact number of categories. So we introduce Compact-
ness (CP), Separation (SP), Davies-Bouldin Index (DB),
Dunn Validity Index (DVI) [31] and Rand Index(RI) [32]
five indexes to evaluate our clustering method. We evaluate
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FIGURE 6. Input data of encoder (a), output data of decoder (b) and feature of hidden layer(c).

our experimental results by comparing these five clustering
indexes of our method with other methods.

1) COMPACTNESS (CP)

CP represents the average distance from each point to the
cluster center in each class, the smaller the CP is, the closer
the cluster distance within the class is, the better the clustering
result is. The value of CP is computed by:

K
— 1 — 1 —
CP; = — E P — W; CP:—E CP 14
i 2 = llx; — will K Z (14

2) SEPARATION (SP)
SP represents the average distance between two cluster cen-
ters. The higher the SP is, the farther the cluster distance
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between classes is, and the better the clustering result is. The
SP is calculated as follow:

, k&
k2_kZ Z [wi —wi, (15)

i=1 j=i+1

SP =

3) DAVIES-BOULDIN INDEX (DB)

DB represents the maximum value of the quotient obtained
by dividing the sum of the intra-class mean distances (CP)
of any two classes and the distance between the centers of
the two clusters. The smaller the DB is, the smaller the intra-
class distance is, and the distance between classes is father,
the clustering result is better. It calculated by:

k [— —
DB = l max (M) (16)
ki \ wi—wil,
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TABLE 2. Comparisons of evaluation indicators.

Cluster validity indices CP DB DVI RI(480 test pulses)
Our method 6.8925 0.8043 0.6394 0.0647 0.8541
IFL and DBSCAN 26.2693 0.9938 0.7845 0.0609 0.5967
4) DUNN VALIDITY INDEX (DVI) 100 ' Ta ' '
DVlIrepresents the quotient of the minimum distance between 80 | - _
the elements of any two different classes and the maximum <, NN - ‘r
distance between the elements in any same class. The larger oo r :;)t;_ \ét;_"‘ ~—r ’
the DVI is, the farther the distance between the classes is, go| Tk A5 L e . .
. L . . N 5 W
the distance within the class is smaller, and the clustering ol ™ g RES ‘-,';f* - .
result is better. The value of DVI is computed by: -~ ﬁ.’?‘ "‘*’1 ’
Rt _
or Ter -_qn:‘ﬁ-‘ﬁg‘. - . .' T -~ ‘.
L - - -“‘ﬁ . |
min min {||x,- — xj || } 20 . .
O<m#n<K | Vx;eQ o ~. . ot " ,:“g\ -
Vxj€Qy 40 - ‘L\‘i_ e *‘V"" B L RN B
DVI — (17) '\"’-"‘-.'-'r'"t(.g"‘-};: : ‘“; >
max — max {||xi - xj||} 60 | - & 2 ]
0<m=K Vxj,x; €2y / -7
-80 4 .
5) RAND INDEX (RI) P

Because it is unsupervised clustering, we can’t know the final
clustering result of our method in advance, so we introduce
the Rand Index(RI) to evaluate our test results. If X is used
to represent the actual category information, and Y is used
to represent the sample class label obtained by the clustering
result, then the RI index can be defined as:

B a+b _a+b
a+b+tc+d C?

(18)

where a denotes the number of sample pairs belonging to the
same class in X and in Y; b denotes the number of sample
pairs belonging to different classes in X and also different
classes in Y; ¢ denotes the number of sample pairs belonging
to the same class in X but different classes in Y; d denotes
the number of sample pairs belonging to different classes in
X but the same class in Y. The larger the value is, the closer
the result of clustering is to the real situation of the data, and
the better the clustering effect.

IV. RESULTS

A. FUZZY PROCESSION

Here is a comparison between a pre- and post-processing
example. From the Fig.5, we can see that although the reso-
lution of the time-frequency map is reduced after processing,
the important amplitude feature part is preserved. This step
reduces the amount of training data and improves the training
speed.

B. CLUSTERING RESULTS

After training, we select some sets of data to show the time-
frequency maps before and training and the feature data of
hidden layer. From Fig.6, we can see that there are significant
differences in the feature information (part c) by different
types of signals. So based on this conclusion, we can classify
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FIGURE 7. Visual dimension reduction by t-SNE.
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FIGURE 8. Result of DBSCAN.

the feature signal instead of the original signal. Then these
features are fed into the t-SNE model for dimensionality
reduction, the result is shown in Fig. 7.

Next, we send the results of the dimensionality reduction
processing to DBSCAN for visual classification processing,
as shown in Fig.8. In terms of DBSCAN parameter selection,
we have analyzed and processed several times, and finally set
Eps to 5 and MinPts to 7. From the figure, we can see that the
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FIGURE 9. Clustering results.
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FIGURE 10. Bézier modeling of the IFL (a) and DBSCAN results (b).

features of 3155 pulse signals are divided into 30 categories.
We pick out the same cluster of data, and randomly select
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several data from the data distributed to the same cluster

for comparison. The comparison results are shown in Fig.9.
As can be seen from (a) and (b) of Fig. 9, the classification
method proposed in this paper can accurately distinguish
subtle differences in pulse shape such as rising and falling
edges of pulses. It can be seen from (d) and (e) that the
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classification effect of the pulse length is also obvious when
the pulse shapes are similar.

C. COMPARED WITH OTHER METHODS

In this section, in order to evaluate the accuracy and effec-
tiveness of our method classification, we compare this
method with the combination of t-SNE and other cluster-
ing algorithms [33]. The method in [33] uses the estimated
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FIGURE 11. The comparison results of 480 testing pulses.

instantaneous frequency law (IFL) to extract a set of features
and DBCSAN for radar pulses classification, the results are
shown in Fig.10, and the comparison of four evaluation indi-
cators is shown in Table.2.

From the comparison of the two methods, it can be seen
that the proposed method is more suitable for the unsuper-
vised training classification. In the t-SNE results obtained by
the method in [33], the data dimensionality reduction effect is
notideal: (1) In the t-SNE clustering results, different types of
data clusters are not completely separated, which makes the
clustering work of DBSCAN difficult to distinguish. (2) After
DBSCAN clustering, many small clusters and the noise data
which are difficult to cluster are obviously more. (3) In the
clustering results, the classification of errors is significantly
increased after extracting data and observing. It can also be
seen from Table.2 that the three indicators of CP, DB and DVI
in the proposed method are better than those in [33]. The
compactness(CP) index decreases by 73.76%; the Davies-
Bouldin Index(DB) decreases by 18.50%; the Dunn Validity
Index(DVI) increases by 6.24%. We think that the reason
why the separation(SP) index is reduced is that the number
of clustering categories are too large and too scattered, so the
average distance between classes becomes larger, which is
also a disadvantage that the SP index does not consider the
effect within the class.

In order to test the correctness of our unsupervised classifi-
cation method, we use artificially classified 480 pulse signals
for testing, these pulses have been divided into 22 categories
by manual classification. The clustering results are shown in
Figure.11, our method divides them into 19 categories. The
value of RI is 0.8541. And the comparison of the index RI is
shown in Table.2, the Rand Index(RI) increases by 43.14%.
From the results we can still see that the clustering accuracy
is also higher than method in [33].
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V. CONCLUSION

In this paper, a classification model of radar pulses based on
SAE and DBSCAN is proposed. By combining the feature
extraction function of SAE and the clustering function of
DBCSAN, we have successfully achieved unsupervised clas-
sification with high accuracy. Because SAE can better explore
the deep features of data, the clustering results are more
accurate after SAE training. The comparison of the evaluation
indicators after clustering has shown the practicability of the
proposed method. However, in this paper, we only use one
layer of hidden layer. So in later research, we can increase
the number of hidden layer of SAE to obtain deeper features
and achieve more accurate clustering results. Neural network
can greatly reduce human manual labor and improve work
efficiency, it will play a very important role in many fields in
the future.
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