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ABSTRACT The problem of privacy protection of wearable devices when publishing data can be solved
based on the variable-maximum distance average vector. This paper proposes a new weight and sensitivity
based variable maximum distance average vector (WSV-MDAV) method aiming to solve the problems
that may be contained in the existing privacy protection algorithm. The proposed approach considers the
difference of the importance among all the identifiers by setting corresponding weight coefficientW . Given
a specific weight to each attribute in the table, we can subsequently get a distance metric based on weight.
Similarly, the different sensitivity constraint S for different sensitive attributes is also available for our
proposed method. Using the WSV-MDAV algorithm we propose a new privacy protection model for the
data publishing of wearable device by introducing the concept of the differential privacy. The numerical
results show that the proposed WSV-MDAV algorithm improves the privacy protection performance and
reduces the information loss compared to the traditional method.

INDEX TERMS Wearable device, privacy protection, micro aggregation, differential privacy.

I. INTRODUCTION
Wearable technologies are networked devices that can collect
data, track activities, and customize experiences to users’
needs and desires. A wearable device is a portable device
that is worn directly on the body or integrated into the user’s
clothes or accessories. It is not only a hardware device,
but also a powerful function through software support, data
interaction and cloud interaction. A wearable device can be
understood as a natural ability based on the environment
and human hands, language, walking, eye rotation ability,
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heart pulse beat ability, brain nerve thinking ability, etc. with
the help of some built-in sensors, integrated chips, etc. to
achieve information intelligent interaction and corresponding
business function devices.

However, there are many challenges in the data publishing
of the wearable devices, the center of which is the privacy and
security. With the rapid use of wearable devices, wearable
data is increasing exponentially [1], greatly increasing the
risk of personal privacy information leakage. In the current
technology context, the rapid rise of data mining technology
makes it easier for people to obtain the information they
want in their lives, based on different needs such as health
care, scientific research, business planning, data sharing,
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trend forecasting, and policy making. To fully exploit the
value of wearable device data, many data owners such as
governments, businesses, wearable device manufactures, and
wearable device users are willing to share wearable device
data with third parties for analysis andmining. Publishing and
utilizing this data (also known as microdata) is an important
process for advancing social development. In fact, this data
can be used for scientific research, and mining. Analysis
of many user data or business data is beneficial to better
marketing, better social planning, and better social services.
This information may be collected in a voluntary manner
from user, the original intention of which is to provide users
with a more personalized service and experience. Never-
theless, if the raw data collected by the wearable sensing
device is directly released without any process, it will face the
problem of personal privacy leakage. As is known, the data
release privacy protection technology refers to the operation
and processing of the original wearable device data, thereby
protecting the privacy of the data and ensuring the availability
of the data. The process of data release often faces privacy
threats. It turns out that these threats are enough to trigger pri-
vacy leak. If people with ulterior motives use illegal means to
collect data, when there is enough data, the integrationmining
analysis, tampering and utilization will cause unimaginable
consequences.

Many approaches of protecting privacy have been pro-
posed to protect the privacy of users [2]. Micro aggregation
algorithm is an important way to anonymity micro data in
data publishing. The optimal multivariable micro aggrega-
tion algorithm has been proved to be an NP problem. The
MDAV algorithm is known as the fixed length micro aggre-
gation algorithm, while the V-MDAV algorithm is a heuristic
algorithm for multivariable micro aggregation. Compared to
the fixed length micro aggregation algorithm MDAV, the
V-MDAV algorithm can provide variable length groupings,
giving better result from higher group homogeneity and
similar computational load. However, the distance metric in
V-MDAV algorithm has problems such as the lack of explicit
calculation method, the sensitive attribute being vulnerable
to homogeneity attack, background knowledge attack and
similarity attack. To solve these problems mentioned above,
we introduce the concept of weight on the premise that
different quasi identifiers may have different importance.
Two different weights are added before the corresponding
quasi identifier in the distance metric of two tuples, that
is, the individualized distance metric method based on the
weight W-PDM.

Since the traditional (α, k) anonymous phase is more resis-
tant to homogeneity attack than the common K anonymous
model, we introduce (α, k) anonymous ideas into our micro
aggregation algorithm. Because different sensitive attributes
have different distributions, we set different constraints S for
different sensitive attributes. By combining previous distance
metric scheme based on weight, we propose the improved
WSV-MDAV based on the variable length micro aggregation.
By introducing the differential privacy to this model help to

improve the ability of the privacy protection. Lastly, the cor-
rectness and functionality of the algorithm and model are
verified by testing data.

The specific research contributions are as follow:
(1) A new personalized distancemetric method is proposed

based on the weightW , taking the personalized needs of dif-
ferent data providers into account as well as the computation
of information entropy which considers the distribution of
quasi identifier attributes.

(2) We introduce the idea of traditional (α, k) anony-
mous algorithm into micro aggregation algorithm because
the sensitive attribute of V-MDAV algorithm is vulnerable to
homogeneity attack, background attack and similarity attack,
by proposing the calculation based on the sensitivity S of sen-
sitive attributes. We set different non-related constraints for
different sensitive attribute values in each sensitive attribute.

(3) Differential privacy is introduced to the WSV-MDAV
privacy protection model for data publishing. Privacy pro-
tection is achieved by adding appropriate noise to the
query or analysis result. The noise added into the data pro-
cessed by micro aggregation is smaller than that into the
original data, thus can further reduce the information loss and
improve the availability of the data set.

(4) Our simulation results prove that our proposed model
shows improved performance in privacy protection compared
to the existing model. we also study the influence of parame-
ters on the model.

The rest of this paper is organized as follows. We introduce
the references corresponding to the privacy protection in
Section II. In Section III, we present a newmicro aggregation
algorithm based on weight and sensitivity. The differential
privacy is also introduced in this section. The simulation
result of our model is presented in section IV. Finally, we dis-
cuss our conclusion in section V.

II. RELATED WORK
Wearables are slowly becoming more and more main-
stream. It is predicted that wearable technology sector to
hit $100 billion by 2023.

There are several Advantages of Wearable Technologies.
Firstly, wearables allow us to stay connected. They can alert
us of messages, incoming calls, emails, and much more
without having to constantly be checking your phone. It can
help you locate your phone when it is lost, or even connect
to IoT enables devices in your home (such as switching
on the lights or controlling the a/c temperature). Secondly,
wearables can give us more accurate data. Thirdly, Wearable
are set to make our lives safer and more efficient.

Although many researches are conducted on data pub-
lishing privacy protection among main stream devices, there
is little research on privacy protection for data publishing
of wearable devices. The key point of the privacy protec-
tion for data publishing of wearable devices is to limit the
risk of disclosure to an acceptable level, while maximizing
the efficiency, that is, the availability of data. This is diffi-
cult because there may exists a malicious or an attacker in
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data receivers. A series of anonymity method for data pub-
lishing have been proposed in the field of statistical disclosure
control (SDC) [3]. In privacy protection for data publishing,
the problem is how to generate an anonymous data set suitable
for public release is essentially a question of how to find a
balance between information leakage risk and information
loss. Publishing the original dataset can give the data user
the highest availability, but may cause the leakage of the
privacy for the dataset, or vice versa [4]. The k-anonymity,
l-diversity and t-closeness are typical and commonly used
among many privacy protection models for data publishing.
The k-anonymity is the earliest privacy protection model,
from which many other models are derived.

In k-anonymity model, even if an attacker gets some infor-
mation about the target object from other channel from the
background knowledge, he still can’t determine the record
of the target object in the data table, to achieve the privacy
protection. Samarati and Sweeney were the first to propose
the k-anonymity model in the literature. The main idea is that
each record is the same as the other quasi identifier in the
equivalence class. Later, Sweeney made a further revision for
the anonymous implementation techniques (including gen-
eralization, concealment) in the literature [5]. At this point,
k anonymity has become a simple and effective way of
privacy protection and has received wide attention and
research. From then on, many improved models or extension
models have been proposed based on the k-anonymity. mak-
ing up for the defects of k-anonymity. TM Truta, B Vinay,
X Sun, eta, proposed the p-sensitive k-anonymity model in
the literature [6], [7]; CW Wong proposed the (α, k) anony-
mous model [8], requiring that there are at least records in
the equivalent class, with the frequency of each sensitive
attribute in each equivalence class no more than α; and the
(p, α)-sensitive k-anonymity is proposed in literature.
Sun et al. [9] proposed ((p+, α) -sensitive k-anonymity that

consider the continuous exposure of location leasing to the
privacy leak. Masoumzadeh and Joshi [10] proposed LBS
(k, T)-anonymity; and Quoc and Dang [11] proposed eM2

algorithm based on a Member Migration (MM) technique
to satisfy the requirement of k-anonymity and reduce the
information loss. Kisilevich et al. proposed KACTUS and
KACTUS2 in two studies [12], [13] respectively. The two
studies lead to the query model based on k-anonymity,
expanding and improving the basic anonymous models as
it reduces the risk of privacy leakage and improves the
effectiveness of data. However, because k-anonymity is
mainly based on the idea of the privacy protection that
makes attackers undistinguishable to the target identifier
in the same equivalent class, it cannot prevent similarity
attacks or background knowledge attacks. To address this,
Wang et al. [14], [15] proposed the confidence bounding
model and JX Li et al. [16] proposed the (ε, m) model.
However, all these models above are based on k-anonymity.
These models only limit the quasi identities and pays no
attention to limit the sensitive attributes. As a result, it is
vulnerable to homogeneity attack and similarity attack.

Machanavajjhala put forward the l-diversity model, requir-
ing that every sensitive attribute in each equivalence class has
at least l ‘‘very good’’ attribute values, including: ¬ Distinct
l-diversity; Probabilistic l-diversity;® Entropy l-diversity;
¯ Recursive (c, l)-diversity [17]. However, l-diversity can’t
resist skew attacks, etc. while the optimal l-diversity is proved
to be a NP hard problem. NH Li proposed the t-closeness
model and (n, t)-closeness model [18], that have better effect
on the protection of the sensitive attributes and stronger
ability to resist homogeneity attacks with similar attack
compared to the k-anonymity model and l-diversity model
mentioned above. Based on the analysis and study of the
t-closeness model and k-anonymity model in the literature,
the (t , α)-closeness model is proposed for the lack of spe-
cific algorithm and the inability of semantic privacy to be
customized for the t-closeness model [19]. Jordi proposed
to achieve t-closeness through micro aggregation, improving
the availability of data while reducing the impact of data
outliers [20].

In addition, there are a number of studies on the release of
wearable device location data, including privacy protection
for single-site location and privacy protection for trajectories.
Single-point location privacy protection technologies include
area coverage, location spoofing, cryptograph, etc. Trajec-
tory privacy protection includes coverage, mixed area, path
confusion, and dumb trajectory. Among them, the research
on regional coverage technology is most extensive. The most
primitive area override generates an area that contains itself,
making it impossible for the server to get the exact location
of the user. However, the privacy protection provided by this
approach is very limited. Therefore, the current mainstream
area coverage technology uses k-anonymity as the principle
to find an area that can cover at least k users, so that the server
cannot distinguish which of the current requests is sent by
which user. The idea of location spoofing to hide the real
location in several fake locations is straightforward, but the
communication overhead is high. The cryptography method
protects the location privacy by using mathematical tools.
In particular, the sever can be ignorant of the user’s location.
However, the high computational overhead and communica-
tion cost make this method impossible to use in large scale in
practice.

III. A NEW VARIABLE LENGTH AND MICRO
AGGREGATION ALGORITHM
BASED ON WEIGHT
Traditional micro aggregation algorithm does not consider
differences between attributes and is vulnerable to homo-
geneity attack. In this paper the authors propose a new vari-
able length micro aggregation algorithm based on weight and
sensitivity to solve the problem. Firstly, we put forward the
concept of weight according to different attributes, setting
different weight attributes. Next, using weight, we take differ-
ent attributes to determine distance metric based on weight.
Because the requirements for sensitivity differ from those in
different attributes, we set different constraints for different
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sensitivities to meet the requirements of different attributes
for different sensitivities.

Lastly, we develop a new privacy protection model for
data publishing of wearable devices using the variable length
micro aggregation algorithm based on weight and sensitivity
by introducing the concept of differential privacy. Evaluation
of the model shows that it improves users’ ability to protect
their privacy.

A. A NEW WEIGHTED BASED ON PERSONALIZED
DISTANCE METRIC METHOD
In k clustering, the data should be grouped according to the
distance between the quasi identifier attributes of different
records. Considering that the unit of measures for different
attributes may lead to different result, some scholars present
a method to normalize the distance. The main step is shown
as follows:

(1) Compute the absolute deviation of the mean Sc.

SC =
1
n
(|X1c − mc| + |X2c − mc| + . . .+ |Xnc − mc|)

(3-1)

where n represents the amount of data, and X1c, X2c, . . .Xnc
are the value of n data on attribute C respectively. mc is the
mean of the value of attribute C , that is,

mc =
1
n
(X1c + X2c + . . .+ Xnc) (3-2)

(2) Compute the normalized unit of measure.

Zic =
Xic − m− c

Sc
(3-3)

It shows greater robustness for isolated point when we take
the absolute deviation of the mean into consideration rather
than the standard deviation. Meanwhile, the Z-score of the
isolated point won’t be too small to detect.

After the normalization of the value of attributes, we can
calculate the distance between different records. In the pro-
cess of micro aggregation of the data table containing mul-
tiple attributes, Euclidean distance can be used to get the
distance between the records with the weight we set to each
attribute. The specific formula is as follows:

dist (X ,Y )

=

√
ω1 |X1−Y1|2+ω2 |X2−Y2|2+. . .+ωm |Xm−Ym|2

(3-4)

where is m the number of quasi-identifier attributes.
Notice that the weight of the default attributes is equal in

the traditional distance calculation scheme, and the individual
requirements of different data providers for different quasi
identifier attributes is not considered. In real life, different
data publishing and different data distribution of different
quasi identifier attributes often result in different importance
of each attribute. Therefore, we propose a weight W based
personalized distance metric for different quasi identifier

attributes, according to their different data distribution and
the corresponding weight defined by users themselves.

Next, we consider continuous data as an example. Accord-
ing to the importance of different quasi identifier attributes in
the process of partitioning, we propose a micro aggregation
algorithm based on weight W . The setting of the weight
for each quasi identifier attribute should consider these two
aspects:

(1) Firstly, it is individual oriented, that is, different data
providers or wearable device users can assign values to the
importance of the quasi identifier attributes and the degree
of influence of their sensitive attributes. Thus, this relatively
subjective weight assignment takes the personalized require-
ments of different data providers into account.

(2) Secondly, it is oriented to the publication data itself.
The data distribution of the quasi identifier attribute in the
data set often determines the amount of information it con-
tains and the degree of influence on the sensitive attributes.
The greater the entropy of the quasi identifier, the greater
the uncertainty, and the greater the impact on the sensitive
attributes, the greater the weight given to the attribute. There-
fore, the weights assigned by the second method should be
related to the distribution of the quasi identifier property and
directly proportional to the information entropy. The resultant
weight assignment is relatively objective.

When calculating the distance metric, we should consider
these two factors simultaneously for the weight setting of a
quasi-identifier attribute.

This paper mainly adopts two variables, ωip, represent-
ing the weight of a quasi-identifier attribute set by the data
provider or the user and the weight set by the data publisher
respectively. ωiu is given the weight based on the under-
standing of different users for the importance and privacy of
this attribute as well as whether the value of this attribute
could lead to a sensitive attribute value leak. At the same
time, the weight of all the quasi identifier attributes should
be added up to 1; ωip is given the weight based on the
entropy calculated by the data publisher according to the data
distribution of this quasi identifier attribute. For any quasi
identifier attribute Qi, a formal definition of its weight ωQi
is given as shown in formula 3-1:

ωQi = αωQiu + βωQip (3-5)

whereωQiu represents theweight the user or the data publisher
set for the quasi identifier attribute Qi, given by calculating
the entropy of, while α and β represent the weight set by the
user and by the data publisher respectively. Both are set by
default and can be calculated as shown in formula 3-2:

ωQiu =

n∑
j=1

ωQiuj

n
(3-6)

where n represents the number of data tables, that is, the
number of the users or the data providers, andωQiuj represents
the weight for the quasi identifier attribute Qi set by the user.

Therefore, for the quasi identifier attributeQi and its infor-
mation entropyHQi , the weight set by data publisher needs to
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meet the condition 3-3 based on personalized distance metric
described above: 

0 ≤ ωQip ≤ 1
m∑
i=1

ωQip = 1

ωQip ∝ HQi

(3-7)

They can be calculated through the formula 3-4:

ωQip =
HQi
m∑
i=1

HQi

(3-8)

where ωQip is the weight of the quasi identifier attribute Qi,
and HQi represents the information entropy of this at tribute
while represents the number of the quasi identifier attributes.

As for the computation for the ωQip , we introduce the
concept of information entropy.We consider that if the source
symbol has n values V1,V2, . . . ,Vn with the probability
P1,P2, . . . ,Pn respectively. The appearance of various sym-
bols is independent of each other. At this time, the average
uncertainty of the source should be the statistical mean (E),
that is the information entropy:

H (V ) = E
[
− logPi

]
= −

n∑
i=1

Pi logPi (3-9)

In the formula, the logarithm generally takes 2 as the base
and the unit is the bit. Therefore, for the quasi identifier
attribute Qi, its information entropy HQi , and the weight
ωQip set by the data publisher should satisfy the following
condition: 

0 ≤ ωQip ≤ 1
m∑
i=1

ωQip = 1

ωQip ∝ HQi

(3-10)

Thus, we can get ωQip :

ωQip =
HQi
m∑
i=1

HQi

(3-11)

where ωQip is the weight of the quasi identifier Qi, and HQi is
its information entropy.m is the number of the quasi identifier
attribute.

B. VARIABLE LENGTH MICRO AGGREGATION ALGORITHM
BASED ON SENSITIVITY
There are two main goals for privacy protection in data pub-
lishing. First is to protect identity information to prevent iden-
tity information leakage. The second is to protect sensitive
attributes and prevent the leakage of sensitive attributes. The
(α, k) anonymity model is based on the problems that may
exists in the traditional k anonymity model, that is, traditional
model is vulnerable to homogenous attacks and background

knowledge attacks. The (α, k) anonymity model is defined as
follows:
Definition 1 (α Non-Correlated Constraint): Given a

dataset D, an attribute set Q, and a sensitivity attribute s. The
value of s doesn’t belong to the range S of the sensitivity
attribute set Q. Assume that (E, s) represents the set contain-
ing s in equivalence class E . α is the threshold set by users,
where 0 < α < 1. If s has a frequency less than or equal
to α in each equivalence class, then the dataset D is α non-
correlated to the attribute set Q and s. That is, for all the
equivalence class E , we have |(E, s)|

/
|E| ≤ α.

Define 2 [(α, k)AnonymityModel):] If a data sheet is (α, k)
Anonymity, then the data sheet is k Anonymity while satisfies
α non-correlated constraint.

In the work [8] that proposed the (α, k) Anonymity model,
it is achieved by local coding in generalization and coding,
where local coding can disturb the value of the element of
the element ancestor in dataset. For multidimensional data,
the loss caused by generalization is too large and may lead
to dimensional disasters. This paper proposes a new data
publishing algorithm base on the sensitivity αi, combining the
variable length micro aggregation algorithm V-MDAV and
(α, k) Anonymity.
The limitation with Traditional (α, k) anonymity model is

that there may exist in the k anonymity model, the problem
of leakage of sensitive attributes caused by homogeneous
attacks and background knowledge attacks. In traditional
(α, k) anonymity, α is the threshold constraints set by the
user. It is not easy to satisfy the same frequency constraint
αfor all sensitive attribute’s values. At the same time, it is
important to consider that different sensitive attributes may
lead to different requirements for the sensitive attributes after
anonymity. Therefore, in real data publishing, it is more
reasonable to set sensitive attribute constraints S for different
sensitive attribute values in each sensitive attribute accord-
ing to the distribution of different sensitive attributes. Next,
we introduce the computation process of sensitivity constraint
S of sensitive attribute in the data publishing table of single
dimension sensitive attribute.

For data tables of single dimensional sensitive attribute
values, assume that the data set should contain the
following attributes {Q1,Q2, . . . ,Qn,SA}. Among them,
Q1,Q2, . . . ,Qn is quasi identifier attribute, is sensitive
attribute, and SA1,SA2, . . . ,SAm is the value of sensitive
attribute and is ordinal attribute. The value of sensitivity S
should meet the following principles:

(1) Considering the influence of semantic factors, for
SAx , x ∈ [1,m], the closer to the extreme value of the sensi-
tive attribute SA, the higher the sensitivity of SAx , the smaller
the uncorrelated frequency constraint Si for this sensitive
attribute. Because of the extreme values of attributes, espe-
cially sensitive attribute in data publishing tables, it tends to
contain relatively large amounts of information.

(2)When the frequency of SAx is higher in all the values of
the attribute SA, the lesser the sensitivity of SAx is, the greater
the noncorrelation frequency constraint Si for the sensitive
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attribute. This is based on the distribution of data in sensitive
attributes to set up Si, just like the previous section which sets
the weight according the entropy. The higher the frequency
of SAx , the less information contained in this value. There-
fore, a large noncorrelated constraint Si can be set.
(3) In each equivalence class, the product of Si and

k must be guaranteed to be greater than or equal to 1, which
is the size of each equivalence class in the fixed length
micro aggregation algorithm. Taking V-MDAV algorithm for
example, it is necessary to ensure that Si × ki ≥ 1, where
ki = |Ei|, as well as Si ≥ fSAx , which guarantees that
the noncorrelated constraints Si of the sensitive attribute
value SAx in each equivalent class are not less than the
frequency fSAx of the sensitive attribute value SAx in the
whole data set, otherwise the (Si, k) anonymity that satisfies
the condition cannot generated.

Prove: assume that the number of equivalent classes
divided bymicro aggregation is n, and the number of sensitive
attribute values SAx is 1, which means that sensitive values
SAx in sensitive attributes exist only in one of the equivalent
classes Ej, and the rest of the equivalent classes are not, that
is,
∣∣(Ei=j,SAx

)∣∣ = 1,
∣∣(Ei 6=j,SAx

)∣∣ = 0.
For the equivalence classes Ei,∀i ∈ [1, n], there are

definitions 3-5 based on noncorrelation constraints:

Si ≥ |(Ei,SAx)| / |Ei| (3-12)

So, we can get the formula 3-6:

Si × ki ≥ |(Ei,SAx)| = 0 i 6= j

Si × ki ≥ |(Ei,SAx)| = 1 i = j (3-13)

Because the noncorrelation constraints Si set for the same
sensitive attribute value SAx in different equivalent classes are
the same. If Si < fSAx , then |SAx | ≤ Si × |E| < fSAx ×
|E| = |SAx |, which is contradictory, so Si ≥ fSAx should be
guaranteed.

According to these three principles above, the values
should meet 3-7:
Si ∝

min {SAx − SAmin,SAmax − SAx}

SAmax − SAmin
Si ∝ fSAx
Si × ki ≥ 1
Si × ki ≥ 1

→


Si ∝

min {SAx − SAmin,SAmax − SAx}

Smax − Smin
Si ∝ fSAx

max
{
fSAx , 1/ki

}
≤ Si ≤ 1

(3-14)

Thus, the definition of can be given as:
When

µ
min {SAx − SAmin,SAmax − SAx}

SAmax − SAmin

+ vfSAx ≥ max
{
fSAx ,

1
ki

}
,

then,

Si = µ
min {SAx − SAmin,SAmax − SAx}

SAmax − SAmin
+ vfSAx

(3-15)

When

µ
min {SAx − SAmin,SAmax − SAx}

SAmax − SAmin

+ vfSAx < max
{
fSAx ,

1
ki

}
then,

Si = max
{
fSAx ,

1
ki

}
(3-16)

Usually, µ and ν can be set to 1/2.

IV. A NEW DIFFERENTIAL PRIVACY MODEL FOR
WEARABLE DATA PUBLISHING
According to the new variable length micro aggregation algo-
rithm based on weight and sensitivity proposed above, a new
privacy protection model for data publishing is proposed in
combination with the related concepts of differential privacy.

A. DIFFERENTIAL PRIVACY MODEL
For all data sets D1 and D2, which differ only one piece
of data (also known as adjacent datasets), Range (κ) is the
range of random function κ , then this random function κ can
provide ε differential privacy or ε-DP, and if all D1, D2 and
S ⊂ Range (K ) is satisfied [21]:

Pr [κ (D1) ∈ S] ≤ exp (ε)Pr [κ (D2) ∈ S] (4-1)

It can be seen from the definition that differential privacy
restricts the influence of any record on the output of the
function κ . ε represents the level of privacy protection that
the function can provide, which is usually very small, such
as 0.1 or ln2. The smaller the ε, the closer the probability
that the function κ gets the same output on the two data sets,
the greater the level of privacy protection can be provided.
Based on data distortion, the differential privacy add noise to
the query result to protect the privacy. It is critical to decide
the noise added to the result. Too much noise added to the
result may lead to good protection performance with less data
availability, or vice versa. Thus, we use sensitivity to evaluate
the noise. We divide the sensitivity into Global Sensitivity,
Local Sensitivity and Smooth Sensitivity.

Assume the function f : D → Rk with the dataset D as
input. Its output is a k–dimensional vector. And the Global
Sensitivity is defined as:

4f = max
x,y∈D,d(x,y)=1

‖ f (x)− f (y) ‖1 (4-2)

where d (x, y) = 1 represents the situation that only one piece
of data is different between dataset x and dataset y.
Global Sensitivity is determined by the function f itself,

which measures the maximum change in the output of a
function between adjacent datasets. Differential privacy can
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be achieved by adding noise proportional to global sensitivity.
The noise distribution such as Laplacian distribution and
discrete Laplacian distribution can satisfy the condition.

Similarly, considering a specific dataset D and its arbitrary
adjacent dataset, we define function f : D → Rk with the
dataset D as input. The output is also a k-dimensional vector.
The Local Sensitivity is:

LSf (D) = max
y:d(y,D)=1

‖f (y)− f (D)‖1 (4-3)

Apparently, the Global Sensitivity is the upper bound of
Local Sensitivity. The Local Sensitivity is determined by the
function f and dataset D.

Since the Local Sensitivity utilizes the dataset to obtain
the distribution of the dataset to some extent, adding noise
proportional to the Local Sensitivity to achieve differential
privacy may reveal sensitive information in the dataset. At the
same time, the Local Sensitivity of the adjacent dataset should
also take into consideration, leading to the concept of Smooth
Sensitivity to determine the amplitude of the noise along with
the Local Sensitivity.

Given β > 0 and datasetsD andD
′

, the Smooth Sensitivity
of the function f on D is defined as:

Sf ,β (D) = max
D′

(
LSf

(
D′
)
exp

(
−β · d

(
D,D′

)))
(4-4)

Notice that most of the research of the differential privacy
concentrate on the function with smaller Global Sensitivity
such as count, sum, and so on.

Besides, there is an interesting attribute in differential pri-
vacy which k-anonymity model doesn’t have. The combina-
tion of several differential privacy model given different ε
value still satisfies the requirement of differential privacy.
Lemma 3 (Serial Combination): Assume that κ1 is a dif-

ferential privacy algorithm satisfying ε1-DP while κ2 with
parameter ε2-DP. Then, the combination of the two algorithm
satisfy the (ε1 + ε2)-DP.
Lemma 4 (Parallel Combination): Assume that κ1 and κ2

satisfy the requirement of ε-DP. If κ1 and κ2 is used to the
datasets or the subsets without intersection, then the output
of the combination (κ1, κ2) satisfies the requirement of ε-DP.

B. IMPLEMENTATION MECHANISM OF DIFFERENTIAL
PRIVACY
In terms of numerical data, the mechanism of differential
privacy can be regarded as the process of noise addition. The
differential privacy returns the result with noise instead of
the real query value. How much noise needs to be added
depends on the change in the query function between adjacent
datasets. The additional noise may be:

(1) independent of the dataset. The amplitude of the noise
should be adjusted through the maximum change in the value
of the function between adjacent datasets.

(2) dependent on the dataset. The additional noise should
be adjusted based on the change of the query function in the
actual datasets.

There are two main implementation mechanism of the dif-
ferential privacy, that is, Laplace mechanism and exponential
mechanism.

1) LAPLACE MECHANISM
In terms of numerical data, ε differential privacy should be
achieved by add noise with Laplace distribution to the query
result. we denote x-Laplace (µ, b) as the Laplace distribution
with location parameter µand scale parameter b.

The process of adding noise is usually as follows: we set f
as the query function with the actual output f (X). Y (X) is the
random noise prepared to be added into f (X). That is to say,
κ (X) = f (X)+Y (X) is the query result need to return to the
user. Then, Y (X) need to satisfy the Laplace distribution with
location parameter 0, and scale parameter1(f )/ε, where ε is
the budget of differential privacy protection and 1(f ) is the
Global sensitivity of the function f . Thus, the noise density
function with Laplace distribution prepared to be added is:

p(x) =
ε

21(f )
e−|x|ε/1(f ) (4-5)

We can find that with the same ε, the higher 4 (f ) is,
the more noise with Laplace distribution need to add.

2) EXPONENTIAL MECHANISM
Limited by the fact that the Laplace mechanism is suitable
for the numerical result only, exponential mechanism has
significance when it comes to the entity object. We set that
the input of the algorithm or the function f is the dataset D.
The output is an entity object r ∈ Range with output range
multiplied by f (D, r) is the usability function, where4 (f ) is
the sensitivity of the function f (D, r). If the algorithm or the
function select to output r with the probability proportional
to exp

(
εf (D,r)
24(f )

)
, then we consider that the function f provide

ε differential privacy.
The essence of differential privacy is that ‘‘the pres-

ence or absence of a person’s data in a dataset should not
significantly change the analysis of the dataset.’’ The limits
on the risk of the information disclosure are very sufficient.
If a person’s data has a significant impact on the results of
the analysis, then the person’s privacy is likely to be at risk.
Therefore, in essence, differential privacy ensures that data is
adequately protected.

C. DATA PUBLISHING MODEL WITH DIFFERENTIAL
PRIVACY
Differential privacy is an anonymized privacy model that
provides more reliable privacy protection than previous mod-
els (such as k-anonymity and its extended model). Although
differential privacy is popular among researchers and there
are advances in privacy protection, in real-world applications,
the application of differential privacy is still limited. Themost
basic reason is the poor accuracy and usability of differential
privacy results. There are also many extended privacy models
that seek to improve the accuracy of results by sacrificing
their privacy guarantees. It is often overlooked that the avail-
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ability of differential privacy output is quite limited. On the
one hand, it is because of the need to achieve differential
privacy protection to add noise to the data, and on the other
hand, it is because only limited data types or limited queries
available for performance. In contrast, a k-anonymous data
publishing model has no assumption of any use of the data
to be published, and doesn’t limit the number and type of
analysis that can be performed.

Research [22] shows that data availability can be improved
without abandoning the strong privacy protection of differ-
ential privacy (from the perspective of distortion reduction).
Based on this, the reduction of sensitivity depends on the
number of k anonymity groups in the published data table:
this value is related to the value and the cardinality of the data
set. The larger the grouping size k , the lower the sensitivity of
the class centroid generated by the micro aggregation; on the
other hand, the smaller the data set, the smaller the number of
different classes of centroids in the micro aggregated dataset.
As the size of the grouping increases or the size of the dataset
decreases, the sensitivity will be reduced. The smaller the
noise added to the differential privacy, the higher utility the
resulting differential privacy data has.

Thus, the differential privacy can be introduced into the
privacy protection model for data publishing based on micro
aggregation to reduce the noise which we need to add into the
model to realize the differential privacy, making it more flex-
ible and practical. The effectiveness of differential privacy
of data publishing can be improved. So the model proposed
in this paper introduces the micro aggregation algorithm
WSV-MDAV based on weight W and sensitivity S to reduce
the sensitivity of query function before performing differen-
tial privacy.

The process of differential privacy is to add noise to each
record in the grouped data set D after the data table is pro-
cessed by the variable length micro aggregation algorithm
WSV-MDAVbased onweightW and sensitivity S. The added
noise conforms to the Laplace noise with a position parameter
of 0 and a scale parameter of1f

/
ε, in which1f is the sensi-

tivity of the query function, which is the distance between
the two records of the farthest distance in the whole data
table.

A complete privacy preserving model framework for wear-
able data publishing based on differential privacy is shown as
follows:

V. SIMULATION RESULT AND ANALYSIS
A. COMMON SIMULATION PARAMETERS
In micro aggregation algorithm, the parameters used to mea-
sure the privacy protection performance of a model usually
include information loss rate and privacy leakage risk [23].

1) INFORMATION LOSS RATE
In a micro aggregation algorithm, all records are divided into
different groups (also called equivalent classes); the values of
the quasi identifier attributes of the records in each group are

TABLE 1. Privacy protection model for wearable data publishing based
on differential privacy.

replaced before the release of the group’s centroid, by which
the information loss is generated. Therefore, a good micro
aggregation algorithm is to maximize the homogeneity of the
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group to reduce information loss. That is to say, ‘‘high in class
aggregation and low coupling among classes’’.

We set the original data set as X , and gi is the group
generated in the k partition process. The parameters that
measure the equivalence of the inner class of the equivalence
class represent the sum of squares of the distance between
each record and the center of mass in the group, which can be
measured by the intra class homogeneity GSE:

GSE (gi) =
ni∑
j=1

dist
(
Xij,Xi

)
(5-1)

where is the number of records in the group gi, and Xi =
1
n

ni∑
j=1

Xij. dist () uses the weight W based personalized dis-

tance measurement method W-PDM in the third chapter to
calculate.

After micro aggregation, the homogeneity of all the data
tables is the sum of all intra group homogeneity, which usu-
ally measured by SSE:

where g is the number of groups generated in the k partition
process. The global homogeneity of data tables is measured
by SST, representing the sum of global homogeneity of each
group:

SST =
g∑
i=1

ni∑
j=1

dist
(
Xij,X

)
(5-2)

where X is the centroid of the original data table.
The information loss rate can be measured by IL (Informa-

tion Loss):
IL (Information Loss) represents the rate of intra group

homogeneity and intra group global homogeneity, reflecting
the change before and after the micro aggregation.

2) RISK OF PRIVACY DISCLOSURE
The risk of privacy leakage can be measured by the ratio
RL (Record Linkages) of the number of records in the original
dataset to the number of records in the original dataset:

RL = 100×

∑
xj∈X

Pr
(
x
′

j

)
n

(5-3)

where n is the number of records in original dataset. And the
probability RL (Record Linkages) of the linked records in the
anonymous dataset can be calculated as follows:

Pr
(
x
′

j

)
=

0 if xj /∈ G
1
|G|

if xj ∈ G
(5-4)

where G is an anonymous data set after micro aggregation.

B. SIMULATION AND ANALYSIS
Because this paper is concerned with wearable device data,
two wearable data sets are used. The first one is Stat-
log (Heart) Data Set in UCI Machine Learning Repository.

This data set mainly records some data of the heart patient,
including the numeric, ordinal, subtype, and two-value data,
where we select 4 quasi identifier attributes, which are age,
sex, resting blood pressure, maximum heart rate achieved,
as well as a sensitive attribute chest pain type (4 values). The
other is commonly used to simulate data publishing privacy
protection model or data set, which is a part of Adult data set
in UCI Machine Learning Repository. We take 4 quasi iden-
tifier attributes including numerical, ordinal and two value
data, which are age, sex, education-num, hours-per-week,
as well as a marital-status sensitive attribute, with a total
of 7 values, Married-civ-spouse, Divorced, Never-married,
Separated, Widowed, Married-spouse-absent, Married-AF-
spouse. For the convenience of computing, the Adult data set
is preprocessed before the simulation, and the sex (gender)
attribute has two values. The female sex (gender) attribute
value is set to 0, and themale sex (gender) attribute value is set
to 1. The seven values of sensitive attributes are set to ordinal
data with a value of 1-7 based on the frequency appearing in
the data set. The system environment is Intel (R) Core (TM)
i5-2450M CPU, 2.50GHz, 4.00G RAM, professional edi-
tion operating system, and the simulation tool is Mathworks
Matlab R2014b.

Because the two original data sets are not evaluated by the
importance of different attributes, Statlog (Heart) Data Set
takes the average value of the weights set by volunteers for
the four quasi identifier attributes as parameters in order to
embody the user’s personalized requirement in the process of
calculating the weight of the paper.WhichmeansωQ1u = 0.2,
ωQ2u = 0.1, ωQ3u = 0.3, ωQ4u = 0.4, For the Adult data
set, the weights are ωQ1u = 0.2, ωQ2u = 0.1, ωQ3u = 0.4,
ωQ4u = 0.4. In order to verify the effectiveness of the
proposed algorithm and model, we simulated the traditional
V-MDAV model and the WSV-MDAV model based on the
weight W and sensitivity S of the differential privacy. When
k takes on different values, the results of the information
loss(IL) of two data sets are shown in figure 1 and 2.

As it can be seen from Figure 1 and Figure 2, whether it
is a traditional V-MDAV algorithm or a micro aggregation
algorithmWSV-MDAV based on weightW and sensitivity S,
as the value increases, the loss of information will increase,
that is, the decrease of data validity. From the formula 4-7,
formula 4-8 and formula 4-9, we learn that SST is the same
for the same original data table, and k represents the smallest
number of records in each equivalent class in the process
of micro aggregation. So the larger the k is, the larger the
equivalence class is, the lower the homogeneity of the class,
as well as the larger the SSE with the greater the information
loss IL. When the k value is the same, it can be found
in Figure 1 that when k < 5, the information loss of the tradi-
tional algorithm is slightly lower, and after k > 5, the greater
the k , the more obvious the increase of the information
loss of the traditional V-MDAV algorithm. The proposed
WSV-MDAV algorithm based on weightW and sensitivity S
has no obvious increase in information loss but tends to be
stable.
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FIGURE 1. Comparison of information loss in Heart dataset.

FIGURE 2. Comparison of information loss in Adult dataset.

Therefore, we can draw the conclusion that compared
with the traditional V-MDAV algorithm, the weight W and
sensitivity S based WSV-MDAV algorithm proposed in this
paper has smaller information loss and more efficient data,
especially when the k value is larger and tends to be stable.

The following is a comparison of the risk of privacy disclo-
sure, which is mainly a simulation of the RL parameters that
can be linked to the original data table after the data is pro-
cessed, which measures the privacy protection capability of
the model. For the differential privacy wearable data release
model proposed in this paper, the parameter of the differential
privacy in the first data set can be set ε = 0.01, ε = 0.1,
ε = 1 respectively, while ε = 0.01, ε = 0.1, ε = 1, ε = 5 in
the second data set. The traditional V-MDAV algorithm and
the improved algorithm of the above ε values are simulated
respectively. The comparison of privacy leakage risk is shown
in figures 3 and 4.

As shown in Figure 3 and Figure 4, whether it is a tra-
ditional V-MDAV algorithm or a differential privacy based

FIGURE 3. Comparison of privacy disclosure risk in Heart dataset.

FIGURE 4. Comparison of privacy disclosure risk in Adult dataset.

clustering algorithm WSV-MDAV based on weight W and
sensitivity S, the record probability RL of linking to the
original data table decreases with the increase of values, that
is, the risk of privacy disclosure is reduced, and the privacy
preserving ability of the model is improved. According to
the principle of micro aggregation and kanonymity, as well
as from formula 4-10, and formula 4-11, it is known that k
represents the smallest number of records in each equivalent
class in the process of micro aggregation. The larger the k ,
the larger the equivalent class is, the smaller the RL, the lower
the risk of privacy disclosure, so the better the privacy protec-
tion ability of the model. At the same time, the sensitivity S
proposed in this paper limits the distribution of sensitive
attributes in each equivalent class and reduces the probability
of the leakage of sensitive attributes. Therefore, the privacy
protection capability of the model is further improved.

It is also demonstrated in Figure 3 and Figure 4 that
the smaller the same kvalue, the smaller the ε, the smaller
the probability of the RL link to the original table, the higher
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the privacy disclosure risk of themodel, the higher the privacy
protection ability of the model. In our simulation, it is found
that the sensitivity of query function is used as the global
sensitivity of adding Laplace noise. Because of the micro
aggregation processing, the weight based personalized dis-
tance measurement is introduced, which is more reasonable
for distance measurement between records, thus reducing the
sensitivity of the inquiry function and the noise added to the
differential privacy.

Therefore, we can draw a conclusion: compared with the
traditional V-MDAV algorithm, the weightW and sensitivity
S based micro aggregation algorithm WSV-MDAV and the ε
differential privacy data publishing model have lower privacy
disclosure risk when the k value is the same, and the smaller
the parameter ε of the differential privacy, the better the power
of the model’s privacy protection. With the increase of k
value, the privacy protection ability of the model will also
be improved.

VI. CONCLUSION
In this paper, a micro aggregation algorithm WSV-MDAV
based on weightW and sensitivity S is proposed to solve the
problem of the micro aggregation algorithm V-MDAV used
in the data publishing process, and a complete privacy protec-
tion model for wearable equipment data release is formed by
introducing differential privacy after the micro aggregation
processing. The improved model and algorithm are simulated
to verify its effectiveness.

Although there are improvement using the improvedmodel
and algorithm, there are problems still to be addressed. That
need further research and improvement. The following are
some of the shortcomings identified and suggestions for
future research.

(1) The use of sensitivity Si in the model proposed in this
paper is limited to single dimension sensitive attributes. How
to strengthen the extensibility of the model so that it can be
applied to a variety of sensitive attributes is the main research
work in the future.

(2) The data publishing privacy protection in this paper is
based on static data publishing. There exist many researched
on the privacy protection of the centralized static data release,
but researches on dynamic data publishing and joint data
publishing are less [24]. Therefore, the existing privacy pro-
tection models and algorithms need to be changed. Further
studies are needed to address the dynamic data publishing.

(3) This paper focuses only on data privacy in data-
oriented privacy protection. With the development of wear-
able devices, the data of wearable devices are becoming more
and more abundant. It is important in future to consider
privacy protection of environment-oriented privacy such as
location, routing information and so on.

(4) For the published data set, we have to know how to
correctly select the attribute of the identifier for the published
data set; how to guarantee the privacy of the data query, that is,
to query the published data set, and to ensure that the privacy
is not leaked in the query. Though many solutions have been

proposed by some scholars, there are still many problems
exist that need further research

(5). Many of the privacy protection technologies stay at the
theoretical level. It is important that we look to apply these
technologies effectively as part of future research.
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