An EDA-GA Hybrid Algorithm for Multi-objective Task Scheduling in Cloud Computing
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ABSTRACT  As one of the hot issues in cloud computing, task scheduling is an important way to meet user needs and achieve multiple goals. With the increasing number of cloud users and growing demand for cloud computing, how to reduce the task completion time and improve the system load balancing ability have attracted increasing interest from academia and industry in recent years. To meet the two aforementioned goals, this paper develops an EDA-GA hybrid scheduling algorithm based on EDA (estimation of distribution algorithm) and GA (genetic algorithm). First, the probability model and sampling method of EDA are used to generate a certain scale of feasible solutions. Second, the crossover and mutation operations of GA are used to expand the search range of solutions. Finally, the optimal scheduling strategy for assigning tasks to virtual machines is realized. This algorithm has advantages of fast convergence speed and strong search ability. The algorithm proposed in this paper is compared with EDA and GA via the CloudSim simulation experiment platform. The experimental results show that the EDA-GA hybrid algorithm can effectively reduce the task completion time and improve the load balancing ability.

INDEX TERMS  Cloud computing, task scheduling, task completion time, load balancing.

I. INTRODUCTION  Cloud computing, task scheduling, task completion time, load balancing.

In recent years, cloud computing has become a hot research topic, and it is widely used in telecommunications, manufacturing, education and scientific research [1], [2]. For example, storage clouds [3] provide secure data storage, backup and recording services, which provide great convenience for users. Educational clouds [4] can virtualize various types of hardware education resources and then transmit them to the internet system, providing a convenient information platform for education departments, teachers and students. In cloud computing, resources such as hardware, software and platforms are provided as services with the "pay-as-you-go" model. Users need to pay for only the services or resources they need without having to purchase hardware infrastructure. The current studies focus on virtualization, resource management, cloud security, green computing, task scheduling, and so forth. As cloud computing services rapidly grow, how to effectively schedule tasks to computational resources (virtual machines) according to goals has become increasingly important.

The goals of task scheduling mainly include reducing task completion time and energy consumption and improving resource utilization and load balancing ability [5]–[7]. With the dramatic increase in the number of cloud users, reducing task completion time is helpful for improving user experience. Improving load balancing ability contributes to fully utilizing virtual machines to prevent execution efficiency from decreasing due to the overload of resources or waste caused by excessive idle resources [8]–[10]. However, the above two objectives are mutually constrained. For instance, to reduce task completion time, it is easy to centrally schedule the tasks on the resources with strong computing power, which will cause a load imbalance problem. Therefore, it is challenging to design and optimize the task scheduling algorithm to balance the two goals of reducing completion time and improving load balancing ability.

The task scheduling problem has been proven to be NP-complete, and the optimal solution cannot be obtained in lim-
posed EDA-GA hybrid algorithm through comparative ex-

periments. Using the CloudSim simulation experiment plat-
form, we compare and analyze EDA-GA, EDA and GA for
the goal of this paper. The experimental results show that
the EDA-GA hybrid algorithm is an efficient multi-objective task
scheduling algorithm in cloud computing.

The remainder of this paper is organized as follows. The
related work on this problem is introduced in Section II.
The system model and mathematical model for the task
scheduling problem are provided in Section III. The EDA-
GA hybrid algorithm to solve this problem is proposed in
detail in Section IV. Experiments and analysis are shown in
Section V. Finally, the paper is ended with some conclusions
and future work in Section VI.

II. RELATED WORK

In the cloud computing environment, the key to task schedul-
ing is to find the optimal mapping relation between tasks and
virtual machines according to the goals of users and cloud
systems. The main methods to solve this problem include
single-objective optimization algorithms and multi-objective
optimization algorithms [22]–[24].

A. SINGLE-OBJECTIVE OPTIMIZATION ALGORITHMS

Single-objective optimization algorithms mainly apply tra-
tional scheduling algorithms such as Min-Min [25], Max-
Min [26], and Sufferage [27]. On this basis, some improve-
ments have been made. M. Y. Wu et al. [28] proposed a
segmented Min-Min algorithm in which the tasks were first
ordered by their expected completion time. Then, the ordered
sequence was segmented, and Min-Min was applied to these
segments. This algorithm worked better than Min-Min when
the lengths of the tasks were dramatically different by giving
longer tasks the chance to be executed earlier than when
the original Min-Min was adopted. K. Etminani et al. [29]
proposed a new scheduling algorithm based on Min-Min and
Max-Min and selected between the two algorithms based on
the standard deviation of the expected completion time of
tasks on virtual machines. The experimental results showed
that the new algorithm could lead to significant performance
gains for a variety of scenarios. S. Devipriya et al. [30]
proposed an improved Max-Min algorithm based on the
expected execution time of tasks, scheduling large tasks to
virtual machines with lower computing speed and schedul-
ing small tasks to virtual machines with high computing
speed, which could effectively reduce the completion time
of the overall task. Traditional scheduling algorithms gen-
erally have low adaptability and extensibility. For example,
the Min-Min algorithm starts with small tasks and assigns
tasks to the most efficient resources in turn. The strategy is
easy to perform, and although it effectively reduces the task
completion time, it leads to load imbalance. The long-term
overload operation of high-computational-efficiency virtual
machines will not meet the quality of service needs [31], [32].
B. MULTI-OBJECTIVE OPTIMIZATION ALGORITHMS

To improve the shortcomings of single-objective optimization algorithms, multi-objective optimization algorithms have been proposed. Multi-objective optimization algorithms mainly use swarm intelligence algorithms such as EDA, GA, and ACO (ant colony optimization) [33], [34], which can find a near-optimal solution for a complex scheduling problem within a certain time. A. Gupta et al. [35] proposed the LB-ACO algorithm, which used the ACO approach to obtain local optimal solutions. Finally, nondomination sorting was applied to obtain the Pareto set of solutions representing the trade-off between the makespan time and load balancing in the cloud. C. Y. Liu et al. [36] proposed a task scheduling algorithm based on a genetic ant colony algorithm that used the strong global search capability of GA to obtain a better solution and then converted the solution into the initial pheromone of ACO to finally obtain optimal scheduling through the positive feedback of the ACO. Y. Cui et al. [37] proposed a workflow task scheduling algorithm based on GA. This algorithm designed a two-dimensional coding method and a new genetic crossover and mutation operation to produce new offspring to increase the population diversity. K. Li et al. [38] proposed the use of modified ACO in load balancing. This method balanced the entire system load while attempting to minimize the makespan of a given task set. F. U. Xiao [39] proposed a task scheduling scheme based on the sharing mechanism and swarm intelligence optimization algorithms. Combining ACO, GA and the ABC (artificial bee colony) algorithm, a sharing module was designed to share the optimal solutions found by the three algorithms and then continued to explore the solution space. This combination of methods accelerated the convergence of the algorithm and improved the convergence accuracy. C. G. Wu et al. [40] proposed an improved EDA algorithm to solve the parallel scheduling problem of tasks with priority constraints. A probability model was designed to determine the relative position of tasks to satisfy the priority constraints among tasks, and the scheduling scheme with the shortest completion time and the lowest energy consumption was gradually found. H. Aziza et al. [41] used GA to model and optimize the task scheduling problem. The results showed that the algorithm performed well in terms of cost and completion time. Y. Li et al. [42] proposed a multi-objective task scheduling GA-DE algorithm based on GA and the DE (differential evolution) algorithm, which introduced DE into the mutation stage of GA to give full play to the global search ability of GA, taking advantage of its fast convergence speed to reduce the time it takes for the algorithm to produce an optimal solution. The results showed that the algorithm was superior to GA and DE in terms of quality of service and load balancing. P. Singh et al. [43] provided a valuable survey of the algorithms for cloud computing. This work will enable us to determine a suitable approach for recommending better schemes for scheduling users’ applications. L. Chiaraviglio et al. [44] proposed an approach for jointly optimizing the two objectives of power consumption minimization and maintenance cost minimization in cloud optimization. Z. G. Chen et al. [45] proposed a novel multi-objective ant colony system based on co-evolutionary multiple populations, which adopted two colonies to address the two objectives of optimizing both the execution time and execution cost.

Most of the existing methods do not consider load balancing factors when attempting to reduce the task completion time. In addition, EDA has not been well used to solve the task scheduling problem. In this paper, an EDA-GA hybrid algorithm is proposed to solve the multi-objective task scheduling problem with the criteria of reducing task completion time and improving load balancing ability.

III. MODEL

A. SYSTEM MODEL

Users submit tasks to the cloud system, and the cloud system includes three modules: task manager, resource manager and scheduler [46]. The cloud system sends tasks to the task manager, which processes tasks in batch mode and obtains information such as the sizes of tasks. The resource manager uniformly manages all virtual machines and obtains information such as the computing speeds of virtual machines. After obtaining information such as the sizes of tasks submitted by the task manager and the computing speeds of virtual machines submitted by the resource manager, the scheduler starts working. The scheduler is the core component and is responsible for allocating tasks to virtual machines using the EDA-GA hybrid algorithm proposed in this paper. The structure of the task scheduling mechanism in cloud computing is shown in Fig. 1.

B. MATHEMATICAL MODEL

The multi-objective task scheduling problem in this paper can be described as follows. There are $n$ tasks to be scheduled on $m$ virtual machines with different computing speeds. Each task can be scheduled on any virtual machine. Each virtual
machine can execute multiple tasks. The multi-objective optimization problem considers more than one objective simultaneously to find a trade-off between the conflicting objectives. Our aim is to map tasks to all virtual machines to reduce the task completion time and improve the load balancing ability.

1) MATHEMATICAL MODEL NOTATION

The main notations of this paper are listed in Table 1.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>The number of tasks</td>
</tr>
<tr>
<td>m</td>
<td>The number of virtual machines</td>
</tr>
<tr>
<td>t_i</td>
<td>The task i</td>
</tr>
<tr>
<td>V_j</td>
<td>The virtual machine j</td>
</tr>
<tr>
<td>TSi</td>
<td>The size of task i</td>
</tr>
<tr>
<td>VS_j</td>
<td>The computing speed of virtual machine j</td>
</tr>
<tr>
<td>T</td>
<td>The set of tasks</td>
</tr>
<tr>
<td>V</td>
<td>The set of virtual machines</td>
</tr>
<tr>
<td>TS</td>
<td>The task size set</td>
</tr>
<tr>
<td>VS</td>
<td>The virtual machine computing speed set</td>
</tr>
<tr>
<td>ETCm×n</td>
<td>The ETC matrix of size m × n, represents the running time of all tasks on each virtual machine</td>
</tr>
<tr>
<td>x_1,3_r</td>
<td>0, 1. x_1,3_r = 1 illustrates that task i is the r-th task processed on virtual machine j; otherwise, x_1,3_r = 0</td>
</tr>
</tbody>
</table>

2) SYSTEM FEASIBILITY CONSTRAINTS

This paper assumes that tasks submitted by users are independent of each other. There are no constraints or communication between tasks. Some system feasibility constraints are defined as follows [47].

\[ \sum_{j=1}^{m} \sum_{i=1}^{n} x_{i,j,r} = 1, i = 1, 2, \ldots, n \]  \hspace{1cm} (1)

\[ \sum_{i=1}^{n} x_{i,j,r} \leq 1, j = 1, 2, \ldots, m; \forall r \]  \hspace{1cm} (2)

\[ \sum_{i_1=1}^{n} x_{i_1,j,r+1} - \sum_{i_2=1}^{n} x_{i_2,j,r} \leq 0, j = 1, 2, \ldots, m; \forall r \]  \hspace{1cm} (3)

where formula (1) guarantees that a task can only be scheduled on one virtual machine and only once; formula (2) ensures that each virtual machine processes no more than one task at a time; and formula (3) means that tasks on a certain virtual machine are scheduled in order.

3) TASK COMPLETION TIME MODEL

The task size set and the virtual machine computing speed set are known; then, the ETC matrix can be calculated according to formula (4).

\[ ETC(t_i, r_j) = \frac{TS_i}{VS_j} \] \hspace{1cm} (4)

where \( ETC(t_i, r_j) \) represents the time required for task \( i \) to complete running on virtual machine \( j \).

The virtual machine’s completion time is the sum of the running time to execute all the tasks assigned to it. The completion time of each virtual machine can be calculated as formula (5).

\[ \text{time}_j = \sum_{r=1}^{k} ETC(t_r, r_j) \]  \hspace{1cm} (5)

where \( k \) is the total number of tasks assigned to virtual machine \( j \).

Due to the parallel computing in cloud computing, this paper defines the total completion time as the maximum completion time of all virtual machines. The total task completion time is calculated as formula (6).

\[ \text{CompleteTime} = \max\{\text{time}_1, \text{time}_2, \ldots, \text{time}_m\} \]  \hspace{1cm} (6)

4) LOAD BALANCING MODEL

Another goal of this paper is to improve system load balancing ability. The load balancing degree is defined as formula (7).

\[ \text{DBL} = \frac{\sum_{j=1}^{m} \text{time}_j}{m \times \text{CompleteTime}} \]  \hspace{1cm} (7)

where \( \text{DBL} \) represents the load balancing degree. For the virtual machine’s completion time, the completion time of each virtual machine is almost the same as the total completion time, which means that the load is more balanced. Therefore, the larger the \( \text{DBL} \), the more balanced the load and the stronger the load balancing ability.

5) FITNESS FUNCTION

Each individual in the population produced by the EDA-GA hybrid algorithm represents a feasible solution to the problem. The fitness function is used to evaluate the quality of solutions. It is the key to avoiding falling into a local optimum and achieving the optimal solution. We can build different fitness functions according to different requirements. This paper takes the total task completion time and load balancing degree into account. The fitness function is defined as formula (8) and formula (9).

\[ GValue = \frac{1}{\text{CompleteTime}} + \omega_2 \times \text{DBL} \]  \hspace{1cm} (8)

\[ \omega_1 + \omega_2 = 1(0 \leq \omega_1, \omega_2 \leq 1) \]  \hspace{1cm} (9)

where \( \omega_1 \) and \( \omega_2 \) are weight coefficients. Different weight coefficients can be set according to different user requirements. For example, if only considering the task completion time factor, set \( \omega_1 \) to 1 and \( \omega_2 \) to 0. If only the load balancing factor is considered, set \( \omega_1 \) to 0 and \( \omega_2 \) to 1. This paper considers the above two factors simultaneously and sets \( \omega_1 \) and \( \omega_2 \) to 0.5 and 0.5, respectively. The larger the \( GValue \) is, the better the quality of the solution.
IV. EDA-GA HYBRID ALGORITHM

The EDA-GA hybrid algorithm is designed as follows: first, use EDA to initialize the probability model. During initialization, all the probabilities are set to \(1/m\), and the roulette method is used for sampling to generate a certain scale of solutions. At the same time, according to \(GValue\), evaluate all solutions and choose a number of excellent solutions. Second, use GA to perform crossover and mutation operations on the selected excellent solutions and generate new solutions. Third, evaluate the excellent solutions from step 1 and the new solutions in step 2 and sort them in descending order. The top \(p\%\) of the excellent solutions are selected to form the elite population. Finally, update the probability model according to the elite population. Run the algorithm in such a way until the stopping condition is met and output the optimal solution. The specific process of the EDA-GA hybrid algorithm is as follows.

A. OPERATIONS OF EDA

1) INITIALIZATION

The probability model describes the distribution of the solutions. Better solutions are easier to obtain if the characteristics of the problem can be reflected by the model. The probability model is designed as follows.

\[
P(g) = \begin{bmatrix}
p_{11}(g) & p_{12}(g) & \cdots & p_{1m}(g) \\
p_{21}(g) & p_{22}(g) & \cdots & p_{2m}(g) \\
\vdots & \vdots & \ddots & \vdots \\
p_{n1}(g) & p_{n2}(g) & \cdots & p_{nm}(g)
\end{bmatrix}
\]  

(10)

\(P(g)\) represents the mapping relationship between \(n\) tasks and \(m\) virtual machines in the \(g\)-th iteration. During initialization, all probability values are set to \(1/m\) to ensure the randomness of the initial population.

2) SAMPLING METHOD

We generate the population by sampling the probability model. It uses a roulette method to generate the population of size \(PS\). Each individual in the population represents a solution to assign tasks to virtual machines.

Individuals are coded by the indirect coding method. Suppose that there are 5 virtual machines and 10 tasks; the individual generated after sampling is as follows.

\(\{1, 4, 2, 3, 2, 5, 1, 2, 3, 4\}\)

This coding method encodes the virtual machines occupied by each task. The length of each individual is equal to the number of tasks. Each position in the individual represents the task number. The value in this position represents the virtual machine number assigned to the task. This individual represents the first task assigned to the first virtual machine, the second task assigned to the fourth virtual machine, and the third task assigned to the second virtual machine.

3) FITNESS ASSESSMENT

For all individuals generated in the last step, according to the coding result of each individual, the distribution of tasks on virtual machines can be obtained. Taking the individual in the last step as an example, the individual can be decoded as shown in Table 2.

<table>
<thead>
<tr>
<th>VM</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,7</td>
</tr>
<tr>
<td>2</td>
<td>3,5,8</td>
</tr>
<tr>
<td>3</td>
<td>4,9</td>
</tr>
<tr>
<td>4</td>
<td>2,10</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

According to Table 2, the completion time of each virtual machine can be obtained by formula (5). Then, the fitness value of the individual is obtained. All the individuals are evaluated according to the fitness value and sorted in descending order. Finally, the top 50\% of excellent individuals are selected.

B. OPERATIONS OF GA

The crossover operation and mutation operation are the main genetic methods of GA. They can effectively expand the search range of solutions and increase the diversity of the population to achieve the optimal solution. After obtaining the excellent individuals in the last step, the GA algorithm is run to perform crossover and mutation operations on them to generate a new population. Then, the excellent individuals in the last step and the newly generated individuals in this step are evaluated according to \(GValue\). The individuals are sorted in descending order, and the top \(p\%\) individuals are selected to form the elite population. At the same time, the local optimal solution is obtained.

In crossover, some positions of two parent individuals are exchanged to produce two child individuals, as shown in Fig. 2. We use 1-point crossover, which is performed in a random manner.

![FIGURE 2. Crossover.](image)

In mutation, we use the method of exchange mutation to randomly select two positions and exchange the values in the two positions, which is shown in Fig. 3.

This step simultaneously evaluates the fitness of the excellent individuals in the last step and the newly generated individuals in this step to prevent the loss of the excellent individuals.
The implementation process of the EDA-GA hybrid algorithm is shown as pseudocode in Algorithm 1.

Algorithm 1 EDA-GA hybrid algorithm

Input: Set of tasks T, set of virtual machines V

Output: A solution for scheduling tasks to virtual machines

Initialize the probability model

while iter <= iter_max do
    Sample the probability model to generate the population
    for each individual in the population do
        Calculate GValue according to formula (5)
        Sort all individuals in descending order according to GValue
        Select the top 50% of the excellent individuals, denoted as TEP
        for each individual in TEP do
            Perform crossover operation
            Perform mutation operation
            Express the new population produced in the above two steps as TNP
        end for
        for each individual in TEP and TNP do
            Calculate GValue according to formula (5)
            Sort all individuals in descending order according to GValue
            Select the top p% of the excellent individuals to form the elite population
        end for
    end for
    Use the elite population to update the probability model
    iter++
end while

V. EXPERIMENTS AND ANALYSIS

To test the effectiveness of the proposed EDA-GA hybrid algorithm, we compare it with EDA and GA based on CloudSim. CloudSim is a cloud computing simulation software announced by Grid Laboratory at the University of Melbourne and Gridbus project in April 2009. The primary objective is to quantify and compare the scheduling strategy for different service and application models on cloud infrastructure [49]. The experiment is run on a PC with a 2.50 GHz processor and 4 GB RAM.

CloudSim is used to randomly generate the task size set and the virtual machine computing speed set within the limits of real-world cloud environments to simulate a wide variety of tasks submitted by users and to allow a cloud host to be shared concurrently among multiple virtual machines with varying performance. The EDA-GA scheduling strategy is placed on DatacenterBroker, which is responsible for mediating between users and the service provider according to users’ requirements. In a real cloud computing environment, cloud application developers can generate a combination of user request distribution, application configuration, and cloud availability scenarios through the user code layer in the stack, and perform reliable tests based on custom cloud configurations already supported in CloudSim [49].

A. PARAMETER SETTINGS

To fairly compare the proposed EDA-GA with EDA and GA, the stopping criterion of these three algorithms is set to 100 generations because the results are basically unchanged after the 100-th iteration. According to the characteristics of GA, the crossover rate and mutation rate are set to 0.8 and 0.05, respectively. EDA-GA contains three important parameters: PS (size of the population), E (size of the elite population, \( E = PS \times p\% \)), and \( \lambda \) (learning rate). To determine the values of the above three parameters, the Taguchi design-of-experiment (DOE) method [50] is used to analyze the influence of the parameters on the performance of the algorithm under different parameter levels.

In this experiment, four levels are set for each parameter, as shown in Table 3. The orthogonal array \( L_{16}(4^3) \) is chosen accordingly, and a moderate instance is used (the number of tasks is set to 1000 and the number of virtual machines is set to 10). For each parameter combination, the completion time is used as a standard, the EDA-GA is run 10 times and the average value is used as the response value (RV), as shown in Table 4.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Factor levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>( PS )</td>
<td>100 150 200 250</td>
</tr>
<tr>
<td>( p )</td>
<td>10 20 30 40</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.05 0.10 0.15 0.20</td>
</tr>
</tbody>
</table>
TABLE 4. The RV value

<table>
<thead>
<tr>
<th>Number</th>
<th>Factor</th>
<th>RV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PS</td>
<td>p</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

The influence trend of each parameter is shown in Figs. 4 - 6.

From Figs. 4 - 6, $PS = 100$, $p = 30$, and $\lambda = 0.1$ are recommended parameter settings. The balance of search depth and breadth is affected by $PS$, and it is appropriate to choose 100. For the percentage of elite population, the results indicate that it has less influence. If the value of $p$ is small, it may lead to failure to update the probability model effectively because the useful information from the elite population is insufficient, and if the value of $p$ is large, it may reduce the accuracy of the model because worse solutions are brought into the elite population. Here, we choose 30% as the percentage of the elite population. The learning rate affects the convergence speed of the algorithm, and $\lambda = 0.1$ is recommended.

B. EXPERIMENTAL RESULTS

1) EXPERIMENT 1

To verify the superiority of the proposed EDA-GA hybrid algorithm, we compare it with EDA and GA using the same parameter settings as described in the previous section. The experimental testing is performed in three different instances:

- Instance 1: A few small tasks along with many large tasks;
- Instance 2: A few large tasks along with many small tasks;
- Instance 3: The sizes of tasks are randomly determined.
We choose 1000 as the number of tasks and 10 as the number of virtual machines. These values are fixed throughout the three instances. The results and analysis focus on three aspects: task completion time, load balancing degree and fitness value.

A. Test of the task completion time: CompleteTime

As shown in Figs. 7 - 9, EDA-GA performs better in each instance in terms of task completion time. In the three instances, EDA-GA has an average reduction of 3.2% and 15.1% compared to EDA and GA, respectively.

B. Test of the load balancing: DBL
The results in Figs. 10 - 12 show that EDA-GA has higher \( DBL \) values than the other two algorithms. Compared with EDA and GA, EDA-GA has an average increase of 7.6% and 11.7%, which means that EDA-GA has advantages in terms of load balancing.

C. Test of the fitness value: \( GValue \)

As shown in Figs. 13 - 15, the fitness value of EDA-GA is the highest among the three algorithms, and it is 5.4% and 9.1% higher than the other two algorithms. This result is more in line with the goal of this paper, which is to find a trade-off between reducing task completion time and improving load balancing ability.

In conclusion, the experimental results show that the EDA-GA hybrid algorithm has a lower task completion time, more balanced load and higher fitness value than the other two algorithms under different instances. The reason mainly lies in the fact that the sampling mechanism and probability model contribute to finding feasible and excellent solutions quickly. Moreover, the crossover and mutation operations expand the range of the solutions to prevent the algorithm from falling into a local optimum. Based on the above analysis, the EDA-GA hybrid algorithm proposed in this paper has better performance.

2) EXPERIMENT 2

To verify the effectiveness of the proposed algorithm under different numbers of tasks, an experiment is conducted with reference to the task completion time. In this test, the number of virtual machines is set to 10, and we analyze the changes in task completion time when the number of tasks is 100, 200, ..., 1000. The results are shown in Fig. 16.

The results in Fig. 16 show that when the number of tasks is small, the task completion time of the three algorithms is almost the same. However, as the number of tasks increases, the algorithm proposed in this paper has a lower completion time. This is more suited to handle tasks in a real cloud computing environment in which the number of tasks is large.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose an effective EDA-GA hybrid algorithm to address the multi-objective task scheduling problem with the goal of reducing the task completion time and improving the system load balancing ability. The algorithm
first uses the operations of EDA to generate some feasible solutions, then uses the operations of GA to generate new solutions based on the excellent solutions selected in the previous step to expand the search range of solutions, and finally, it finds the optimal solution. We evaluate the proposed algorithm by comparing it with EDA and GA on CloudSim. The results show that the proposed EDA-GA hybrid algorithm has good convergence speed and search ability, and it performs better in reducing task completion time and improving load balancing ability. However, this paper does not consider the dynamics and uncertainty of the cloud computing environment. On the one hand, the computing speed of virtual machines changes in real time. On the other hand, virtual machines can join or exit the cloud system at any time.

Future work will focus on task scheduling issues that are closer to those in real cloud computing environments. There may be priority constraint relationships between tasks. In addition, in terms of the objective, cost is an important factor that affects task scheduling in real life. If users want to reduce the task completion time, they need to spend more money purchasing cloud computing resources. We would like to design a task scheduling algorithm that balances the three factors of task completion time, cost, and load balancing.
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