Reliability of Self-applied Smartphone Mechanocardiography for Atrial Fibrillation Detection

SAEED MEHRANG1, MOJTABA JAFARI TADI1, TERO HURNANEN1, TIMO KNUUTILA1, OLLI LAHDENOJA1, JUSSI JAAKKOLA2, SAMULI JAAKKOLA2, TUIJA VASANKARI2, TUOMAS KIVINEN2, JUHANI AIRAKSINEN2, TUIJA VASANKARI2, TUOMAS KIVINIEMI2, JUHANI AIRAKSINEN2, TERO KOIVISTO1, AND MIKKO PÄNKÄLÄ1.

1Department of Future Technologies, University of Turku, Turku, Finland
2Heart Center, Turku University Hospital, Turku, 20500, Finland
Corresponding author: Saeed Mehrang (e-mail: saeed.mehrang@utu.fi).
This study was supported by the Academy of Finland under grant 290930.

ABSTRACT
Smartphone mechanocardiography (sMCG) is a new technique that allows patients to record a cardiac rhythm strip using a smartphone built-in tri-axial accelerometer and gyroscope. In this study, we investigated how a self-applied sMCG can reliably contribute to the differentiation of atrial fibrillation (AFib) from the sinus rhythm (SR). A study sample of 300 elderly adults including 150 AFib cases with persistent and paroxysmal AFib was recruited. Among the 300 subjects, 182 subjects (82 AFib) completed two recordings, one physician-applied and one self-applied. The remaining patients (n=118) were nervous, in a quite poor condition, and not interested in or capable of concentrating on using a smartphone in the acute setting of a hospital in order to perform the self-applied recording. Two data processing frameworks were used, knowledge-based learning (KL) which is a rule-based algorithm and machine learning (ML) which is an automated classification technique. For the ML approach, we considered four classifiers, namely random forest (RF), extreme gradient boosting (XGB), support vector machines (SVM), and artificial neural network (NN). For evaluation, a leave-one-subject-out cross-validation was adopted for the ML approach. Compared to physician-interpreted ECG-derived labels, the KL approach predicted AFib with sensitivity values of 0.963 and 0.976, specificity values of 0.980 and 0.929, and F-measure values of 0.972 and 0.952 for the physician- and self-applied measurements, respectively. Similarly, NN which was the best ML classifier according to the F-measure values, demonstrated, on average, sensitivity values of 0.976 and 0.938, specificity values of 0.962 and 0.936, and F-measure values of 0.969 and 0.937, respectively. All other classifiers delivered quite similar results. The sMCG technology for AFib detection, supported by the KL and ML approaches, can accurately differentiate AFib from SR in both physician- and self-applied recording scenarios. This new technology can help to screen patients with episodic or undiagnosed AFib and also be used as a home-based self-applied monitoring technique.
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I. INTRODUCTION

Atrial fibrillation (AFib) is one of the most prevalent cardiovascular conditions that can result in a stroke and heart failure, two of the most common causes of mortality and morbidity [1]. An irregular heart rhythm as well as fast atrial pacing, not always detectable with suboptimal heart monitoring modalities, are the major characteristics of AFib. Diagnosis of AFib is complicated since the shape and the chronology of the next ventricular complex cannot be predicted. Detecting inter-beat intervals that are completely random and irregular utilizing a rhythm irregularity analysis is a favorable approach to AFib diagnosis [2]. Abnormal ventricular complexes (due to the rapid atrial pacing more than 400 bpm) are recognizable in episodes where amplitude
and morphology of the intraventricular conduction and fusion alternate with a fast or slow frequency. Detecting irregular variability of the ventricular complexes is a well-grounded approach to a reliable AFib diagnosis [2].

Diagnosing asymptomatic and/or paroxysmal AFib is known to be very challenging as episodes of AFib start occasionally and stop spontaneously [3]. These infrequently appearing AFib episodes may or may not be seen in a short electrocardiogram (ECG) strip taken during a routine checkup at a clinic. In the early stages of developing AFib, it may remain undetected since the patient might not feel any symptoms; this is called silent AFib [1]. Home-monitoring via ubiquitous and/or hand-held recording devices could help to recognize paroxysmal AFib by gathering more frequent and longer (intermittent) snapshots of beat-to-beat intervals during day-to-day life [2]. Nevertheless, self-recording of vital signs and symptoms, and self-interpretation of the acquired data remain open challenges that need to be addressed.

Today, self-monitoring of cardiovascular health status has become increasingly straightforward by the advent of smartphones, smartwatches, and wearable sensors. Sustainable ambulatory AFib monitoring modalities require no more devices than a single smartphone, smartwatch, or a comfortable wearable/handheld sensor. Clinically validated devices such as smartphone- and smartwatch-coupled ECG monitors (e.g. AliveCore KardiaMobile, Kardiaband [4], Apple Watch [5, 6]), hand-held ECG recorders (e.g. Zencor EKG [7] and Mydagnostick [8]), the wearable ECG patch (Zio Patch [9]), wearable/mobile photoplethysmography (PPG) recorders (e.g. Fibrichex [10], Preventicus [11], and Samsung Simband [12]) can successfully enable self-detection of heart arrhythmia and in particular sporadic AFib outside clinical settings. However, AFib may remain sporadic and unrecognizable even with the above-mentioned devices. This implies that long-term continuous monitoring techniques are required for an in-time diagnosis [13]. To detect symptoms appearing at periodic or random intervals, an effective strategy for longer-term monitoring, up to several days or weeks at a time, is needed [13, 14]. Despite vigorous research, efficient and cost-effective approaches to detect and screen for asymptomatic AFib are yet to be introduced.

Smartphone mechanocardiography (sMCG) is a new heart monitoring technique which records precordial chest acceleration (seismocardiogram or SCG) and angular velocity (gyrocardiogram or GCG) signals. This new technique allows patients to record a cardiac rhythm strip using smartphone built-in inertial measurement units (IMU) including tri-axial microelectromechanical (MEMS) accelerometer and gyroscope sensors. In this study, we sought to investigate the feasibility of self-monitoring using sMCG for AFib detection for clinical patients. In our previous contributions [2, 15, 16], we introduced mobile phone detection of AFib by processing only physician-applied sMCG recordings using different data analytic architectures. In this work, however, we aim to further evaluate diagnostic accuracy and reliability of the AFib detection using a self-applied sMCG recording. To this end, we obtained sMCG data from a group of subjects (n=300) who were examined during two recording scenarios. Among the 300 subjects, 182 subjects (82 AFib) completed two recordings, one physician-applied and one self-applied sMCG recording. The remaining subjects (n=118) were either unable or unwilling to perform the self-applied recording. It must be taken into account that our smartphone app was not designed for elderly users at the time of recording. Besides, many elderly users had no previous experience of using smartphone health apps. However, not a single recording was rejected because of poor signal quality.

Diagnostic reliability of sMCG for AFib detection was assessed by deploying two independent approaches, namely knowledge-based learning (KL) and machine learning (ML). The KL algorithm, which operates based on characterizing the regularity of the beating pattern of the heart, was deployed to predict AFib in those subjects who had completed both physician- and self-applied measurements (n=182). For the ML approach, training and testing the ML algorithm was done through an iterative process in which every time one subject’s measurements were placed into the test set and the rest of the measurements into the training set. The testing process was only done for the same aforementioned 182 subjects. The ML approach was examined using four different classifiers, namely random forest (RF) [17], extreme gradient boosting (XGB) [18], support vector machines (SVM) [19], and artificial neural network (NN) [20]. Then the intra- and inter-agreement of the predictions of the two algorithms were assessed for each subject and each category. To facilitate the assessment of subject-by-subject predictions, we introduce barcode plots with colored ribbons to mark the true label and the predicted labels of the measurements of each subject.
to collect at least one self-applied recording successfully. However, 11 subjects who collected less than 30 seconds self-applied data were excluded.

The study administrator instructed the subjects on how to turn the device on, how to navigate to the data acquisition application and how to start the recording. They were then instructed to find the correct placement of the phone on their chest. The instruction was repeated as many times as needed individually. After the investigator deemed that the subject had understood the task sufficiently, the first recording was performed. Each subject was given three chances to collect at least one successful self-applied measurement. For every attempt, the subjects were left alone for 10 minutes to carry out the recording on their own. The longest recording was then selected for the analysis. The investigator evaluated subjectively how well the subjects had learned to use the application or whether they had refused to attempt the recording.

Altogether, 182 (82 AFib) subjects whose both physician- and self-applied recordings were longer than 30 seconds were considered suitable for the study. The remaining subjects who were either unable or unwilling to carry out the self-applied recording according to the given instructions were excluded from the prospective head-to-head analysis. Corresponding physician-applied recordings of these excluded subjects were however used for training the implemented ML models to classify AFib, as described in the following sections.

III. ANALYSIS PIPELINES
For this study, we evaluated the detection performance of two independent classification techniques, namely machine learning (or ML) and knowledge-based learning (or KL). The KL approach thoroughly examines the presence of periodicity in the recorded sMCG signals, i.e. SCG and GCG, while the ML approach builds a model utilizing various time-frequency features extracted from these signals.

A. KL APPROACH
The KL approach is a rule-based algorithm which operates based on a sequence of rather simple but effective tests, which are used to determine whether the signal is periodic (i.e. SR) or not (i.e. AFib). A flowchart of the procedure exploited in the KL approach is presented in Figure 1. The ventricular event rate of a normal heart is typically lower than the high atrial event rate of the heart in AFib. Hence, screening of AFib is possible simply by monitoring the overall temporal periodicity of MCG signals. To this end, signals are pre-processed for baseline wander and noise removal by bandpass filtering (passband 4-40 Hz). In spite of the high lower passband limit, the periodicity information of the signal is still retained due to the impulsive nature of the heart signal. The pre-processed signals in all channels were then segmented temporally into 7-second segments with a 2-second overlap, within which periodicity information was obtained for each channel separately. The segment length and the overlap size were selected empirically.

FIGURE 1: The flowchart of the analysis pipeline designed for the KL approach.
Signal pre-processing

1) ML approach is presented in Figure 3. A visual step-by-step procedure implemented in the ML approach consists of three major building blocks, namely signal pre-processing, feature extraction, and classification. A visual step-by-step procedure implemented in the ML approach is presented in Figure 3.

2) Feature extraction

A wide spectrum of time-frequency features was extracted from both SSA-filtered and corresponding MCG signal envelopes. Table 1 displays the types of features which were computed from each segment of every SCG and GCG channel. Since we were aiming to predict a single label for each measurement rather than each signal segment, we took the median of the calculated features over all the signal segments. This allowed us to obtain a robust overview of the computed features in each measurement [12], [16]. In total, 552 features were extracted for each measurement. The detailed explanation of the mathematics behind each feature is described in [16].

3) Training model and validation

Since we consider a supervised learning approach for AFib detection, the learner is provided with two sets of data, a training set and a test set. Training and testing the ML algorithm were done through an iterative process in which every time one subject’s measurements were placed into the test set and the other subjects’ measurements were placed into the training set (see Figure 3). The testing process was only done for those subjects (n=182) who had both physician- and self-applied measurements. Those subjects who only had physician-applied measurements were always present in the training set and never present in the test set. For instance, in iteration one, one subject was randomly selected from those who had both physician- and self-applied measurements and was regarded as a test subject. The training set was subsequently comprised of the remaining 299 physician-applied and the remaining 181 self-applied measurements. Accordingly, in this iteration, the test set was comprised of one physician- and one self-applied measurement corresponding to the test subject. This iterative process was repeated for a total of 182 times until all 182 subjects who had both physician- and self-applied measurements were tested once.
FIGURE 3: The flowchart of the analysis pipeline designed for the ML approach.
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TABLE 1: The extracted features were adopted from the Jafari et al. study [16].

<table>
<thead>
<tr>
<th>Number</th>
<th>Feature</th>
<th>Number</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Zero crossing rate (ZCR)</td>
<td>29-31</td>
<td>Covariance</td>
</tr>
<tr>
<td>2</td>
<td>Signal energy (E_s)</td>
<td>32</td>
<td>Approximate entropy (ApEn)</td>
</tr>
<tr>
<td>3</td>
<td>Signal entropy (Ent_s)</td>
<td>33</td>
<td>Spectral entropy (SpEnt)</td>
</tr>
<tr>
<td>4</td>
<td>Spectral centroid (SP_centroid)</td>
<td>34</td>
<td>Shannon entropy (SEE)</td>
</tr>
<tr>
<td>5</td>
<td>Spectral spread (SP_spectral)</td>
<td>35</td>
<td>Turning point ratios (TPR)</td>
</tr>
<tr>
<td>6</td>
<td>Spectral flux (SP_flux)</td>
<td>36</td>
<td>Median of RR intervals</td>
</tr>
<tr>
<td>7</td>
<td>Spectral roll-off</td>
<td>37</td>
<td>RMSSD</td>
</tr>
<tr>
<td>8</td>
<td>Fundamental frequency (F_0)</td>
<td>38</td>
<td>PSD of RR intervals</td>
</tr>
<tr>
<td>9</td>
<td>Heart rate (HR)</td>
<td>39</td>
<td>Higuchi fractal dimensions (HFD)</td>
</tr>
<tr>
<td>10</td>
<td>Harmonic-to-noise ratio (HNR)</td>
<td>40-41</td>
<td>Higuchi parameters</td>
</tr>
<tr>
<td>11-16</td>
<td>6 dominant spectral peaks</td>
<td>42</td>
<td>Sample entropy</td>
</tr>
<tr>
<td>17-22</td>
<td>Corresponding frequencies of the 6 spectral peaks</td>
<td>43-44</td>
<td>Kurtosis and skewness</td>
</tr>
<tr>
<td>23-27</td>
<td>Power spectral density (PSD) in 5 frequency bands</td>
<td>45-46</td>
<td>Arithmetic mean and RMS level</td>
</tr>
<tr>
<td>28</td>
<td>Median amplitude spectrum (MAD)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Four ML models namely RF [17], XGB [18], SVM [19], and NN [20] classifiers were deployed to examine the performance of the ML approach. For each of these four ML models, the process of training and testing the ML classifier was repeated for 10 iterations. Subsequently, the arithmetic mean and standard deviation of sensitivity, specificity, F-measure, Kappa-score, and area under the receiver operating characteristic curve (AUC) were calculated over these 10 iterations and reported for both physician- and self-applied measurements.

For all the four classifiers, we kept the default parameters as no tuning was applied. The parameters for the RF classifier [22] were 1025 trees, Gini as the measure for the quality of splits, square root of the features for the maximum number of features when looking for the best split. For the XGB classifier [18], we used a forest size equal to 1025 trees, step size shrinking (eta) equal to 0.3, minimum loss reduction (gamma) equal to 0, and max depth equal to 6, L2-regularization (lambda) equal to 1, as well as L1-regularization (alpha) equal to 0. For the SVM classifier [22], the parameters were the radial basis function for the kernel, (number of features)^{-2} for the kernel coefficient (gamma), and 1 for the penalty term (C). Lastly, for the NN classifier [22], we used a single hidden layer with 100 neurons, rectified linear unit (relu) activation, and an adaptive moment estimation (adam) optimizer.

IV. RESULTS

In this section, the prediction performances of the two approaches, the prediction consistency of the physician- and self-applied data as measured by the KL and ML approaches, as well as the prediction agreement of the KL and ML approaches, are presented.

A. PREDICTION PERFORMANCES

The results of the performed classifications on the test set for the KL and ML approaches for both of the physician- and self-applied data are illustrated in Table 2.

1) KL approach results

For the physician-applied data, the KL approach provided a sensitivity of 0.963 (0.00) and a specificity of 0.980 (0.00). For the self-applied data, the sensitivity and specificity values were 0.976 (0.00) and 0.929 (0.00), respectively. The F-measure was 0.972 (0.00) for the physician-applied data and 0.952 (0.00) for the self-applied data. The Kappa-score of the predicted labels versus true labels was 0.944 (0.00) for the physician-applied data and 0.900 (0.00) for the self-applied data. The KL approach is a deterministic algorithm; therefore, all the standard deviation values are zero. Since the KL algorithm does not provide prediction probabilities, the AUC value was not computed for the KL algorithm results.

2) ML approach results

Repeated 10 times, the four RF, XGB, SVM, and NN classifiers were trained and tested following the framework illustrated in Figure 3. The performance metrics calculated for all the four ML classifiers are described in Table 2. According to Table 2, the best sensitivity and specificity values for the physician-applied data were 0.988 (<0.01) and 0.980 (<0.01) while for the self-applied data they were 0.948 (0.01) and 0.936 (0.01), respectively. The highest acquired F-measure was 0.969 (<0.01) for the physician-applied data and 0.937 (<0.01) for the self-applied data. The best Kappa-score of the predicted labels versus true labels was 0.937 (0.01) for the physician-applied data and 0.873 (0.01) for the self-applied data. The best AUC for the physician-applied data was 0.997 (<0.01) and for the self-applied data was 0.979 (0.00). ROC curves of the predictions made by the ML approach for the physician- and self-applied data are presented in Figure 4a and Figure 4b, respectively.

B. PREDICTION CONSISTENCY OF THE KL APPROACH

In order for us to compare the exact prediction of each approach for a certain subject, we introduce a barcode plot in which the true label (or the ground truth) for each subject is marked with a color (see Figure 5). In this figure, pink represents the SR category and blue represents the AFib category.
TABLE 2: Prediction performances of the KL and the ML approaches for the physician- and self-applied data. The presented numbers correspond to the comparison of true labels and the predicted labels.

<table>
<thead>
<tr>
<th>Measurement Status</th>
<th>Approach</th>
<th>Classifier</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
<th>Kappa-score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-applied</td>
<td>ML</td>
<td>RF</td>
<td>0.948 (0.01)</td>
<td>0.920 (&lt;0.01)</td>
<td>0.934 (&lt;0.01)</td>
<td>0.864 (0.01)</td>
<td>0.975 (&lt;0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>XGB</td>
<td>0.915 (0.00)</td>
<td>0.920 (&lt;0.01)</td>
<td>0.917 (&lt;0.01)</td>
<td>0.834 (0.00)</td>
<td><strong>0.979 (0.00)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>0.927 (&lt;0.01)</td>
<td>0.920 (&lt;0.01)</td>
<td>0.923 (&lt;0.01)</td>
<td>0.845 (0.00)</td>
<td>0.978 (&lt;0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NN</td>
<td>0.938 (0.01)</td>
<td>0.936 (0.01)</td>
<td>0.937 (0.01)</td>
<td><strong>0.873 (0.01)</strong></td>
<td>0.973 (0.01)</td>
</tr>
<tr>
<td>KL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician-applied</td>
<td>ML</td>
<td>RF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>XGB</td>
<td>0.955 (0.01)</td>
<td><strong>0.980 (0.01)</strong></td>
<td>0.967 (&lt;0.01)</td>
<td>0.937 (0.01)</td>
<td>0.997 (&lt;0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td><strong>0.988 (&lt;0.01)</strong></td>
<td>0.930 (0.00)</td>
<td>0.958 (&lt;0.01)</td>
<td>0.912 (0.01)</td>
<td><strong>0.997 (&lt;0.01)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NN</td>
<td>0.976 (0.01)</td>
<td>0.962 (0.01)</td>
<td><strong>0.969 (&lt;0.01)</strong></td>
<td>0.936 (0.01)</td>
<td><strong>0.997 (&lt;0.01)</strong></td>
</tr>
<tr>
<td>KL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) ROC curves of the four classifiers used for physician-applied data.

(b) ROC curves of the four classifiers used for self-applied data.

FIGURE 4: ROC curves of the ML classifiers for the physician- and self-applied measurements.

Columns C and E in Figure 5 illustrate the predictions made by the KL approach for the physician- and self-applied data, respectively. The agreement of the two measurement scenarios obtained by the KL approach – measured by Kappa-score – was 0.911. This shows a slightly better agreement as compared with the ML approach.

C. PREDICTION CONSISTENCY OF THE ML APPROACH

We sought to compare the performance of the physician- and self-applied AFib detection by selecting the best classifier based on the F-measure values. Accordingly, the NN classifier was chosen as the best classifier as reported in Table 2. The agreement of the predictions made by the two measurement scenarios analyzed by the ML approach was assessed by Kappa-score. The resulting Kappa-score was equal to 0.811 for the physician- versus the self-applied classification. A visual representation of the exact predictions made by the NN classifier is presented in columns B and D in Figure 5.

D. PREDICTION AGREEMENT OF THE KL AND THE ML APPROACHES

1) Physician-applied measurements

As shown in columns B and C in Figure 5, there were very few misclassifications made by the KL and ML approaches. In the SR group, two and four measurements were wrongly predicted by the KL and ML, respectively. In the AFib group, there were two misclassifications made by the ML approach and three misclassifications made by the KL approach. There was no common misclassification made by both of the ML and KL approaches in the physician-applied data. The agreement of the two approaches for the classification of the physician-applied measurements was equal to 0.900.

2) Self-applied measurements

According to columns D and E in Figure 5, there were four subjects in the SR group whose measurements were misclassified by both the KL and ML approaches. Furthermore, there were three more misclassifications made by the KL approach as well as two more misclassifications made by the ML approach. In the AFib group, there were only two
misclassifications made by the KL approach whilst there were five misclassifications made by the ML approach. The two KL and ML approaches did not have any common misclassifications in the AFib group. The agreement of the two approaches for the classification of the self-applied measurements was equal to 0.867.

In Figure 6, a few examples of correctly classified and misclassified measurements are outlined. The presented data in this figure were selected to show the typical style of AFib and SR (subjects 1 and 2) and further clarify the sources of misclassifications (subjects 3 to 5) in the self-applied data. Although occurring only rarely, the sources of error were low-quality data and paroxysmal AFib.

V. DISCUSSION

The subjects who participated in this study were all elderly adults who were admitted to the Department of Cardiology, Turku Hospital, Turku, Finland. Cardiologists recorded the sMCG data from the subjects first and then instructed them to carry out the self-applied measurement. Each subject was given three opportunities to collect at least one successful self-applied measurement. Of the 300 participants, 182 subjects were able and willing to contribute to collecting the self-applied measurement according to the given instructions. The prospective head-to-head analysis was only done for these subjects.

The results of this study are in line with our previous contributions where we introduced the concept of mechanocardiography for AFib detection by considering only physician-applied sMCG recordings [2], [15], [16]. The major contribution of this study was the performance assessment of AFib detection in self-applied sMCG recordings. We demonstrated that self-applied measurements can reliably contribute to the detection of AFib. Additionally, our results are comparable with the latest smartphone-based AFib detection technologies. Recently, research studies have shown that facial pulsatile PPG recorded by a smartphone camera could facilitate AFib detection with sensitivity value of 0.95 and specificity value of 0.96 [23]. Similarly, AFib detection using fingertip PPG collected by a smartphone camera resulted in sensitivity
value of 0.92 and specificity value of 1.00 [24]. PPG-based detection of AFib using a smartwatch provided 0.98 and 0.90 sensitivity and specificity rates [25]. ECG-based detection of AFib using an Apple Watch with a KardiaBand resulted in 0.93 sensitivity as well as 0.84 specificity rates [5].

This study was designed in such a way that those participants who did not have proper self-applied measurements but proper physician-applied measurement were placed into the training set to be exclusively used for training the ML approach. The rest of the subjects who had both physician- and self-applied measurements that were of a proper quality and duration were used as a test set. That is, the testing process was only done for those subjects (n=182) who had both physician- and self-applied measurements.

The barcode plots introduced in this paper facilitated the investigation of the subject-by-subject variations of the predictions made by the ML and KL approaches. The agreement of AFib recognition using the self- and the physician-applied sMCG measurements was investigated in this work. Two different approaches, namely ML and KL, were deployed to assess whether the same level of accuracy can be obtained for the self-applied data in comparison with the physician-applied data. The results of both the ML and KL approaches showed that a slightly lower level for the F-measure and kappa-score were accomplished with the self-applied measurements as compared with the physician-applied measurements.

All the four ML classifiers that were used in this study provided quite similar performance levels in both the physician- and self-applied data sets. This implies that AFib detection was not dependent on the type of the deployed classifiers. The results of the NN classifier, which provided the slightly higher F-measure for both of the physician- and self-applied data, was selected and analyzed further.

According to Table 2, the presented performance metrics for both the ML and KL approaches confirmed that switching to the self-applied data led to negligible performance depreciation. However, the KL approach was better able to tolerate the variations caused by transferring the data acquisition responsibility to the subjects themselves.

In Figure 6, the top two rows (subjects 1 and 2) indicate the typical characteristics of AFib and SR data which are quite straightforward to classify by both the ML and KL approaches. The next row from the top (subject 3) corre-
sponds to an AFib case whose self-applied measurement was misclassified by the KL approach. The signals of this case look mostly regular except for the abrupt transitions from high heart rate to lower heart rate. The fourth row from the top (subject 4) associates with an AFib case whose self-applied measurement was misclassified by the ML approach. It seems the low quality of data confused the ML approach. The bottom row (subject 5) exemplifies a potentially mislabeled measurement as we could barely find any regularity in the data. Such mislabeled measurements were quite rare in our data set. The reason for assigning wrong labels could be the sporadic nature of AFib in some patients.

It is worth noting that all participants in this study were elderly adults who might not have been very competent smartphone users and probably unfamiliar with phones equipped with a touchscreen. Many patients were nervous, in a quite poor condition, and not interested in or capable of concentrating on using a smartphone in this acute hospital setting. Nevertheless, the most common and important reason for an unsuccessful self-applied recording was the unfamiliarity with touch screen devices (maybe sometimes combined with poor eyesight, loss of coordination, physical trauma, etc.). For example, most of the elderly subjects pressed the touch screen very hard, as if they were using a regular phone with a keypad, which resulted in failure of the touch screen to register their touch. It seemed difficult for the elderly patients to learn the right touch intensity; many did not learn; hence no successful recording was made. Those patients who had experience with smartphones, of course, did not have this problem.

On the other hand, the user interface of the deployed signal acquisition application on the mobile phone was not exclusively designed for elderly adults. The smartphone application was primarily meant to be a data logger rather than an application designed for ordinary consumers. Despite all the aforementioned limitations, 182 subjects were willing and able to make a successful self-applied recording. Our results show that by using sMCG we were able to detect AFib with a F-measure value equal to 0.937. The user interface, unfamiliarity with smartphones, and the clinical condition of the subjects while being hospitalized were the major limitations of the self-applied data acquisition in this study.

Another potential source of error causing misclassification, as depicted in Figure 6, could be due to sporadic AFib episodes. This potentially hindering factor must be investigated in future research studies. In the MODE-AF study dataset, the focus was on the discrimination of AFib from SR; however, there are other types of arrhythmias such as atrial flutter, premature atrial contractions, ventricular tachycardia, ventricular fibrillation, and premature ventricular contractions which will be investigated in future studies.

VI. CONCLUSION

Smartphone mechanocardiography is a reliable measurement modality for AFib detection. The findings of this study suggest that in a study sample of 182 elderly adults, both physician- and self-applied measurements could provide sufficient information for successful AFib detection. These findings contribute in several ways to our understanding of the heart mechanical functioning and therefore provide a basis for arrhythmia detection using sMCG. The present study adds to the growing body of research that indicates the practicality of built-in inertial sensors of smartphones and/or wearable devices for continuous monitoring of heart conditions. Further research should be undertaken to explore the effectiveness of sMCG in screening for AFib.
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