Wood Defect Classification Based on Two-Dimensional Histogram Constituted by LBP and Local Binary Differential Excitation Pattern
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ABSTRACT A classification algorithm based on LBP and local binary differential excitation pattern is presented for the classification of the crack and the linear mineral line on the surface of the birch veneer. The local binary differential excitation pattern (LB_DEP) is a texture description model proposed in this paper, which is generated by the combination of LBP and Weber’s Law and describes the incidence relation between the image texture and the human visual perception. The feature extracted by LB_DEP is expressed in a one-dimensional histogram. Then we establish a two-dimensional (2D) histogram constituted by the one-dimensional (1D) histogram of LBP and LB_DEP after being normalized and consolidated. Finally, the 2D histogram is used to classify the defects with Euclidean distance classifier. In addition, we establish an automatic optical inspection system for the birch ice cream bar. We also conduct the experiments with the images captured by the system. The results demonstrate that, compared with the state-of-the-art methods, our proposed algorithm can provide a better classification effect for the crack and the mineral line—the Recall, Precision and FNR are 0.930, 0.943 and 0.070 respectively. And the time consumption is 0.1416 s, which belongs to the millisecond level as with the compared methods.

INDEX TERMS Automatic optical inspection, defect detection, wood, LBP, Weber's Law, crack.

I. INTRODUCTION Wood strength plays an important role in the wood products. And wood defects, especially crack defects will have an adverse impact on wood strength. Crack is a serious defect on the wood surface, which changes the physical structure of the wood, affects wood’s mechanical properties, damages the toughness and impact resistance of the wood, and endangers the quality, safety and service life of the wood products seriously. So the detection of the crack becomes the most important content in the area of wood defect detection. The ice cream bar is a common and widely used wood product, which is the handle of ice cream and often made up of birch. The structure of an ice cream bar is shown in Fig. 1, which is a rectangular wood veneer. The structure of an ice cream bar is shown in Fig. 1, which is a rectangular wood veneer. The production process of the ice cream bar needs to go through cooking, peeling, rotary cutting and punching. However, during the process of punching, the veneer might be torn by the blunt force resulted from the not sharp enough punching knife and the inappropriate location of the veneer obtained from the previous rotary cutting process. And the tear caused by blunt force would lead to the ice cream bar generating crack defect. Among the generated cracks, most of them close tightly at the gap and present dark and thin lines, which is very similar to the mineral line defect generated during the birch’s growth, as shown in Fig. 2. However, the crack defect of the ice cream bar is very easy to scratch the user’s mouth and tongue, so it needs to be detected and eliminated strictly. And the mineral line defect belongs to the natural texture of the wood, which will only affect the aesthetics. Thus, the mineral line defect is usually ignored. Therefore, if the crack is wrongly identified as a mineral line, the ice cream bar with the crack might cause the personal injury during use. Conversely, if the mineral line is wrongly identified as a crack, the corresponding product individual will be eliminated, which causes the waste of the timber resources. Therefore, it has been an important work to distinguish the crack and the mineral line before the ice cream bars are put into the market.
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The proposed method is as follows: First, OTSU, mean line defects on the surface of birch veneer, a 2D histogram with Euclidean distance classifier. Finally, the defects are identified by the matching result of the target 2D histogram and the reference 2D histogram with Euclidean distance classifier.

This paper is organized as follows: Section II introduces the relevant work. Section III presents the experimental equipment and the image data set. Section IV presents the detailed methods of the defects classification. The experiments and results are detailed in section V. We conclude the paper in section VI.

II. RELATED WORK

The related work is presented from two perspectives. First, from the perspective of the research object, that is, wood crack and mineral line. Second, from the perspective of mathematical theory.

A. RELATED WORK ON WOOD CRACK AND MINERAL LINE CLASSIFICATION

At present, many researchers have studied the wood crack defect detection a lot based on visible light machine vision [6]. However, few methods have been published to distinguish the cracks and the mineral lines. And most attention has been focused on the detection of the cracks, and the classification of the cracks and other defects with obvious interclass characteristics. For example, in [7], the author uses the PCA and compressive sensing methods to identify cracks, live knots and dead knots. Multidimensional feature vectors [8] including the geometric feature, the texture feature and the invariant moment feature are extracted for training. In [9], the author proposes the method of using linear discriminant analysis and compressive sensing to identify cracks, live knots and dead knots on the basis of [7] and [8]. Chang et al. smooth image with the convex optimization method, and then segment the defect areas using the Otsu algorithm. Then the multidimensional features of geometry and color are extracted as the input of the classifier, so as to realize the detection and classification of the cracks and the three kinds of knot defects [10]. In [11], the author proposes an unsupervised clustering method for the identification of insect eyes, knots, cracks, discolorations and decays. The moments of order 1, order 2, and order 3 of the wood veneer images in R, G, and B color spaces are extracted respectively. Then the algorithm of k-means is used to cluster the feature data sets to identify the defects. Unfortunately, this method only works well for the knots, and the recall rate of other defects is only 57.1%. Consequently, the author proposes a method replacing the feature of color moments with the five typical features of the gray co-occurrence matrix in 2010 [12]. And for the detection of knots and cracks, MM Hittawe proposes a classification and detection method that extracts the LBP features and the SURF features and inputs them to SVM classifier [13].

In addition, a few researches have studied the classification problem of the cracks and the mineral lines, but the closed and dark linear cracks have not been considered.
For example, reference [14] proposes the S-LVQ network method for the classification of 11 defects such as cracks and mineral lines, and a total of 17 gray features are extracted as the input of the S-LVQ classifier. But only the serious cracks which appear as a bright white region generated by the light transmitting from the top surface to the bottom surface of the veneer gap are considered. And the tightly closed cracks which appear as a dark and thin line are not considered [15], [16]. In [17], the author proposes a feed-forward artificial neural network for the detection of the 11 kinds of defects mentioned in [15]. So the problem that the tightly closed cracks are not considered still remains to be resolved.

Our research group has studied the detection and recognition method of the surface defects of the birch ice cream bar since 2015. For the classification of the tightly closed cracks and the mineral lines, some researches have been implemented. At present, the methods proposed are included in the [18], [19]. In [18], a method based on the sub-region variable-scale Gaussian fitting is proposed, which fits each transverse section of the defect area into a Gaussian curve, and uses the parameters of the Gaussian curve as the characteristic elements of the classification. However, some information is lost in the process of the Gaussian fitting, which weakens the ability of the feature expression and the accuracy of the classification consequently. In [19], a method based on the feature fusion of the texture ridges is proposed, and the fluctuation degree of the ridges in the direction of the texture’s extension is extracted to classify the defects. But, the extracted ridge line is a single pixel wide line, and the shape of the line is easily affected by noise, which affects the accuracy of the classification.

In summary, the current researches do not pay attention to the classification of the tightly closed dark cracks and the mineral lines. Alternatively, the focus is on the detection of the dark cracks, the classification of the defects with large differences such as the cracks and the knots, and the classification of the white and transparent cracks and the mineral lines. Moreover, the method proposed by our research group in the early stage still needs to be improved in the accuracy of the classification.

B. RELATED WORK ON THEORIES OF LBP AND DIFFERENTIAL EXCITATION

LBP is a popular image texture feature representation algorithm, and the basic idea is as follows [20], [21]. First, a local neighborhood with $P$ as the number of sampling points and $R$ as the radius is selected around a certain central point and expressed as $(P, R)$. Then, the gray value of the center point is taken as the threshold value, and the gray value of each point in the neighborhood is compared with the threshold value. Finally, binary processing and binary coding are carried out. Then the obtained coding value is the LBP value of the central point, and the equation is as follows:

$$LBP_{P,R}(x_c, y_c) = \sum_{i=0}^{P-1} 2^i s(g_i - g_c)$$

(1)

where $(x_c, y_c)$ is the coordinate of the center point, $g_i$ is the gray value of point $c$, $g_c$ is the gray value of the point in the neighborhood, and $i$ is the serial number of the points in the neighborhood. $R$ is the radius of the neighborhood, and $P$ is the number of pixels in the neighborhood within radius $R$. For a texture patch, the value of $LBP_{P,R}$ is usually taken as the horizontal coordinate and the number of pixels with corresponding $LBP_{P,R}$ value is taken as the vertical coordinate to form a one-dimensional histogram to express the texture state of the patch, which has been widely used in various fields of digital image processing, including wood defect detection and recognition. In [22], LBP histogram is utilized in the detection of the knot defects on the wood edges. First, the image is divided into many small patches, and then LBP histogram is used to extract the texture features. Next, the extracted LBP histograms are regarded as the criterion to classify the defect and noise. Reference [23] classifies the CT images of six broadleaf trees with the feature vector of LBP histogram. Then in [24], the similar usage of LBP is utilized to detect surface defects of the bamboo veneers, and obtains a good result. Inspired by the successful application of LBP in wood defect detection, this paper applies it to the classification of the cracks and the mineral lines of birch veneer.

As the final recipient of images, human eyes have the ability to distinguish the objects very similar to each other. Therefore, the proper use of the human visual characteristics can help to obtain a more efficient texture classifier. There is a psychophysical law that the human vision is not sensitive to the absolute sensory stimuli, but sensitive to the relative stimuli, which is exactly described by Weber’s law [25], [26]. Based on the Weber’s law, a physical quantity used to describe the human eyes’ perception of the image—differential excitation (DE) [27], [28] is defined as follows:

$$\xi(x) = \arctan \left( \alpha \cdot \frac{\sum_{i=0}^{Q-1}(x_i - x_c)}{\max(I) - \min(I)} \right)$$

(2)

where $x_i$ is the gray value of the current pixel, $x_c$ is the gray value of the neighboring pixel of $x_c$, $\xi(x)$ is the DE value of pixel $x_c$, and $I$ is the input image. And $\alpha$ is a parameter introduced to prevent the arctangent function changing too fast, and meanwhile to simulate the nonlinear characteristics of the human eyes. According to [29], $\alpha$ is set to 5. $Q$ represents the pattern parameter.

As an image feature descriptor, differential excitation is often used in combination with the existing digital image processing methods, among which LBP is one of the most common algorithms combined with differential excitation. The combinative modes of LBP and differential excitation can be divided into two types. One is improving LBP algorithm by using differential excitation, so as to effectively
enhance the information extracted by LBP. And the representative researches of this type mainly include [30], [31], and [32]. Another type is integrating LBP and differential excitation, that is, introducing the visual perception information expressed by differential excitation as a new dimension to improve the effect of image representation, feature extraction, or pattern recognition. And the representative researches include [33], [30], and [35]. The specific methods of each representative research are as follows. In [30] and [31], the differential excitation is applied to improve LBP algorithm. It changes the absolute ratio of the grayscale of pixel $x_i$ in the neighborhood and the target pixel $x_c$ into a constant value, and compares it with the relative value $|x_r - x_i|/x_c$, so as to execute the binary coding of LBP. Reference [32] proposes a threshold value determination method based on differential excitation, in which the threshold value is composed of the sum of two parts values. The first part is the sum of the difference value between the gray value of the target pixel and its neighboring pixels, and the second part is the gray value of the target pixel. Then the threshold value is used as the reference threshold of binaryzation in LBP algorithm. In [33], for measuring the degree of image degradation, the differential excitation image is first obtained according to (3) above, and the gradient image of the differential excitation is obtained according to anisotropy. Then, differential excitation is quantified to obtain the differential quantization image, which is weighted fused with differential excitation image and gradient image respectively. And the statistical characteristic values obtained are used for image quality evaluation. In [34], the differential excitation image is still obtained according to (3), and then it is quantified and fused with LBP image, so as to obtain a set of two-dimensional eigenvectors for image description. In [35], aiming at palmprint recognition, Gabor filter is first utilized to conduct linear filtering on palmprint images to generate directional and energy images. Then the differential excitation image is generated by the differential excitation filtering of the energy map. Finally, the direction image and the differential excitation image are quantized on average to construct the histogram of line Weber features, and the better recognition effect is acquired. According to the relevant references, the combination of LBP and differential excitation achieves better effects in the corresponding problems.

Inspired by the availability of the combination of LBP and differential excitation, we introduce it to the problem of classifying the tightly closed dark cracks and the mineral lines on the surface of the birch veneer. We present a mapping model that integrates LBP and differential excitation to generate a one-dimensional histogram which reflects the relationship of the textures and the DE on the image. Then we combine the generated one-dimensional histogram with LBP histogram to constitute a 2D histogram to describe the texture features of the images. Finally, the defects are classified with Euclidean distance classifier and the generated 2D histogram.

III. BIRCH ICE CREAM BAR IMAGING EQUIPMENT AND IMAGE DATA SET

A. IMAGING EQUIPMENT AND IMAGING APPROACH OF THE BIRCH ICE CREAM BAR

In this research, the ice cream bar processed from the birch is taken as the experimental object. The length, width, and thickness of the wood veneer are 114 mm, 9.6 mm, and 2 mm respectively. And the two ends of the ice cream bar are arc-shaped, as shown in Fig. 1.

We first construct an imaging equipment for the detection of the ice cream bar defects. As shown in Fig. 3, the equipment is mainly composed of four units: transmission unit, imaging unit (two groups), data processing unit and sorting unit. In Fig. 3-(a), the movement route of the ice cream bar is marked by the yellow arrows. The imaging process is as follows. First, the ice cream bars are added to the chain track in sequence by the feeding mechanism (as shown in Fig. 3-(b)) of the transmission unit, and then they are transferred forward under the drive of the motor (Model: YS-7124). Then the camera is triggered by the photoelectric switch to acquire an image while the ice cream bar is transported to the area of the first imaging unit (as shown in Fig. 3-(c)). Next, the ice cream bar passes through the turnover mechanism (as shown in Fig. 3-(d)), where the upper and the lower surfaces of the ice cream bar are switched. Consequently, the image of the opposite surface of the ice cream bar is captured while the ice cream bar moves to the next imaging unit. So far, the images of the upper and the lower surfaces of the ice cream bar are captured. The images are stored in the computer connected to the imaging equipment. Finally, the automatic sorting unit is controlled to sort the ice cream bars according to the defect recognition re-
sults of the computer. And the sorting process is realized by the electromagnetic injection valve (Model: MAC 117B-501BAAA).

Furthermore, in the imaging unit, the camera is a XIME MQ013MG-E2 and contains 1280×1024 active pixels. The lens is a Computar MT1214-MP2. The illuminant is a high uniform strip white light source of OPT. As shown in Fig. 3-(c), the camera is installed 200 mm above the ice cream bar, and the illuminant is located at the upper left of the ice cream bar with a light angle of incidence of 45°. In this paper, the imaging resolution of the camera is set to 1280×256, and the working mode is set to the trigger shooting mode.

B. IMAGE DATA SET

The ice cream bars with cracks and mineral lines are sorted out by the technicians, and the total number of these two kinds of samples is 134 and 177 respectively. The upper and lower surfaces of these samples contain 241 cracks and 202 mineral lines. Then, the image data set with the size of 443 is established with the two reverse surface images of the ice cream bar samples. Fig. 4 is the examples of the image captured by the equipment of Fig. 3.

Before classifying, some image preprocessing methods are applied to segmentation of the crack and the mineral line areas.

As the ice cream bar shows the obvious bright intensity area in the image, it can be easily located by the OTSU [36] algorithm. Then, the defect area is segmented by

\[
I_s(x, y) = \begin{cases} 
255, & I(x, y) - I(x, y) > T \\
0, & I(x, y) - I(x, y) \leq T 
\end{cases}
\]  

(4)

where \( I_s \) is the image after marking the defect area, \( I \) is the input image to be processed. \( I \) represents the image \( I \) after mean filtering with a 10×10 template, and \( T \) is the threshold whose value is obtained through the observation and the statistics of the samples in the data set. And \( (x,y) \) represents the coordinates of the image-pixel. \( I_s(x, y) \) and \( I(x, y) \) represent the value of \( (x,y) \) in the image \( I_s \) and \( I \) respectively.

Furthermore, the crack and the mineral line areas are detected by screening with a pre-set threshold \( T_a \) to remove some of the smaller noises from the segmented defect areas by (4). However, some false defects are also produced, and the areas of the false defects have the similar gray intensity with the real defect areas in the image. Unlike other defects, the cracks and mineral lines are linear, so they can be distinguished from the false defect areas with the condition that the aspect ratio of their minimum external rectangle is greater than a certain threshold \( T_r \). The specific values of \( T_a \) and \( T_r \) are obtained through the observation and statistics of the experiment. Finally, the segmentation effect of the linear region is shown in Fig. 6.

IV. WOOD DEFECT CLASSIFICATION METHOD BASED ON 2D HISTOGRAM CONSTITUTED BY LBP AND LB_DEP

In this section, we present a classification method based on the 2D histogram constituted by LBP and local binary differential excitation pattern for the cracks and the mineral lines. The local binary differential excitation pattern (LB_DEP) is a new model proposed in this paper to describe the image texture, which is through a way of mapping to generate a one-dimensional histogram integrating the location of the image texture information and the human visual perception information. The proposed classification method of the cracks and the mineral lines mainly consists of three parts: linear defect area segmentation, feature extraction and feature histogram generation, and defect classification. The overall flow of this method is shown in Fig. 5, and the details are presented in the following sections.

A. LINEAR DEFECT AREA SEGMENTATION

FIGURE 4. Images in the data set: (a) Ice cream bar with cracks and (b) Ice cream bar with mineral lines.

FIGURE 5. Overview of the proposed wood defects classification method.
A point worth explaining is that the “target texture reference histogram” mentioned above is established according to the samples in the training data set. Taking the reference histogram \( H_i(LBP) \) of the cracks as an example, the specific established method is as follows:

\[
H_i(LBP) = \frac{1}{n} \sum_{t=1}^{n} H(t_i) \quad (5)
\]

where \( i \) is the sequence number of the samples in the training data set, \( n \) is the total number of the cracks in the training data set, and \( H(t_i) \) is the LBP value of the \( i \)th crack sample LBP histogram at the horizontal coordinate \( t \). The reference histogram \( H_{\text{ref}}(LBP) \) of the mineral line is established as \( H_i(LBP) \).

The specific experimental data and results of this section detail in section V below.

2) LOCAL BINARY DIFFERENTIAL EXCITATION PATTERN (LB_DEP)

According to the experimental results of section V, the evaluation index Recall and Precision of the classification of the cracks and the mineral lines based on LBP are 0.878 and 0.915, respectively. It can be said that this is a good effect, but there are still about 12% of the images misjudged, especially the mineral line, whose the ratio of misjudgments is about 17%. In order to improve the accuracy of the classification, differential excitation (DE) which describes the visual and sensory features of human eyes is introduced. At present, the current image feature extraction and expression methods based on differential excitation have been successfully applied to the image quality assessment [40], [41], the medical image processing (e.g., vascular image enhancement [42], colon polyps texture description [43]), the biometric identification (e.g., facial expression recognition [44], palmprint recognition [35]), and other fields. Inspired by the successfully applied of the differential excitation, we introduce it to the wood defect classification.

The definition of differential excitation is shown in (3), where \( Q \) represents the pattern parameter. However, the current research only considers the basic case that \( Q = 8 \), and the distribution of the position relation between \( x_i \) and \( x_j \) is shown in Fig. 8-(a). In order to explore the perception model when human eyes observe the target, another seven kinds of positional relation between \( x_i \) and \( x_j \) are defined as follows. First, the \( Q \) patterns of “4+” and “4X” are shown in Figs. 8-(b) and 8-(c) respectively. Second, the \( Q \) patterns of “2 |,” “2 \(-\),” “2 \(\),” and “2\)” are shown in Figs. 8-(d) and 8-(g) respectively. In addition, a \( Q \) pattern of “6=” is defined as shown in Fig. 8-(f), which is inspired by the ladder-like texture of the crack. It can be seen in Fig. 7, compared with the mineral line, the texture of the crack shows as stair-stepping and each step of the “stair” presents a light-dark-light of the grayscale change in the vertical direction within a local range of \( 3 \times 3 \), and the \( Q \) pattern of “6=” is established by imitating it. In addition, the effects of total 8 patterns of the \( Q \) in Fig. 8 are compared and analyzed in the experimental section.
Based on LBP and DE, a texture description model—LB_DeP is proposed to describe the DE intensity of different textures and the distribution relationship of DE intensity among the textures of an image. And the feature extracted by LB_DeP is expressed in a one-dimensional histogram, called LB_DeP histogram. The basic generating principle of the LB_DeP histogram is shown in Fig. 9. First, the LBP image of the target image area is binary by

$$I_b(x, y) = \begin{cases} 0, & I_{LBP}(x, y) = t \\ 1, & \text{else} \end{cases}$$

where $I_{LBP}$ represents the input LBP image, and $I_{LBP}(x, y)$ represents the gray value of pixel position $(x, y)$ in the LBP image. And $t$ is the threshold value, where $0 \leq t \leq 2^i-1$ and $P$ represents the number of the LBP sampling points. The $I_b$ represents the output binary image and $I_b(x, y)$ is the gray value of pixel position $(x, y)$ in the image $I_b$.

Then $I_b$ is mapped to the DE image, and the corresponding DE value $[DE(x, y)]$ of the pixel position $(x, y)$ where $I_b(x, y) = 0$ is calculated. Then, the eigenvalue $F(t)$ of DE is calculated as follows:

$$F(t) = \sum_{(x, y) \in R} DE(x, y)$$

where $DE(x, y)$ represents the differential excitation value of the pixel position $(x, y)$ where $I_b(x, y) = 0$. And $R$ is the coordinate set which is composed of the pixel positions satisfying $I_b(x, y) = 0$, and $t$ is the threshold value in (6). In the process of taking $t$ from 0 to $(2^P-1)$, $2^P$ $F(t)$ are obtained. Then, the distribution curve generated by the abscissa $t$ and the ordinate $F(t)$ represents the correlation between the texture of the target image area and the DE uniquely. And the distribution curve is the LB_DeP histogram exactly.

### C. Feature Vector Generation and Defect Classification

The histograms describing the characteristics of the target image area based on LBP and LB_DeP are obtained above. In this section, the two 1D histograms are fused to generate one 2D histogram as the feature vector which is used to the defect classification with Euclidean distance classifier.

1) **Method of Generating the 2D Histogram**

Assume that $H_1$ and $H_2$ represent two 1D histograms, and both of which are $L$ in length. The amplitude ranges of the two histograms are $[a_1, b_1]$ and $[a_2, b_2]$ respectively, satisfying $a_1 < a_2, b_1 < b_2$. Assume that the ordinal numbers of the points whose value is equal to $i$ in the histogram $H_1$ construct a set $X_i$, and the members of $X_i$ are denoted as $X_i(1), X_i(2), ..., X_i(|X_i|)$. Where $|X_i|$ is the size of $X_i$. Then the probability of the occurrence of the data pair $(i, j)$, where $j$ is the value of $H_2$ at the abscissa $X_i$, is denoted as

$$P_j = \frac{1}{L} \sum_{i=0}^{L} n_j$$

where $P_j$ is a 2D histogram probability function of the image represented by two 1D histograms and $n_j$ is the number of cases that $H_1(y)=i$ and $H_2(X_i)=j$. And $y$ is an independent variable and $a_1 \leq y \leq b_1$. $H_1(y)$ is the value of the ordinate when the abscissa in histogram $H_1$ is $y$. $H_2(X_i)$ is the value of the ordinate when the abscissa in histogram $H_2$ is $X_i$. In addition, $n_j$ satisfies

$$\sum_{j=0}^{L} n_j = |X_i|$$

The above process is shown in Fig. 10. Take the case of the ordinate value $H_2$ being $i$ as an example, then the ordinate value of $H_2(X_i)$ is marked by the red thick arrows. It can be seen that we get three various effective $j$ (marked as $j^*, j^{**}$ and $j^{***}$ respectively in Fig. 10). And when $j$ is equal to $y_1$, $n_j$ is 2 (two red thick arrows). When $j$ is equal to $y_2$, $n_j$ is 1(one red thick arrow). When $j$ is equal to $y_3$, $n_j=1$ (one red thick arrow). Besides the cases of $j$ is $y_1$, $y_2$ or $y_3$, the value of $n_j$ is 0. Consequently, the final 2D histogram coordinate plane has the size of $(b_1-a_1) \times (b_2-a_2)$, and the geometrical description can be shown in the right area of Fig. 10.

2) **Method of Consolidating the 1D Histogram**

![FIGURE 8](image-url)  
![FIGURE 9](image-url)
Since the areas of the different defects are various, the amplitudes of the obtained LBP and LB_DEP absolute histograms are various. In order to eliminate the negative effects of the numerical non-equilibrium of two different pattern features on fusion recognition, we first normalize them all. Since there is no negative value in the LBP histogram, it is normalized to 0-1. And the LB_DEP histogram is normalized to -1 to 1 since its absolute histogram has negative values. The specific normalization method is as follows:

\[
\xi_i = \xi | \max_{j \in R} \xi_j
\]

where \(\xi_i\) and \(\xi\) represent the data before and after normalization respectively, and \(R\) represents the set of data to be normalized.

In the right area of Fig. 10, dimension \(D\) of the 2D histogram coordinates depends on the interval JAG of \(i\) and \(j\). That is, \(D = ((b_j-a_j)/JAG) \times ((b_i-a_i)/JAG) = (1/JAG) \times ((1-(-1))/JAG)\), where \(0 < JAG < 1\). For example, assume \(JAG = 0.1\), then \(D = 10 \times 20\). And when \(JAG = 0.01\), \(D = 100 \times 200\). However, no matter how much the interval JAG used to establish the 2D histogram is, there will always be the problem that the actual value of the histogram data does not coincide with the sampling point. As shown in Fig. 11, take 0.1 as the sampling interval, that is, \(JAG = 0.1\). Then for the sequence \(A\), whose amplitude ranges is from 0 to 1, and the sampling points are 0.1, 0.2, 0.3, ..., 1. But, the values of the data points in sequence \(A\), \(p_0 \sim p_3\), are not multiples of 0.1, which does not coincide with the location of the sampling point. In terms of specific data, a set of possible values of \(p_0 \sim p_3\) are [0.020, 0.131, 0.179, 0.240], and the data cannot be sampled if \(JAG = 0.1\). Therefore, before generating the 2D histogram, we first perform an operation of consolidating for the 1D histogram as follows:

\[
\begin{align*}
\nu &= \lambda_{low} + (\mu' \times JAG) \\
\mu' &= \mu | \min_{p=0.1 \ldots JAG} \left[ \frac{\lambda_{low} + (\mu \times JAG)}{\nu} - \nu \right]
\end{align*}
\]

where \(\nu\) and \(\nu'\) represent the data before and after consolidation respectively. And JAG represents the sampling interval, \(\lambda_{low}\) and \(\lambda_{high}\) represent the minimum and maximum values of the data sequence to be consolidated respectively. In addition, \(\mu\) and \(\mu'\) are the defined temporary variables.

In addition, in (13), \(G_1(u,v)\) and \(G_2(u,v)\) represent the values of 2D histogram \(G_1\) and \(G_2\) at the coordinate \((u,v)\) respectively. In (14), \(G_{ck}\) and \(G_{mk}\) represent the 2D histograms of the \(k\)’th crack and mineral line sample in the training data set, respectively. And \(p\) and \(q\) represent the total number of the cracks and the mineral lines in the training data set respectively.

Based on the processes above, our algorithm of feature vector generation and the defect classification is implemented by the following steps, as shown in Table 1.

**TABLE 1. Steps of the proposed feature vector generation and defect classification algorithm.**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>Input: Input the LBP histogram (H(LBP)) and LB_DEP histogram (H(LB_{DEP})) of the defect area to be measured.</td>
</tr>
<tr>
<td>Step 2</td>
<td>Normalization: Normalize (H(LBP)) and (H(LB_{DEP})) and then obtain (N(LBP)) and (N(LB_{DEP})) respectively with (10).</td>
</tr>
<tr>
<td>Step 3</td>
<td>Consolidation:</td>
</tr>
<tr>
<td>Step 3.1</td>
<td>Set the sampling interval JAG.</td>
</tr>
<tr>
<td>Step 3.2</td>
<td>Consolidate (N(LBP)) and (N(LB_{DEP})) and then obtain (R(LBP)) and (R(LB_{DEP})) respectively with (11).</td>
</tr>
<tr>
<td>Step 4</td>
<td>Generation of the 2D histogram: Obtain the 2D histogram feature vector (G) which is composed of (R(LBP)) and (R(LB_{DEP})) based on (8).</td>
</tr>
<tr>
<td>Step 5</td>
<td>Matching and recognizing: Input (G) into (12) for matching and recognizing the defects.</td>
</tr>
</tbody>
</table>

**FIGURE 11. Schematic diagram of data consolidation principle.**

3) DEFECT IDENTIFICATION

We use Euclidean distance to identify the defects. The specific method is as follows:

\[
E_{ud}(G, G_i, G_{ck}) < E_{ud}(G, G_{ck}), \text{crack}
\]

\[
\text{Else, Mineral lineation}
\]

where \(G\) is an arbitrary 2D histogram which has the same size with \(G_i\) and \(G_{ck}\), and \(E_{ud}(\cdot, \cdot)\) is defined as

\[
E_{ud}(G_1, G_2) = \sum_{u \in R} \sum_{v \in R} [G_1(u,v) - G_2(u,v)]^2
\]

In (12), \(G_i\) and \(G_{ck}\) represent the reference 2D histogram of the crack and the mineral line respectively, and the calculation is as follows:

\[
\begin{align*}
G_i &= \frac{1}{p} \sum_{k=1,2,\ldots,p} G_{ck} \\
G_{ck} &= \frac{1}{q} \sum_{k=1,2,\ldots,q} G_{mk}
\end{align*}
\]

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, the proposed wood defect classification algorithm is evaluated. The image data used for the experimental evaluation is established in section III.

The Recall, Precision, and False negative rate (FNR) are three measurement indexes commonly used to evaluate the
performance of the defect detection. The specific definitions are as follows:

\[ \text{Recall} = \frac{TP}{TP + FN} \]  
\[ \text{Precision} = \frac{TP}{TP + FP} \]

and

\[ \text{FNR} = \frac{FN}{TP + FN} \]

where \( TP \) represents the number of the crack samples actually identified as cracks, \( FP \) represents the number of the crack samples identified as mineral lines, and \( FN \) represents the number of the mineral lines identified as cracks. To perform the experimental evaluation, a training data set composed of 100 crack areas and 100 mineral line areas in the images is established. These training image areas are used to establish the 1D reference histograms described in section IV-B-1) and the 2D reference histograms described in section IV-C-3). The remaining images which are not used for training in the total data set are used as the testing data set. Thus, the testing data set contains 141 crack defect image areas and 102 mineral line image areas.

In addition, through our observation and statistics about the samples in the data set, the threshold value \( T \) in (4) is set to 15, the area value \( T_a \) is set to 20, and the threshold of length-width ratio \( T_l \) is set to 5. The following experiments are all executed on the basis of the above threshold value of the preprocessing.

A. EVALUATION OF THE LBP CLASSIFICATION EXPERIMENT

In this section, we evaluate the performance of the algorithms in section IV-B-1, and the LBP parameters \( P \) and \( R \) are set to \([8,1]\) and \([16,2]\) respectively. The performance of the LBP algorithm in our testing data set is shown in Table 2. It can be seen that the parameter \([8,1]\) provides a better performance than the parameter \([16,2]\), but there are still approximately \( (141-129)\div(102-84) \approx 12.3\% \) of the images identified wrongly, especially the mineral line, whose error ratio is about \( (102-84)\div102 \approx 17.6\% \).

Fig. 12 shows the reference histogram obtained from the training data set when the parameter \([8,1]\) is adopted.

B. EVALUATION OF THE LB_DEP CLASSIFICATION EXPERIMENT

Similar to the experimental process in section V-A, the classification effect of LB_DEP is also evaluated by using chi-square distance. The method of obtaining the reference LB_DEP histogram of the cracks and the mineral lines is as the same as (5), which are the average LB_DEP histogram of the cracks and the mineral lines in the training data set respectively. We test the classification algorithm of the LB_DEP in 8 \( Q \) patterns in Fig. 8. The reference histograms of the various patterns are shown in Fig. 13, and the performance of LB_DEP of different \( Q \) patterns in the testing data set is shown in Fig. 14. It can be seen in Fig. 14 that when \( Q \) is “6=,” the proposed algorithm obtains the maximum Recall and the minimum FNR, which is 0.883 and 0.117 respectively. In addition, when \( Q \) is “2,” the maximum Precision is obtained which is 0.943. In contrast, when \( Q \) is “2=,” Recall, Precision and FNR all obtain the worst results compared with other \( Q \) patterns, indicating that the texture and the distribution pattern of DE of the crack and the mineral line in horizontal direction are very similar. It can be seen from Fig. 8 that the positions of \( x_i \) in pattern “2=,” “6=,” are complementary. And the results above show that the pattern “6=,” which is the pattern “8” removing the position of \( x_i \) in the pattern “2=,” obtains the best performance. And it also indicates that it is a reasonable and effective way of defining the pattern “6=,” based on the characteristic that the crack’s texture has a ladder shape.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Correct classification quantity</th>
<th>Recall</th>
<th>Precision</th>
<th>FNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crack</td>
<td>129</td>
<td>0.878</td>
<td>0.915</td>
<td>0.122</td>
</tr>
<tr>
<td>Mineral line</td>
<td>106</td>
<td>0.736</td>
<td>0.752</td>
<td>0.264</td>
</tr>
</tbody>
</table>

FIGURE 12. Reference LBP histogram based on training data set under parameter \([8,1]\)

C. EVALUATION OF THE 2D HISTOGRAM CLASSIFICATION ALGORITHM

In this section, LBP and LB_DEP are fused, and the parameters prompting the algorithm of LBP and LB_DEP obtain the optimum performance respectively are selected. Finally, the parameters \( P \) and \( R \) of the LBP algorithm are selected \([8,1]\), and the parameter \( Q \) of the LB_DeP algorithm is selected “6=.” It should be noted that the highest Recall and Precision in section V-B belong to two different groups. Since Recall reflects the comprehensive performance of the algorithm, we chose the pattern “6=,” to conduct the fusion experiments.

In the process of generating 2D histograms from the obtained 1D histograms of LBP and LB_DEP, the sampling interval \( JAG \) will affect the precision of the coordinate system of the 2D histogram. Consequently, the dimension of the feature vectors which directly reflects the richness of the feature information is affected also, and then it has great impact on the defect identification. Therefore, we perform the comparison experiment under different sampling interval
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

FIGURE 13. LB_DEP reference histograms of various Q patterns: (a) Crack reference histograms and (b) Mineral line reference histogram.

FIGURE 14. Classification performance of the proposed LB_DEP algorithm in various Q patterns. “NCC” and “NCM” represent the number of the correctly identified cracks and mineral lines respectively.

JAG, and the results are shown in Table 3. The value of JAG is selected based on the principle that the data in the 1D histogram can be sampled at equal intervals, that is to say, the dimension of the 2D eigenvector should be guaranteed to be an integer. It can be seen from Table 3 that when JAG=0.05, the algorithm achieves the highest Recall of 0.930 and Precision of 0.943, and the lowest FNR of 0.070. Compared with the best results by using LBP or LB_DEP solely on the testing data set, the fusion algorithm achieves better performance, indicating that the proposed algorithm could provide a robust descriptor for the classification of the wood defects.

TABLE 3. Performance comparison under various sampling interval JAG of the proposed fusion algorithm.

<table>
<thead>
<tr>
<th>JAG</th>
<th>Eigenvector dimensions</th>
<th>Correct classification quantity</th>
<th>Recall</th>
<th>Precision</th>
<th>FNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>100x200</td>
<td>109</td>
<td>0.826</td>
<td>0.773</td>
<td>0.174</td>
</tr>
<tr>
<td>0.02</td>
<td>50x100</td>
<td>118</td>
<td>0.881</td>
<td>0.837</td>
<td>0.119</td>
</tr>
<tr>
<td>0.05</td>
<td>20x40</td>
<td>133</td>
<td>0.930</td>
<td>0.943</td>
<td>0.070</td>
</tr>
<tr>
<td>0.1</td>
<td>10x20</td>
<td>126</td>
<td>0.894</td>
<td>0.894</td>
<td>0.106</td>
</tr>
<tr>
<td>0.2</td>
<td>5x10</td>
<td>125</td>
<td>0.868</td>
<td>0.887</td>
<td>0.132</td>
</tr>
<tr>
<td>0.5</td>
<td>2x4</td>
<td>127</td>
<td>0.836</td>
<td>0.901</td>
<td>0.164</td>
</tr>
<tr>
<td>1</td>
<td>1x2</td>
<td>122</td>
<td>0.735</td>
<td>0.865</td>
<td>0.265</td>
</tr>
</tbody>
</table>

Fig. 15 shows the 2D histogram of the crack and the mineral line in the testing data set when JAG=0.05. Fig. 16 shows the reference 2D histogram when JAG=0.05. The reason of the algorithm can achieve the best performance when JAG=0.05 is analyzed as follows. The smaller the JAG is, the more sampling points there are, and the more elaborate the description of the target image texture is. Since the more elaborate the description is, the more powerful it is to express the unique characteristics of each texture, and the more powerful it is to magnify the differences of the similar textures consequently. Thus, the similarity of the similar textures is reduced further, which will lead to false rejection easily. In contrast, the larger the JAG is, the fewer the sampling points are, and the rougher the description of the target image texture is. And when its roughness exceeds a certain value, it is difficult to distinguish two different textures.

Furthermore, we observe the wrongly judged samples, and the typical representatives are shown in Fig. 17. The cracks misjudged could be divide into two categories. For the first category, as shown in Fig. 17-(a), the image texture inside the crack area is blurred, which may be caused by the poor imaging effect, and it results in the losing of effective texture characteristics. Consequently, it leads to the wrong judgment. The second category is the discontinuous cracks as shown in Fig. 17-(b). It can be seen that in the linear crack area, the cracks on the left and right sides are more obvious, and a gap appears in the middle. Therefore, when the gap is taken as the target to extract the features, the degree of the “crack attribute” on the left and right side is pulled down by the middle, resulting in the wrong judgment. The distribution of the categories and quantities of the misjudged cracks in the testing data set is shown in Fig. 18-(a).

According to the observation of the misjudged mineral lines in the testing data set, the texture distribution and grayscale contrast are very similar to the crack, as shown in Fig. 17-(c). It is because that the mineral pigment deposition has a certain degree of randomness. In addition, we have
FIGURE 15. 2D histogram of the crack and mineral line in the testing data set, $JAG=0.05$: (a) Crack images and the segmentation effect, (b) 2D histogram of the crack areas, (c) Mineral line images and the segmentation effect, and (d) 2D histogram of the mineral line areas.

FIGURE 16. 2D reference histograms of the crack and the mineral line generated from the training data set, $JAG=0.05$: (a) Crack 2D reference histograms and (b) Mineral line 2D reference histograms.

FIGURE 17. Misjudged samples in the testing data set: (a) Blurred crack, (b) Discontinuous crack and (c) Mineral line.

FIGURE 18. Parameter distribution of the misjudged samples in the testing data set: (a) Crack and (b) Mineral line. observed that the average width of these misjudged mineral lines is smaller. Fig. 18-(b) shows the average width
distribution of the misjudged mineral lines in the testing data set. It can be seen that the width of all of them are less than 5 pixels, and most of them are only 2 pixels. But according to the prior knowledge, the average width of the mineral lines in the data set is 6 pixels wide. The reason is that the smaller the width of the mineral line is, the less the possible of the pigment random distribution is.

Fig. 19 shows the curve of the time consumption of the 2D histogram generation algorithm and the Euclidian distance classification algorithm under various value of JAG. It can be seen that as the value of JAG increases, the time consumption of the algorithm decreases exponentially approximately. It is because that the dimension of the eigenvector decreases exponentially as the value of JAG increases, and the specific data of the eigenvector dimensions are shown in Table 2. And it also can be seen that when JAG=0.05, the algorithms take less than 0.1 s.

![FIGURE 19. Distribution trend of the time consumption of the algorithms we proposed under different JAG.](image)

### D. COMPARISON OF THE CLASSIFICATION PERFORMANCE

To illustrate the classification performance of the algorithm we proposed, it is compared with LSURF [13], GLCM, LGLCM [24], etc. The LSURF combines LBP with SURF, which is the method in [13]. The GLCM extracts 5 typical gray level co-occurrence matrix features of the image area to be tested, and then classifies the image area with Euclidean distance. The LGLCM is the combination of LBP and GLCM, which is the method in [24]. GLTA is the combination of GLCM and TAMURA, it is a feature combination method for wood surface defect classification proposed in [45]. And in this experiment, we extract 5 typical features of GLCM and 6 feature components of TAMURA, and then use Euclidean distance to classify the defects. The method of GF extracts 17 grayscale features in [15], and then Euclidean distance is used to classify the defects. In addition, we also compare the sub-region variable-scale Gaussian fitting method (SRVSG) [18] and the texture ridge feature method (TRF) [19] previously proposed by our research group.

Table 4 shows the comparison performance between our method proposed in this research and the other state-of-the-art methods mentioned above. It can be seen that our method obtains better results in Recall, Precision and FNR compared with the others. In terms of the time consumption, our method and the other methods are all at the millisecond level. Table 5 shows the time consumption of the each process of our algorithm. And the results of the process “2D histogram generation” and “Euclidean distance calculation” are calculated when JAG=0.05.

### VI. CONCLUSIONS

This paper has presented a defect classification algorithm of birch veneer surface. First, an imaging equipment has been constructed to capture the images of the upper and lower surface of the birch ice cream bar, and then the image data set which includes the crack and mineral line is established. On the basis of LBP and Weber’s law, we propose a LB_DEP descriptor for describing the incidence relation between the image texture and the human visual perception. Then we establish a 2D histogram based on the LBP 1D histogram and the LB_DEP 1D histogram after being normalized and consolidated. Euclidean distance classifier is used for the defect classification with the extracted 2D histogram feature. We conduct the experiments to evaluate our proposed algorithm. The results have demonstrated that the proposed algorithm can provide a better classification effect for the crack and the mineral line of the birch ice cream bar—the Recall, Precision and FNR are 0.930, 0.943 and 0.070 respectively. In addition, the average time consumption of the algorithm in the testing data set is 0.1416 s, which belongs to the millisecond level as with the compared state-of-the-art methods. In future work, we plan to apply this algorithm to other data sets, as well as other category of defects, such as the knot defect and the contamination defect.
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