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ABSTRACT In this paper, a soft-switching proximate time-optimal control (PTOC) is proposed based on the model-compensation extended state observer (ESO) and Takagi–Sugeno fuzzy switching, for the fast set-heading tracking of underactuated autonomous underwater vehicle (AUV). First, based on Pontryagin’s maximum principle, a time-optimal control (TOC) law is derived for the first-order Nomoto model of the underactuated AUV. Then, a model-compensation active disturbance rejection control (ADRC) is developed; the outstanding characteristic is that the nonlinear heading dynamic model is compensated to a first-order Nomoto model rather than by a double integral system through implementing a model-compensation ESO (MC-ESO). The regular ESO is replaced with a reduced-order ESO (RESO) to reduce complexity, and the model-compensation RESO (MC-RESO) is designed by adding the known partial model to RESO. Based on the controller scaling method, a parameter self-tuning strategy is proposed for model-compensation ADRC (MC-ADRC) with changed plant parameters at different velocities. Finally, the soft-switching PTOC is developed for heading control, and the MC-RESO is adopted to estimate the unmeasured velocity and unknown total disturbances for feedback and compensation. The TOC with an unsaturated region (RTOC) is employed to enhance the robustness by using a switching region to replace the switching curve, and a soft-switching strategy between ADRC (near the origin) and RTOC (far from origin) is designed based on the Takagi–Sugeno fuzzy mode. Several simulations are carried out, the effectiveness of self-tuning MC-ADRC is verified, and the proposed soft-switching PTOC shows better performance compared with MC-ADRC.

INDEX TERMS Underactuated autonomous underwater vehicle (AUV), heading control, model-compensation extended state observer (ESO), proximate time-optimal control (PTOC), fuzzy switching.

I. INTRODUCTION
Autonomous Underwater Vehicle (AUV) has been widely used in marine development. AUV play an important role in many fields, such as ocean salvage, deep sea resources exploration, ocean hydrological observation, ocean surveying, and submarine pipeline maintenance, and have broad application prospects in the military field [1]. At present, most AUV are underactuated, such as the Remus 6000, Bluefin-21, Autosub 6000, and HUGIN 4500. For the underactuated AUV control system, heading control is the basic means to guarantee that the underwater vehicle accomplishes particular tasks successfully [2]; moreover, heading control is directly related to the operation, safety, and effectiveness of the AUV’s control system [3]. The AUV’s dynamic system is nonlinear, uncertain, and time-varying [1]. Therefore, it is difficult to establish an accurate mathematical model. Additionally, achieving heading control of the underactuated AUV is difficult due to coupled nonlinearities [4], hydrodynamic coefficients change at different velocities [5], the limited rudder angle [6], and external disturbances such as ocean currents [7].

Various models of control techniques have been applied in underactuated AUV heading control. Many researchers have made great contributions, including the proportion integral
derivative (PID) algorithm and various improved PID algorithms [8]–[10], SMC controllers [11], [12], self-adaptive fuzzy control [1], [13], adaptive control and hybrid control [2], [5], dynamic surface control [14], and artificial neural network control [15], [16]. However, most of the control methods remain in the theoretical study stage.

Recently, active disturbance rejection control (ADRC) has become quite attractive to applied researchers even though theoretical justification was lagging behind for quite some time because its uniqueness in concepts, simplicity in engineering implementation, and superior performance have been readily translated into something valuable in engineering practice [17]. ADRC [18] was originally proposed by Han in 1998, and has been successfully applied to numerous types of processes [19]. ADRC treats external disturbances and unknown internal dynamics as an extended state of the plant, and then estimates this state using an extended state observer (ESO) and compensates for it in real time. ADRC has found wide applications in underwater vehicle control, all the plant is compensated to double integral system by ESO [20]. In [21], Cui et al suggested that the boundedness assumption of the derivation of uncertainty for ESO would be violated because the uncertainty part is always involved with the velocities of the AUV. In order to deal with the large changes in system dynamics and disturbances, a model-compensation ESO was proposed in a previous study [22], and the strong robustness against uncertain dynamics and external disturbances was verified.

In some cases, there is a requirement that the underactuated AUV turns to a certain heading angle in the shortest time with input saturation constraints, such as in underwater docking and emergency obstacle avoidance. For point-to-point fast tracking with limited control signals, the theoretically best solution should be the time-optimal control (TOC), which applies the maximum control variable to achieve the fastest acceleration followed by braking. TOC is a bang-bang control scheme with respect to the time-optimal switching curve developed on the basis of the maximum principle [23]. Some research on time-optimal heading control of AUV has been carried out. In the second phase of underwater docking, Park et al adopted the time-optimal control (bang-bang) for AUV heading control to quickly eliminating the crab angle [24]. In [2], a BB-PID controller was designed for the heading control of AUV by utilizing the complementary advantages of bang-bang and the PID controller. The TOC heading control will lead to control chattering in the presence of plant uncertainties or disturbances. In order to avoid this chattering, the control law described in two previous studies [2], [24] transits into PID control or no control, respectively, when the heading error is less than the set threshold.

Recently, some improvements have been proposed for TOC. In order to overcome the shortcoming of TOC and enhance the robustness in practical application, adaptive proximate time-optimal servomechanism (PTOS) were proposed for continuous and discrete systems [25], [26], respectively. The PTOS approach modifies the time-optimal switching curve by including an unsaturated “slab” region, and smoothly transits into a linear control law for small errors [27]. Multiple studies have been conducted on the basis of the PTOS [28]–[30].

In [28], Young et al proposed a modification to the PTOS scheme where the feedback gains were updated based on a dynamically scheduled damping ratio. The dynamic damping control was introduced to PTOS [29], resulting in better performance. A robust PTOS control law has also been designed, and a reduced-order extended state observer (RESO) was adopted to estimate the unmeasured velocity and unknown disturbance for feedback and compensation [30].

All the aforementioned work for TOC assumed that the plant is a double-integrator model. In practice, the heading motion model of the underactuated AUV to be controlled more typically has a damping element to describe the acceleration process of angular velocity, i.e. the first-order Nomoto model. In 1975, the heading response equation of underactuated marine vehicles was analyzed by Nomoto using the automatic regulation principle, and then the first-order Nomoto model was put forward. Its simplicity and relative accuracy in describing the yaw dynamics has been verified [31]. Obviously, the aforementioned PTOS method cannot be directly applied to underactuated AUV heading control. Until now, there have been few studies aimed at the TOC of the plant model as an integrator cascaded with an inertia block. A previous study [32] demonstrates the representative results; proximate time-optimal control (PTOC) is extended to the more typical second-order servo systems with a damping element, and a parameterized design of expanded proximate time-optimal servomechanism control law with a speed-dependent linear region is presented for rapid and smooth set-point tracking using a bounded input signal.

Motivated by the above considerations and analysis, a soft-switching PTOC is proposed based on model-compensation ESO and the Takagi–Sugeno fuzzy mode for the fast set-heading tracking of the underactuated AUV. The main contributions of this paper can be summarized as follows:

1. The existing studies on time-optimal heading control of AUV only have some applications lacking strict theoretical deduction, and the switching of control signal is based on the set threshold rather than the TOC switching curve. In order to provide theoretical support, the time-optimal heading control law is, to our knowledge, the first to be derived for the underactuated AUV heading with a first-order Nomoto model based on Pontryagin’s maximum principle.

2. A model-compensation ESO (MC-ESO) is first introduced to the heading dynamic. The main difference of MC-ESO compared to the general ESO is that the plant is compensated to a first-order Nomoto model rather than a double integral system; and the strong robustness against uncertain dynamics and external disturbances has been verified in [22]. The parameters of the Nomoto model are directly related to the AUV’s velocity. Therefore, in order to improve the adaptability of the controller at different velocities,
a practical parameter self-tuning strategy is designed for the feedback controller using the controller scaling method.

3. In order to enhance the practical application of TOC, soft-switching PTOC is proposed for the heading control of underactuated AUV with unmodeled dynamics and external disturbances. Based on the TOC control law for the Nomoto model, the PTOC is designed by adding an unsaturated region to TOC, and smoothly transits into ADRC for small errors. The essential difference of soft-switching PTOC compared to the general PTOC is that the switching strategy of controllers is based on the Takagi–Sugeno fuzzy mode rather than a set constant threshold, which is obviously more reasonable and effective for different targets at different surge velocities.

The remainder of this paper is organized as follows. Section II formulates the TOC control problem for heading of the underactuated AUV. Section III presents the details for designing the soft-switching PTOC controller. In Section IV, the simulations are presented to verify the heading control strategy. The conclusions and some future work directions are given in Section V.

II. PROBLEM FORMULATION

A. DYNAMIC AND KINEMATIC MODEL FOR UNDERACTUATED AUV IN HORIZONTAL PLANE

The WL-3 AUV studied in this paper was developed by the Science and Technology on Underwater Vehicles Laboratory affiliated with Harbin Engineering University, China. As shown in Fig. 1, the WL-3 AUV is an underactuated autonomous underwater vehicle. The WL-3 AUV is a propeller-rudder-driven AUV, with the cruising velocity 2 kn (the input voltage of the propeller is 3 V) and maximum velocity 4 kn (the input voltage of the propeller is 5 V). The main parameters of the WL-3 AUV are shown in Table 1.

The inertial reference coordinate system \( \{I\} \) is established with the Earth defined as the origin, and the body-fixed reference \( \{B\} \) with the origin chosen to coincide with the center of mass of the AUV, as shown in Fig. 2.

![Coordinate system of the AUV in the horizontal plane.](image)

**FIGURE 2. Coordinate system of the AUV in the horizontal plane.**

The kinematic model of the AUV in the horizontal plane can be described as follows [23]:

\[
\ddot{\eta} = R(\psi) \dot{v}
\]

\[
\eta = [x \ y \ \psi]^T, \dot{V} = [u \ v \ r]^T
\]

\[
R(\psi) = \begin{bmatrix}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

where \( x \) and \( y \) are the Cartesian coordinates of the center of mass of the AUV in \( \{I\} \), \( \psi \) denotes the yaw angle in \( \{I\} \), and \( u \), \( v \), and \( r \) denote the surge, sway, and yaw velocities, respectively, expressed in \( \{B\} \).

Based on the momentum theorem, the AUV’s dynamic model in the horizontal plane is expressed as in a previous study [33], as follows:

\[
m[\ddot{u} - vr] = \frac{L}{2} l^2 X''_u r^2 + \frac{L}{2} l^2 [X''_u r + X''_v vr] + \frac{L}{2} l^2 [X''_v u + X''_u u^2] + \tau_u
\]

\[
m[\ddot{v} + ur] = \frac{L}{2} l^2 [Y''_v r + Y''_u r^2] + \frac{L}{2} l^2 [Y''_u u + Y''_v u^2] + \tau_v
\]

\[
I_s \ddot{r} = \frac{L}{2} l^2 [N''_r + N''_u r] + \frac{L}{2} l^2 [N''_u r^2 + N''_r u] + \frac{L}{2} l^2 [N''_u u + N''_r r^2] + N''_r r^2 + N''_u u^2
\]

**TABLE 1. Parameters of the WL-3 AUV.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length ( l )</td>
<td>2550 mm</td>
<td>Diameter of the hull ( D )</td>
<td>340 mm</td>
</tr>
<tr>
<td>Total weight ( m )</td>
<td>183 kg</td>
<td>Operation depth</td>
<td>300 m</td>
</tr>
<tr>
<td>Inertia moment ( I_c )</td>
<td>94.55 kg ( \cdot ) m(^2)</td>
<td>Actuators, propeller, rudders</td>
<td></td>
</tr>
</tbody>
</table>
Here, $I_z$ is the moment of inertia about the vertical axis, $m$ is the mass of the vessel, $\rho$ is the density of the surrounding fluid, and $l$ is the length of AUV. The control input $r_\alpha$ is the force produced by thruster. $X'_\delta$, $Y'_\delta$, and $N'_\delta$ denote the dimensionless coefficients of forces and moments generated by a couple of vertical rudders. Meanwhile, $X'_\omega$, $X'_\psi$, $X'_\phi$, $X'_w$, $Y'_w$, $Y'_\psi$, $Y'_\phi$, $Y'_r$, $Y'_\psi$, $N'_r$, $N'_\psi$, $N'_\phi$, $N'_w$, $N'_\psi$, and $N'_\phi$ are the dimensionless hydrodynamic coefficients of the AUV, as shown in Table 2. The hydrodynamic parameters are determined from planar motion mechanism (PMM) tests in a circulating water tunnel.

**TABLE 2. Dimensionless hydrodynamic coefficients of the WL-3 AUV.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X'_\alpha$</td>
<td>$-1.578 \times 10^{-3}$</td>
<td>$X'_\omega$</td>
<td>$-5.000 \times 10^{-4}$</td>
</tr>
<tr>
<td>$X'_\delta$</td>
<td>$3.075 \times 10^{-2}$</td>
<td>$X'_\psi$</td>
<td>$-9.420 \times 10^{-3}$</td>
</tr>
<tr>
<td>$Y'_\delta$</td>
<td>$-3.075 \times 10^{-2}$</td>
<td>$Y'_\phi$</td>
<td>$9.420 \times 10^{-4}$</td>
</tr>
<tr>
<td>$Y'_w$</td>
<td>$-1.669 \times 10^{-1}$</td>
<td>$Y'_\psi$</td>
<td>$1.258 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Y'_r$</td>
<td>$2.216 \times 10^{-2}$</td>
<td>$Y'_\phi$</td>
<td>$-4.496 \times 10^{-2}$</td>
</tr>
<tr>
<td>$N'_r$</td>
<td>$-1.601 \times 10^{-3}$</td>
<td>$N'_\psi$</td>
<td>$1.060 \times 10^{-3}$</td>
</tr>
<tr>
<td>$N'_\phi$</td>
<td>$6.91 \times 10^{-3}$</td>
<td>$N'_\phi$</td>
<td>$-1.443 \times 10^{-3}$</td>
</tr>
<tr>
<td>$N'_\psi$</td>
<td>$-1.168 \times 10^{-2}$</td>
<td>$N'_\phi$</td>
<td>$-9.378 \times 10^{-3}$</td>
</tr>
<tr>
<td>$N'_\phi$</td>
<td>$-2.516 \times 10^{-2}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The lift and draft coefficient curves of the rudders $C_L$ and $C_D$ are obtained by tank experiments, and are related to effective fin angle of attack $\alpha$, as shown in Fig. 3 [34]. Then, the dimensionless coefficients of forces and moments generated by rudders can be calculated according to their definitions [33], as shown in Table 3.

**TABLE 3. Dimensionless coefficients of forces and moments generated by rudders.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X'_\alpha$</td>
<td>$-5.962 \times 10^{-3}$</td>
</tr>
<tr>
<td>$N'_\delta$</td>
<td>$5.554 \times 10^{-3}$</td>
</tr>
<tr>
<td>$Y'_\delta$</td>
<td>$-1.336 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

In 1975, Nomoto using the automatic regulation principle to analyze the heading response equation of underactuated marine vehicles, and then the first-order Nomoto model was put forward:

$$T\ddot{\theta} + r = K\dot{\theta}$$

(4)

where $K$ is the static yaw rate gain, and $T$ is the effective yaw rate time constant. $K$ and $T$ can be written as follows:

$$T = \left( I \left( I' \right) - N'_\delta \right) Y'_\delta + \left( N'_r - N'_\delta \right) \left( m' - Y'_r \right)$$

$$C_H$$

$$+ \frac{(m' - Y'_r)N'_\delta}{C_N}$$

(5)

$$K = \left( \frac{u}{T} \right) C_H$$

$$C_H = N'_r Y'_\delta + N'_\delta (m' - Y'_r),$$

$C_N = Y'_r N'_\delta - N'_\delta Y'_r$.

The parameter $l$ is a constant. Thus, the parameters $T$ and $K$ can be rewritten as follows:

$$T = T_0 \left( \frac{u_0}{u} \right),$$

$$K = K_0 \left( \frac{u}{u_0} \right)$$

(6)

Here, $u$ is the surge velocity of the AUV, and

$$T_0 = \left( I \left( I' \right) - N'_\delta \right) Y'_\delta + \left( N'_r - N'_\delta \right) \left( m' - Y'_r \right)$$

$$C_H$$

$$+ \frac{(m' - Y'_r)N'_\delta}{C_N}$$

(7)

$$K_0 = \left( \frac{u_0}{T} \right) C_H$$

$$C_H = N'_r Y'_\delta + N'_\delta (m' - Y'_r),$$

$C_N = Y'_r N'_\delta - N'_\delta Y'_r$.

Therefore, once the parameters $T_0$ and $K_0$ at a certain velocity $u_0$ are obtained by (7) or manipulability tests, the parameters at other velocities can be updated with (6).

**B. TOC FOR FIRST-ORDER NOMOTO MODEL**

According to (4), the problem of time-optimal control for heading motion can be described as follows:

$$J = \int_0^T dt = I_f$$

$$\dot{x}_1(t) = -x_2(t)$$

$$s.t. \quad \dot{x}_2(t) = \left( \frac{1}{T} x_1(t) + \frac{K}{T} \delta(t) \right)$$

$$x(0) = x_{01}, x(t_f) = 0, |\delta| \leq \delta_{\text{max}}$$

(8)
where $\delta$ denotes the rudder angle with maximum value $\delta_{\text{max}}$, $x_i(t) = \psi_i(t) = \psi_f - \psi(t)$ is the heading error, and $x_r(t) = r(t)$ is the angular velocity of heading.

The essence of time-optimal control is to find a control law $\delta(t)$ that minimizes the time from the initial state of plant $x_0$ to zeros. The Hamiltonian function for (8) is given by the following:

$$H(x(t), \delta(t), \lambda_1(t), t) = 1 - \lambda_1(t)x_2(t) + \lambda_2(t)(\frac{1}{T}x_1(t) + K\delta(t))$$

(9)

Hence, the co-state equation can be written as follows:

$$\dot{\lambda}_1 = -\frac{\partial H}{\partial x_1} = 0$$

$$\dot{\lambda}_2 = -\frac{\partial H}{\partial x_2} = \lambda_1(t) + \frac{1}{T}\lambda_2(t)$$

(10)

By solving the differential (10), $\lambda_1(t)$ and $\lambda_2(t)$ can be determined as follows:

$$\lambda_1(t) = C_1$$

$$\lambda_2(t) = -CT + C_2e^{iT}$$

(11)

where $C_1$ and $C_2$ are constants.

According to the maximum principle, in order to achieve the global minimum for $H$, the control law is taken as the following:

$$\delta_{\text{rc}} = \begin{cases} 
\delta_{\text{max}}, & \lambda_1(t) < 0 \\
-\delta_{\text{max}}, & \lambda_1(t) > 0 
\end{cases}$$

(12)

From (12), it is seen that the system state can reach the origin by changing the sign of the control signal at most once.

Substituting $\delta = \delta_{\text{max}}$ into (8) gives the following expressions for the phase locus:

$$\frac{1}{T}x_1 - x_2 - K\delta_{\text{max}} \ln \frac{x_1 - K\delta_{\text{max}}}{C_3} = C_4'$$

$$C_3' = x_{20} - K\delta_{\text{max}}, C_4' = \frac{1}{T}x_{10} - x_{20}$$

(13)

Equation (12) represents a family of curves, which means that any state of the plant will move along the family of curves under the action of the control variable $\delta = \delta_{\text{max}}$. The part of the curve (passing through the origin) with $x_2 \leq 0$ (Fig. 4) is the switching curve $l_i$, which indicates that any state $(x_1, x_2)$ on $l_i$ can reach the origin under the action $\delta = \delta_{\text{max}}$:

$$l_i : x_1 - Tx_2 - KT\delta_{\text{max}} \ln(1 + \frac{x_2}{K\delta_{\text{max}}}) = 0 \quad x_2 \leq 0$$

(14)

Similarly, the switching curve $l_2$ (Fig. 4) is obtained with the action $\delta = -\delta_{\text{max}}$. Then, the complete time-optimal switching curve $l_r$ by combining $l_1$ and $l_2$ can be written as follows:

$$l_r : x_1 = Tx_2 - KT\delta_{\text{max}} \ln(1 + \frac{|x_2|}{K\delta_{\text{max}}})$$

(15)

Finally, the TOC control law for heading control of the underactuated AUV is given by the following:

$$\delta_{\text{rc}} = \begin{cases} 
\delta_{\text{max}}(\psi, r) \in S^+ \cup l_i \\
-\delta_{\text{max}}(\psi, r) \in S^+ \cup l_i 
\end{cases}$$

(16)

Remark 1: The rationale of the TOC control is that for the initial state within region $S^+$, the saturated control signal $\delta_{\text{max}}$ is applied to drive the system state intersection with $l_2$. Then, the sign of the control signal is changed to $\delta = -\delta_{\text{max}}$, and at last the system state arrives at the origin in finite time along curve $l_2$. The system state can arrive at the origin with the similar control procedures when the initial state is within region $S^-$. We can rewrite the control law as follows:

$$\delta_{\text{rc}} = \delta_{\text{max}} \cdot \text{sgn}(\psi + f_r(r))$$

$$f_r(r) = -Tr + \text{sgn}(r)KT\delta_{\text{max}} \ln(1 + \frac{|r|}{K\delta_{\text{max}}})$$

(17)

C. PROBLEM FORMULATION

The designed TOC control law based on the accurate first-order Nomoto model is impossible to implement in practical heading motion systems. Therefore, the following problems must be considered.

1. How to consider the unmodeled dynamics and external disturbances when designing the TOC control law for the nonlinear heading dynamic model (3)?

2. How to make the control signal change sign accurately on the switching curve and make the system state decay gracefully to zero?
3. How to deal with the parameters change of the heading dynamic model at different velocities?

III. CONTROLLER DESIGN

The heading controller is designed in two steps. First, a model-compensation ADRC (MC-ADRC) is developed, the nonlinear heading dynamic model is compensated for by a first-order Nomoto model through using model-compensation ESO. Moreover, a parameter self-tuning strategy is designed for MC-ADRC by the controller scaling method. Then, the soft-switching PTOC (SPTOC) is proposed, the TOC with an unsaturated region (RTOC) is designed by using a switching region to replace the switching curve, and a soft-switching strategy is proposed to achieve the smooth switching between RTOC and the PD controller based on the Takagi–Sugeno fuzzy mode. Figure 5 shows the structure of the soft-switching proximate time-optimal heading control system.

![FIGURE 5. Structure of the soft-switching proximate time-optimal heading control system.](image)

![FIGURE 6. Structure of self-tuning model-compensation ADRC (MC-ADRC) for heading control.](image)

A. SELF-TUNING MODEL-COMPENSATION ADRC

According to reference [22], we propose a model-compensation ADRC (MC-ADRC) for heading control. The outstanding characteristic of MC-ADRC is that the nonlinear heading dynamic model (3) is compensated to a first-order Nomoto model rather than a double integral system through using a model-compensation ESO (MC-ESO). Figure 6 shows the structure of the controller.

Based on (3) and (4), the nonlinear heading dynamic model can be rewritten as follows:

\[
\begin{align*}
\dot{r} &= f(r, u, v, \tau_{ad}, \delta) + \hat{b} \ddot{\delta} \\
&= f_0(r, u) + f_1(r, u, v, \tau_{ad}, \delta) + \hat{b} \ddot{\delta}
\end{align*}
\]

(18)
where \( \hat{b} \) denotes the control gain and is the estimated value of \( b \). \( f(r, u, v, \dot{v}, \tau_{ud}, \delta) = f_0(r, u) + f_1(r, u, v, \dot{v}, \tau_{ud}, \delta) \), and \( f_0(r, u) \) is the known partial model, and \( f_1(r, u, v, \dot{v}, \tau_{ud}, \delta) \) is the unknown part of the model.

**Remark 2:** In (18), \( f_0(r, u) = -r / \tilde{T} \), \( \tilde{T} \) is the estimated value of \( T \), and the expression is based on the Nomoto model: \( f_1(r, u, v, \dot{v}, \tau_{ud}, \delta) \) is the total disturbance [18], which includes the unknown internal dynamics, the external disturbances \( \tau_{ud} \), and the equivalent disturbances caused by the control gain \( b \) and the uncertainty in model parameter \( T \). In ADRC, \( f_1 \) is treated as an extended state of the heading motion system, and is estimated and compensated by an extended state observer (ESO).

According to (4) and (6), the control gain \( b \) is given by the following:

\[
b = \frac{K}{T} \left( \frac{u}{u_0} \right)^2 \cdot \frac{K_0}{T_0} = u^* \cdot b_0 \tag{19}\]

where \( b_0 = K_0 / (T_0 \cdot u_0^*) \).

**Remark 3:** In (19), assuming that the velocity \( u \) can be measured by the Linkquest NavQuest 600 DVL mounted on the WL-3 AUV. This DVL will only output valid velocity measurements when the water column below the vehicle is higher than 30 cm and less than 140 m; the standard depth rating of the DVL is 800 m. Recently, parameter identification technology for AUV has made some progress [35], and the model parameters \( b_0 \) and \( T_0 \) can be accurately estimated. Therefore, once the parameters \( b_0 \) and \( T_0 \) at a certain velocity \( u_0 \) are obtained, the parameters at other velocities can be updated with (19) and (6).

This ESO of regular ADRC for heading motion is of three orders, and there is a redundancy since the first component of the state \( \psi_s \) can be measured directly. Thus, the reduced-order ESO (RESO) (proposed in [36], [37]) is adopted in this paper to reduce complexity and the number of adjustable parameters. Angular velocity \( r \) and total disturbances \( f_1 \) are estimated by RESO, and can be expressed as follows:

\[
\begin{align*}
\dot{r} &= dr_s / dt \\
e &= \tilde{r} - \hat{r} \\
\hat{r} &= \tilde{f} - \beta_1 \cdot \text{fal}(e, \alpha_s, \sigma_1) + \hat{b} \cdot \text{sat}(u) \\
\ddot{r} &= -\beta_2 \cdot \text{fal}(e, \alpha_s, \sigma_2)
\end{align*}
\tag{20}
\]

where \( \psi_s \) is the actual heading angle, \( \hat{r} \) is the estimated values of the AUV states \( r \), \( \tilde{f} \) is an extended state that is used to estimate the total disturbances \( f_1 \), \( \beta_1 \) is the gain coefficient, and \( \text{sat}(\cdot) \) denotes the saturation function.

In (20), \( \text{fal}(e, \alpha, \sigma) \) is a power function with a linear region, and it can be expressed as:

\[
fal(e, \alpha, \sigma) = \begin{cases} 
|e|^\alpha \, \text{sgn}(e) & |e| > \sigma \\
\frac{e}{\sigma^{1-\alpha}} & |e| \leq \sigma
\end{cases}
\tag{21}
\]

where \( \alpha \) and \( \sigma \) are the adjustable parameters.

Many researchers have made progress on the parameters tuning of ESO, and there are quantities of useful engineering experiences and theoretical analysis results for parameters tuning [38].

Based on the design principle of RESO, if the known partial model \( f_0(\tilde{r}, u) \) can be added to the third equation of RESO, the disturbances estimated by \( \hat{f} \) will decrease. Therefore, the estimation accuracy and efficiency of RESO can be improved, and the new MC-RESO can be written as follows:

\[
\begin{align*}
\dot{r} &= d\psi_s / dt \\
e &= \bar{r} - \hat{r} \\
\ddot{r} &= \hat{f} - \beta_1 \cdot \text{fal}(e, \alpha_s, \sigma_1) - \frac{1}{\tilde{T}} \dot{\hat{f}} + \hat{b} \cdot \delta \\
\dddot{r} &= -\beta_2 \cdot \text{fal}(e, \alpha_s, \sigma_2)
\end{align*}
\tag{22}
\]

where \( \delta = \text{sat}(u) \).

When \( \hat{f} \approx f_1 \), the control law for plant (18) is designed as:

\[
u_s = u_0 - \frac{\hat{f}}{\bar{b}} \tag{23}\]

Therefore, the plant model (18) can be approximately transformed into the first-order Nomoto model:

\[
\begin{align*}
\dot{\psi} &= r \\
\dot{\tilde{r}} &= -\frac{1}{\tilde{T}} \dot{r} + \hat{b} u_0 \tag{24}
\end{align*}
\]

A proportional-derivative (PD) controller can be designed to control this model:

\[
u_0 = k_p \psi_s - k_d \tilde{r} \tag{25}\]

where \( k_p \) and \( k_d \) are the control parameters, \( \psi_s = \psi_d - \psi_s \), \( \psi_d \) denotes the target heading, \( \psi_s \) is the actual heading, \( \tilde{r} \) is the estimation of angular velocity, and \( u_0 \) is the output of the PD controller.

A controller-parameter self-tuning strategy for heading control of underactuated AUV at different velocities is then designed based on the controller scaling method in [39]. The transfer function of the plant (24) is given by the following:

\[
G_p(s) = \frac{K_i}{s + \frac{s}{\omega_p} + 1} \tag{26}
\]

where

\[
K_i = \tilde{T}^2 \bar{b} \tag{27}
\]

\[
\omega_p = 1 / \tilde{T}
\]

Then, the feedback gains of the PD controller can be selected as follows:
Once the model parameters \((b_0 \text{ and } T_0)\) and controller parameters \(\{k_p\) and \(k_d\)\) at a certain velocity \(u_0\) are obtained, the self-tuning MC-ADRC can be established by updating the parameters of MC-RESO and the PD controller at other velocities with the following equations:

\[
\tilde{b} = b_0 \left(\frac{u}{u_0}\right)^2, \quad \tilde{T} = T_0 \left(\frac{u}{u_0}\right)
\]

\[
k_p = \frac{k_p}{b_0 T_0}, \quad k_d = \frac{k_d}{b_0 T_0} \left(\frac{u}{u_0}\right)
\]

where \(u\) is the surge velocity of the AUV measured by the DVL.

**B. PROXIMATE TIME-OPTIMAL CONTROL (PTOC)**

The TOC control law for heading in (17) is not feasible because even the smallest system noise would make the control system chatter. Such behavior is the result of the infinite slope of the function \(f_s(r)\) at \(r = 0\), and is obviously unacceptable in a practical control system. The purpose of the PTOC is to eliminate this behavior while maintaining nearly minimum time [27].

The first step in the implementation of PTOC for heading control is to define a “slab” region around the switching curve in TOC control law where control remains unsaturated. The maximum rudder angle is used until the system state enters this unsaturated region wherein the system actively tracks a nearly optimal curve until the heading error is small. Therefore, the switching curve of TOC with an unsaturated region (RTOC) can be obtained from the time-optimal switching curve \(f_s\) given in Section II by adding a heading error offset term to the positive or negative portions of the switching curve. The control law RTOC can be written as follows [32]:

\[
\delta = \delta_{max} \cdot \text{sat}\left[\gamma \cdot (f_s(r) - \psi_x)\right]
\]

where \(\gamma > 0\) denotes the parameter of the switching region. \(f_s(r)\) is given by the following:

\[
f_s(r) = \text{sign}(r) \cdot (T \tilde{b} \delta_{max} \ln(1 + \frac{|r|}{T \tilde{b} \delta_{max}}) - y_s) - T \tilde{r}
\]

where \(y_s\) denotes an offset for heading error and its expression is \(y_s = \delta_{max} \cdot \gamma\).

The operating regions for RTOC are shown in Fig. 7. The following three regions can be defined in the state space of the RTOC, including control saturation regions \(S^+\) and \(S^-\) and unsaturated region \(U\):

\[
S^- = \{(\psi_x, r) \in \mathbb{R}^2 : [\gamma \cdot (f_s(r) + \psi_x)] < -1\}
\]

\[
S^+ = \{(\psi_x, r) \in \mathbb{R}^2 : [\gamma \cdot (f_s(r) + \psi_x)] > 1\}
\]

\[
U = \{(\psi_x, r) \in \mathbb{R}^2 : [\gamma \cdot (f_s(r) + \psi_x)] \leq 1\}
\]

**FIGURE 7. Operating regions of RTOC for heading control.**

In [30] and [32], a robust PTOC control law was designed, the unmeasured velocity and unknown disturbance were estimated by RESO for feedback and compensation, and the effectiveness was verified. In this paper, the MC-RESO is adopted to design robust RTOC for the heading control of the AUV; this can be expressed as follows:

\[
\dot{\psi}_r = \delta + \text{sat}(\gamma \cdot (\hat{f}(\hat{r}) + \psi_x))
\]

\[
\delta = \text{sat} \left( u_{rt} - \frac{\hat{f}}{b} \right)
\]

where \(\hat{r}\) and \(\hat{f}\) are the estimates of angular velocity and total disturbances by MC-RESO.

Then, the system state enters a linear region \(|\psi_x| \leq \psi_L\), and the response decays accurately to zero with an ESO-based feedback control law. The controller designed in the preceding section can be expressed as follows:

\[
\dot{\psi}_p = k_p \psi_x - k_d \dot{\psi}_r
\]

\[
\delta = \text{sat} \left( u_{pd} - \frac{\hat{f}}{b} \right)
\]

where \(k_p\) and \(k_d\) are the feedback gains of heading error and angular velocity. \(\psi_L\) is the limit of the linear region.

**Remark 4:** Figure 8 shows the partial phase locus of ADRC with saturation constraints and PTOC, and points \(P_{AD}\) and \(P_{PD}\) denote the intersection of the phase locus and PD control region for ADRC and PTOC, respectively. Comparing to ADRC, PTOC has a smaller PD control region because PTOC has eliminated most heading error with RTOC before the system state enters the linear region \(L\). Therefore, the parameters of the PD controller in PTOC need to be readjusted, and are quite different from those of ADRC.

Note: \(\psi_{PD}\) denotes the limit of the PD control region for ADRC.
C. SOFT-SWITCHING BASED ON TAKAGI–SUGENO FUZZY MODE

The switching strategy for RTOC and the PD controller in PTOC is usually threshold switching, and the controllers satisfy the constraints of continuity and smoothness at the switching point. It is obviously unreasonable that the threshold is constant for different targets and at different surge velocities. In order to solve the problem of threshold switching, a soft-switching scheme based on the Takagi–Sugeno fuzzy mode is proposed for the PD and the RTOC controller. The structure of soft-switching is illustrated in Fig. 5.

In a T-S fuzzy system, the antecedent parts (IF) of IF–THEN rules are identical to the typical Mamdani fuzzy systems, but the consequent part (THEN) is a linear combination of the input variables. Thus, a T-S fuzzy system can be described as a mean weight of the obtained values from THEN parts of the rules [40], [41]. In this paper, the inputs of the fuzzy switching mode are selected as the heading error \( \psi_r \) and the angular velocity \( \dot{r} \), and the outputs are the strength coefficients of the PD controller \( \omega_{PD} \) and RTOC controller \( \omega_{RTOC} \). The practical domain of heading error is \( [-\psi_{r0}, \psi_{r0}] \), and \( \psi_{r0} > 0 \) is given by the following:

\[
\psi_{r0} = |\psi_d - \psi_{r0}|
\]

where \( \psi_{r0} \) is the heading angle when \( \psi_d \) changes.

The practical domain of angular velocity is \( [-r_{\max}, r_{\max}] \), and \( r_{\max} > 0 \) denotes the maximum angular velocity of the AUV. It can be expressed as in a previous study [31], as follows:

\[
r_{\max} = \frac{u}{u_0} \cdot r_{\max 0}
\]

where \( r_{\max 0} \) is the maximum angular velocity at velocity \( u_0 \).

For the input variable including heading error and angular velocity, the fuzzy domain is set as \([-1,1]\] by scale transformation for the practical domain, and the quantization factor is \( 1/\psi_{e0} \) and \( 1/r_{\max} \); the linguistic variables are selected as \{NB, NS, Z, PS, PB\}, the membership function is triangular, and \((X_{-2}, X_{-1}, 0, X_1, X_2)\) denotes the position of the membership function maximum, as shown in Fig. 9. The positions of the membership function maximum for heading error and angular velocity are set as \((-0.3, -0.15, 0, 0.15, 0.3)\) and \((-0.5, -0.25, 0, 0.25, 0.5)\).

![FIGURE 8. Operating regions of PTOC and ADRC for heading control.](image)

![FIGURE 9. Fuzzy logic membership functions of heading error \( \psi_r \) and angular velocity \( \dot{r} \).](image)

For the output variable including the strength coefficients of the PD and RTOC controller, the fuzzy domain is set as \([0,1]\) and is the same as the practical domain. The linguistic variables are selected as \{Z, S, B\}, and the output of the membership function is a unit constant. These functions are shown in Fig. 10.

![FIGURE 10. Fuzzy logic membership functions for strength coefficient of the PD controller \( \omega_{PD} \) and PTOC controller \( \omega_{RTOC} \).](image)

The fuzzy rules to compute \( \omega_{PD} \) and \( \omega_{RTOC} \) are listed in Table 4 and Table 5.
TABLE 4. The fuzzy control rules for $\omega_{PD}$.

<table>
<thead>
<tr>
<th>$\omega_{PD}$</th>
<th>$\psi_i$</th>
<th>NB</th>
<th>NS</th>
<th>Z</th>
<th>PS</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NS</td>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Z</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PS</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>PB</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Defuzzification was performed using the weighted average (wtaver) method. Then, a SPTOC control law is proposed based on soft-switching can be expressed as follows:

$$u_{sp} = \frac{\omega_{PD}u_{PD} + \omega_{KR}u_{KR}}{\omega_{PD} + \omega_{KR}}$$

(37)

where $u_{sp}$ is the output of the SPTOC controller.

IV. SIMULATIONS

In order to verify and demonstrate the effectiveness of the proximate time-optimal heading control schemes proposed for the underactuated AUV, several simulations are carried out on the WL-3 AUV with a maximum rudder angle $\delta_{max} = 24^\circ$. By ignoring the second-order terms in (3), the parameters $K_0$ and $T_0$ are estimated with (38): $K_0 = 0.194$, and $T_0 = 0.695$.

Therefore, the parameters $K_0$ and $T_0$ retain a level of uncertainty, as follows:

$$T_0 = \frac{(N'_T - I')l}{N'u_0}, K_0 = \frac{-N'_0u_0}{N'l}$$

(38)

Here, $u_0 = 2$ kn is the cruising velocity.

A. TOC FOR FIRST-ORDER NOMOTO MODEL

The first-order Nomoto model with the parameters $K_0$ and $T_0$ is adopted to build the simulation system in MATLAB Simulink, and the control law is TOC with expression (17). The initial heading angle and angular velocity of the AUV is $[\psi_0 \quad r_0] = [0^\circ \quad 0^\circ/s]$, and the desired heading angle is $\psi_d = 30^\circ (r \geq 50 s)$.

Due to the discretization of the sampling period, it is difficult for the control signal to switch on the switching curve, and the system state may not arrive at the origin accurately, thus causing oscillation. Therefore, the sampling period is set as $T_s = 0.001$ s, and the stopping condition of TOC is relaxed. Thus, the TOC control law is rewritten as follows:

$$\delta_{RC} = \begin{cases} 
0 & \psi_s \leq 5 \cdot 10^{-3}\circ \\
& \& r \leq 5 \cdot 10^{-5}\circ/s \\
\delta_{max} \cdot \text{sgn}(\psi_s + f(r)) & \text{others}
\end{cases}$$

(39)

The obtained simulation results are shown in Fig. 11.
From Fig. 11, the result shows that the TOC control law designed in Section II is feasible for heading control of AUV. The system state can reach to the neighborhood of origin by changing the sign of control signal once, and the adjusting time (2% error bound) is 7.026 s, and the changing of control signal happens at 6.927 s with the system state \( (\psi_e, r) = (0.997^\circ, 4.654^\circ/s) \), which provides a reference for the switching strategy design in PTOC.

**B. SELF-TUNING MODEL-COMPENSATION ADRC FOR HEADING CONTROL**

The dynamic model in (3) (with the parameters listed in Table 2) is adopted to build the simulation system in MATLAB Simulink. Two different simulations are carried out here to verify the effectiveness and reliability of the designed MC-ADRC heading control algorithm.

Case 1: The input voltage of the propeller is set to 3 V. The initial heading angle and angular velocity of the AUV is \( [\psi_0, \tau_0] = [0^\circ, 0^\circ/s] \), and the desired heading angle is \( \psi_d = 3^\circ \ (t \geq 100 \text{ s}) \). The control gain and known model parameters are \( \hat{b} = b_0/K_0/T_0 = 0.28 \), and \( \hat{T} = T_0 \). The disturbance is \( \tau_{rd} = \hat{b} \cdot (-5^\circ) \ (t \geq 150 \text{ s}) \). The control parameters are adjusted to ensure that there is no overshoot.

The main initial parameters of MC-ADRC are listed in Table 6.

**TABLE 6. Parameters of the MC-ADRC controller.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_r )</td>
<td>2.97</td>
<td>( \hat{k}_d )</td>
<td>4.17</td>
</tr>
<tr>
<td>( \beta_0 )</td>
<td>6</td>
<td>( \beta_0 )</td>
<td>1.5</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>0.5</td>
<td>( \sigma_1 )</td>
<td>0.05</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>0.25</td>
<td>( \sigma_2 )</td>
<td>0.05</td>
</tr>
</tbody>
</table>

In order to verify the robustness of the MC-ADRC controller, the control gain and known model parameters have 30% parameter perturbation: \( \hat{b} = 0.7b_0, \hat{T} = 0.7T_0 \) and \( \hat{b} = 1.3b_0, \hat{T} = 1.3T_0 \). The parameters of MC-ADRC in Table 4 are still adopted. The obtained simulation results are shown in Fig. 12.

Case 2: The input voltage of the propeller is set to 1 V and 5 V. The initial heading angle and angular velocity of the AUV is \( [\psi_0, \tau_0] = [0^\circ, 0^\circ/s] \), and the desired heading angle is \( \psi_d = 3^\circ \ (t \geq 100 \text{ s}) \). The parameter self-tuning strategy is implemented based on (29). The obtained simulation results are shown in Fig. 13.
FIGURE 12. Heading control results of MC-ADRC with parameter perturbation. (a) Heading angle response. (b) Output of control signal. (c) Actual and estimated of angular velocity ($\hat{b} = b_0, \hat{T} = T_0$). (d) Estimate of total disturbances.

FIGURE 13. Simulation results of self-tuning MC-ADRC. (a) Heading angle response. (b) Output of control signal.
As shown in Fig. 12, MC-ADRC is effective for the heading control of underactuated AUV with external disturbances and parameter perturbations. When the uncertainties of control gain $\hat{b}$ and known model parameter $\hat{T}$ reach 30%, the performance of the controller is scarcely influenced. Fig. 12(b) shows that the control signal under external disturbances is smooth and continuous, which indicates that the control law is reasonable and effective. From Fig. 12(c) and Fig. 12(d), it appears that the angular velocity of AUV can be accurately estimated by MC-RESO throughout the process, and it takes about 3 s ($\hat{b} = b_0, \hat{T} = T_0$) for the MC-RESO to produce a decent estimation of external disturbance, which indicates that the MC-RESO designed in Section III is efficient and accurate.

Meanwhile, Fig. 13 shows that the self-tuning MC-ADRC is effective for the heading control of underactuated AUV at different velocities. Figure 13(a) shows that, under different thruster input voltages (1 V, 5 V), all heading controllers have good performance and no overshoot, which indicates that the self-adjustment strategy is effective. Figure 13(b) shows that the external disturbance can be accurately estimated and compensated by the control system.

C. SOFT-SWITCHING PTOC FOR HEADING CONTROL

In order to verify the proposed schemes and demonstrate the effectiveness of soft-switching PTOC for the heading control of underactuated AUV, several simulations are carried out, and the effectiveness is verified by comparisons with self-tuning MC-ADRC. The simulation system built in the preceding section is used here.

Case 1: The input voltage of the propeller is set to 3 V. The initial heading angle and angular velocity of the AUV is $[\psi_0, r_0] = [0^\circ, 0^\circ/s]$ , and the desired heading is $\psi_d = 30^\circ (t \geq 100 \text{ s})$ . The control gain and known model parameters are $\hat{b} = b_0, \hat{T} = T_0$ , and the disturbance is $r_{rd} = \hat{b} \cdot (-5^\circ) (t \geq 150 \text{ s})$ . The control parameters are adjusted to ensure that there is no overshoot for SPTOC. The main initial parameters of SPTOC are listed in Table 7, and the parameters of RESO in Table 6 are adopted.

**TABLE 7. Parameters of the SPTOC controller.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{\max}$</td>
<td>5°/s</td>
</tr>
<tr>
<td>$k_p$</td>
<td>20.43</td>
</tr>
<tr>
<td>$k_d$</td>
<td>16</td>
</tr>
</tbody>
</table>

The obtained simulation results are shown in Fig. 14.

Then, in order to verify the robustness of SPTOC, a simulation is carried out with parameter perturbations of 10%, 20%, and 30%; the parameters of SPTOC in Table 7 are still adopted. The obtained simulation results are shown in Fig. 15.

Case 2: The input voltage of the propeller is set to 1 V and 5 V. The initial heading angle and angular velocity of the AUV is $[\psi_0, r_0] = [0^\circ, 0^\circ/s]$ , and the desired heading is $\psi_d = 30^\circ (t \geq 100 \text{ s})$ ; the disturbance is $r_{rd} = \hat{b} \cdot (-5^\circ) (t \geq 150 \text{ s})$ . The parameter $r_{\max}$ is updated based on (36), and $k_p$ and $k_d$ are updated based on (29). The obtained simulation results are shown in Fig. 16 for $\text{Volt} = 1 \text{ V}$ and Fig. 17 for $\text{Volt} = 5 \text{ V}$ .
FIGURE 14. Heading control results of SPTOC and MC-ADRC ($V_{\text{olt}} = 3$ V). (a) Heading angle response. (b) Output of control signal. (c) Angular velocity response. (d) Strength coefficients of controllers.

FIGURE 15. Heading control results of SPTOC with parameter perturbation. (a) Heading angle response. (b) Output of control signal.
FIGURE 16. Heading control results of SPTOC and MC-ADRC ($V_{o} = 1$ V). (a) Heading angle response. (b) Output of control signal. (c) Strength coefficients of controllers.
From Figs. 14, 16, and 17, it can be found that SPTOC is effective for the heading control of underactuated AUV at different velocities. The strength coefficients of controllers are continuous and smooth, which indicates that the switching PD controller and RTOC controller are stationary. The external disturbance can be accurately estimated and compensated by the SPTOC control system. Figure 15 shows that with the increase in parameter perturbation the performance of SPTOC in the switching region worsens. Therefore, SPTOC needs higher accuracy for model parameters compared with MC-ADRC. Table 8 summarizes the performance in terms of adjusting time (2% error bound) with no overshoot. Obviously, the SPTOC can track the target heading more quickly than the MC-ADRC at all velocities in the simulations.

**TABLE 8. Performance comparison in adjusting time (s), with \( \nu_d = 30^\circ \) (\( t = 100 \ s \)).**

<table>
<thead>
<tr>
<th>Propeller input voltage</th>
<th>1 V</th>
<th>3 V</th>
<th>5 V</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC-ADRC (( T_{AD} ))</td>
<td>17.96</td>
<td>8.84</td>
<td>4.57</td>
</tr>
<tr>
<td>SPTOC (( T_{SP} ))</td>
<td>15.98</td>
<td>7.7</td>
<td>4.03</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>11</td>
<td>12.9</td>
<td>11.8</td>
</tr>
</tbody>
</table>

Note: \( T_{AD} \) and \( T_{SP} \) denote the adjusting time of MC-ADRC and SPTOC, respectively.

**FIGURE 17.** Heading control results of SPTOC and MC-ADRC \( (\text{Volt} = 5 \text{ V}) \). (a) Heading angle response. (b) Output of control signal. (c) Strength coefficients of controllers.

V. CONCLUSION

A soft-switching proximate time-optimal control (PTOC) is proposed in this paper, based on MC-ESO and Takagi–Sugeno fuzzy switching, for the fast set-heading tracking of underactuated AUV. Several simulations are carried out to verify the effectiveness of the designed controller, and the following conclusions can be drawn.

1. Based on Pontryagin’s maximum principle, a time-optimal heading control law is derived for the underactuated AUV heading with a first-order Nomoto model. The simulation results show that the TOC control law is feasible only when the plant model is accurate and the stopping condition is relaxed.

2. A MC-ESO is introduced to the heading dynamic, the unmeasured velocity and unknown total disturbances is estimated by MC-ESO for feedback and compensation. A parameter self-tuning strategy is developed for MC-ADRC to improve the adaptability of the controller with the changed dynamic model. The effectiveness of the self-tuning MC-ADRC is proved by the simulations at different velocities.

3. Soft-switching PTOC is designed, and the Takagi–Sugeno fuzzy mode is adopted to realize the soft-switching between ADRC (near the origin) and RTOC (far from the origin). Compared with the MC-ADRC algorithm, the proposed SPTOC needs higher accuracy for model parameters and shows better performance in the simulations compared with MC-ADRC.

In the future, we will try to apply the MC-ADRC and SPTOC algorithms proposed in this paper to the path following control of the AUV, and further study the parameter adjustment of SPTOC and fuzzy switching strategy.
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