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ABSTRACT This paper presents a novel two-robot collaboration method for precise 2D self-localization using relatively simple sensors. The main advantage of this method lies in its ability to precisely measure the orientations of the robots, therefore reducing cumulative errors. Each robot is fitted with a rotating turret carrying a camera to track the moving robot and calculate the relative distance and position, and an encoder to provide the orientation of the turret. At each step, a single robot advances while the other remains stationary and measures the position of the moving robot (continuously or at the end of the step), using the angular orientation of the turret and the distance measured using the camera. The orientation of the moving robot is obtained by turning its own turret towards the static robot and measuring its turret orientation. By fusing the data from the two robots, the precise location and orientation of the moving robot are obtained. We also present an analytical model of the position of the robots as a function of the sensor data and then proceed to present a statistical estimate using Monte Carlo simulations of the location of the robots while assuming that the sensor data includes random errors. Additionally, lab experiments are presented and compared to simulation results.

INDEX TERMS Localization, Multi-robot systems

I. INTRODUCTION

Many robotic applications such as search and rescue, surveillance and others require simultaneous localization and mapping (SLAM) of unknown unstructured locations. SLAM techniques become more crucial where GPS and other localization techniques are unavailable such as indoors, inside caves or in tunnels. Many solutions for self-localization rely on measuring the relative position of the robot with respect to known features in space, also known as landmarks. However, the complexity grows in cases where there is no prior knowledge of the explored area. In 1994, Kurazume et al. first suggested cooperative positioning for multi-robot systems as a solution to the SLAM problem [1]. By advancing the robots in alternating steps, such that at each point in time some robots remain stationary and the others travel to new positions, the stationary robots whose absolute locations are known serve as landmarks for the traveling robots.

This cooperative positioning method has been further developed by other groups [2]-[6] to suggest the use of different kinds of sensors to determine relative positioning with different advancing algorithms. The advantage of this method is that a unified map of the robots’ trajectories is created using all available relative measurements. However, to implement this method, a centralized communication system is required. Centralized approaches, though theoretically effective, require ideal communication and high computational cost, thus making them vulnerable to single-point failures especially as the number of robots increases.

The main challenge in using relative measurements is determining the absolute locations of the robots, since the locations are obtained with regard to a local coordinate system. Some solutions address this issue by combining both external measurements such as GPS [7] or an affixed IR range detector [8], which return inaccurate yet absolute locations and relative measurements between the robots to enhance accuracy and obtain the orientation of the robots as well. The practicality of these methods is limited since they require either GPS reception which is not available in many cases such as indoor or underground areas or prior placing of sensing tools. Similarly, many solutions use filtering techniques, most commonly the Extended Kalman Filter (EKF) [9]-[12], where the robots’ locations are predicted by odometry data (such as linear and angular velocities) and corrected by relative measurements between neighboring robots. Recently, the use of Ultra-Wideband (UWB) range-sensors has become popular for relative distance
measurements in multi-robot systems, because they make it possible to perform the localization process in a fully decentralized manner [13]-[15].

While the relative locations of a multi-robot system can be calculated by using any of the aforementioned methods, obtaining the accurate relative orientation of the robots is much more challenging. Besides visual methods [16]-[18], many attempts to find the orientation of the robots have been made using range-only measurements [6],[13]-[15],[19] and angle-only measurements [11] or a combination of both [10],[20]-[22]. The accuracy of the orientation remains however very challenging at long distances.

Our goal in this work is to provide a simple low-cost high accuracy localization and orientation method for a multi-robot system, suitable for indoor areas where GPS signals are unavailable, and visibility is relatively low. We consider two robots each of which is equipped with one camera and one rotation/bearing sensor mounted on a rotating turret. The localization algorithm is described in Section II and the error evaluation using an analytical exact method and first order approximation method is presented in Section III. The two methods are used to statistically evaluate the location and orientation errors using Monte Carlo simulations in Section IV and lab experiments are described in Section V. Finally, conclusions and future work are discussed in Section VI.

II. LOCALIZATION METHOD

In this section, we present our robotic setup, its sensors and two localization methods. The first method is based on a two-point measurement approach to calculate the orientation, whereas the second method, which is our newly developed method, fuses the distance and relative orientation to yield more accurate results.

A. ROBOTIC SYSTEM

Consider a robot fitted with a rotating turret which carries a camera (see Fig. 1). The orientation of the turret relative to the robot is measured with a bearing sensor. The camera is used to detect the target and to aim the turret towards it. The distance is measured using the camera whereas the bearing sensor measures its angular coordinates. The polar coordinates can then be transformed into the real Cartesian location coordinates \((x', y')\) using:

\[
\begin{align*}
  x' &= r \cos(\alpha) \\
  y' &= r \sin(\alpha)
\end{align*}
\]

where \(r\) is the distance of the target and \(\alpha\) is the orientation of the turret. Practically speaking, each of the sensor measurements contains a small error. We denote by \(\Delta r\) and \(\Delta \alpha\), respectively the distance and orientation errors. Then the coordinates \((x', y')\) based on the sensor measurement become:

\[
\begin{align*}
  x'' &= (r + \Delta r) \cos(\alpha + \Delta \alpha) \\
  y'' &= (r + \Delta r) \sin(\alpha + \Delta \alpha)
\end{align*}
\]

The distance error range is often (according to many laser sensor catalogs and visual based sensing) proportional to the measured distance, whereas the angular error is dependent on the resolution of the camera and encoders and is constant for a long range of distances (as long as the target is detected by multiple camera pixels). Assuming small measurement errors \(\Delta r, \Delta \alpha\) and using a first order Taylor series approximation:

\[
\begin{align*}
  \cos(\alpha + \Delta \alpha) &= \cos(\alpha) - \sin(\alpha) \Delta \alpha \\
  \sin(\alpha + \Delta \alpha) &= \sin(\alpha) + \cos(\alpha) \Delta \alpha
\end{align*}
\]

neglecting the product of \(\Delta r\) times \(\Delta \alpha\), Eq. (2) becomes:

\[
\begin{align*}
  x'' &\approx (r + \Delta r) \cos(\alpha) - r \sin(\alpha) \Delta \alpha \\
  y'' &\approx (r + \Delta r) \sin(\alpha) + r \cos(\alpha) \Delta \alpha
\end{align*}
\]

\(\Delta \alpha\) can be calculated as follows:

\[
\begin{align*}
  x &= \frac{r_1 \cos \alpha_1 + r_2 \cos \alpha_2}{2} \\
  y &= \frac{r_1 \sin \alpha_1 + r_2 \sin \alpha_2}{2}
\end{align*}
\]

and

\[
\theta = -\arctan\left(\frac{r_2 \cos \alpha_2 - r_1 \cos \alpha_1}{r_2 \sin \alpha_2 - r_1 \sin \alpha_1}\right)
\]

This method results in a relatively large error in the robot's orientation if the errors \(\Delta r_1, \Delta r_2\) become significantly large relative to the distance \(L\) between the two measured points. Omitting the angle measurement errors, the maximal orientation error of the robot:

\[
\Delta \theta \approx \frac{|\Delta r_1| + |\Delta r_2|}{L \cos(\alpha - \theta)}.
\]
For example, assume a robot with a length of \( L = 0.5 \text{ m} \) is measured from a distance of \( r = 10 \text{ m} \) by a distance measurement with a resolution of 0.2\%; hence \( \Delta r = 2 \text{ cm} \). Given \( \alpha = 45^\circ \) and \( \theta = 30^\circ \), the orientation error according to Eq. (7) is \( \Delta \theta = 4.8^\circ \). Note that this orientation error for each single step is very large especially since the error is cumulative.

\[
X_{i,t} = X_{i,s} + F \left( \theta_{i,s}, r_i, \alpha_{i,s}, \alpha_{i,t} \right),
\]

where the vector \( X_i \) includes both the position and orientation of the vehicle: \( X_i = [x_i, y_i, \theta_i]^T \). For example, in step 1, assume that vehicle 1 is stationary and its position \( x_{1,1}, y_{1,1} \) and orientation \( \theta_{1,1} \) are known and vehicle 2 traveled to a new position. The measured distance between the vehicles is \( r_1 \) and the measured bearing angles are \( \alpha_{11} \) and \( \alpha_{12} \), where the first index refers to the step number and the second index refers to the measuring vehicle (see Fig. 3, left). Therefore, the Cartesian position and orientation of vehicle 2 with respect to vehicle 1 is:

\[
\begin{align*}
x_{1,2} &= r_1 \cos \alpha_{11} \\
y_{1,2} &= r_1 \sin \alpha_{11} \\
\theta_{1,2} &= \alpha_{11} + 180^\circ - \alpha_{12}
\end{align*}
\]

By setting the initial position and orientation of vehicle 1 as the origin of the global coordinate system, meaning \( x_{1,1} = 0 \), \( y_{1,1} = 0 \) and \( \theta_{1,1} = 0 \), Eq. (9) represents the global position of vehicle 2 at the end of the first step.

Note that the orientation \( \theta \) is determined solely by bearing measurements and is hardly influenced at all by the distance measurement, unlike in the two-point approach, where the orientation accuracy is decreased by the distance. This is one of the key advantages of our method since distance errors tend to increase together with the distance while angle measurements remain almost unchanged.

In step 2, vehicle 1 travels to its next target point while vehicle 2 is stationary and its position is known (\( x_{2,2} = x_{1,2}, y_{2,2} = y_{1,2} \) and \( \theta_{2,2} = \theta_{2,1} \)). At the end of the step, the distance and angle measurements are \( r_2, \alpha_{21} \) and \( \alpha_{22} \) (see Fig. 3, center). It should be noted that the measurements are obtained with respect to vehicle’s 2 current position and its local coordinate system. In order to obtain the position of vehicle 1 in the global coordinate system, a transformation is needed.

C. RELATIVE ORIENTATION METHOD (SUGGESTED METHOD)

Our method is based on the approach of two vehicles which advance in alternating steps. At any given time, one vehicle whose position \( x_{i,s}, y_{i,s} \) and orientation \( \theta_{i,s} \) are known remains stationary, while the other vehicle advances. The index \( i \) indicates the step number and ‘s’ stands for stationary. At the end of each step, the distance and bearing of the two vehicles are measured (\( r_i, \alpha_{i,s}, \alpha_{i,t} \)); These measurements are used to estimate the traveling vehicle's position \( x_{i,t}, y_{i,t} \) and orientation \( \theta_{i,t} \) (where ‘t’ stands for traveling).

The traveling vehicle’s location and orientation at each step is determined with respect to the observing vehicle's position. The general form of the Cartesian location and orientation of the traveling vehicle at step \( i \) is:

\[
\Delta r_i = \Delta r_s + F \left( \theta_{i,s}, r_i, \alpha_{i,s}, \alpha_{i,t} \right),
\]

where the vector \( \Delta r_i \) includes both the position and orientation of the vehicle: \( \Delta r_i = [x_{c,i}, y_{c,i}, \theta_{c,i}]^T \).
D. MULTISTEP REPRESENTATION USING HOMOGENEOUS COORDINATES

The local transformation matrix at step \( n \) from the traveling vehicle’s coordinate system (\( n \)) to the stationary vehicle’s coordinate system (\( n-1 \)) is:

\[
A_n^{n-1} = \begin{bmatrix}
\cos \psi_n & -\sin \psi_n & r_n \cos \alpha_n \\
\sin \psi_n & \cos \psi_n & r_n \sin \alpha_n \\
0 & 0 & 1
\end{bmatrix},
\]

where \( \psi_n \) is the relative angle between the two coordinate systems, hence \( \psi_n = \alpha_{n0} + 180^\circ - \alpha_{0n} \) (see Fig. 3). Obtaining the position of the traveling vehicle in the global coordinate system (0), can be achieved recursively as follows:

\[
A_n = A_{n-1}^{-1} A_n^{n-1},
\]

where \( A_{n-1}^{-1} \) is the overall transformation matrix obtained in the last step \((n-1)\), and \( A_n^{n-1} \) is the \( n \) step’s local transformation matrix as shown in Eq. (10).

Since the transformation matrix is composed of a rotation matrix and a shifting vector, the first two expressions of the third column of the matrix \( A_n^{n-1} \) are the Cartesian location of the traveling vehicle in the global coordinate system at step \( n \), and the angle of the rotation matrix is the vehicle’s orientation in the global coordinate system.

III. ERROR EVALUATION

Since all sensor measurements contain precision errors, this section presents a statistical analysis to evaluate the influence of the cumulative errors on the overall location of the robot after a large number of steps.

A. EXACT METHOD

The measured location of the traveling vehicle at step \( n \) is expressed as a function of measured distances \( r_1, r_2, \ldots, r_n \) and angles \( \alpha_{11}, \alpha_{12}, \ldots, \alpha_{01}, \alpha_{02} \) in the global coordinate system \( f(r_{11}, r_{12}, \ldots, r_{01}, \ldots, r_{02}) \); thus the real location including distance and bearing measurement errors, \( \Delta r_1, \Delta r_2, \ldots, \Delta r_n \) and \( \Delta \alpha_{11}, \Delta \alpha_{12}, \ldots, \Delta \alpha_{01}, \Delta \alpha_{02} \) respectively, is \( f(r_{11} + \Delta r_1, r_{12} + \Delta r_2, \alpha_{11} + \Delta \alpha_{11}, \ldots, r_{01} + \Delta \alpha_{01}, r_{02} + \Delta \alpha_{02}) \).

For example, if during the first step the distance and bearing were measured with an error of \( \Delta r_1, \Delta \alpha_{11} \) and \( \Delta \alpha_{12} \) respectively, the measured location of vehicle 2:

\[
x_{12}^n = (r_1 + \Delta r_1) \cos (\alpha_{11} + \Delta \alpha_{11})
\]
\[
y_{12}^n = (r_1 + \Delta r_1) \sin (\alpha_{11} + \Delta \alpha_{11})
\]
\[
\theta_{12}^n = \alpha_{11} + \Delta \alpha_{11} + 180^\circ - (\alpha_{12} + \Delta \alpha_{12})
\]

This method uses the presented localization method directly (see Section II.C and II.D), and hence requires multiple matrix multiplications and a large number of trigonometric calculations which result in high numerical complexity.

B. FIRST ORDER APPROXIMATED METHOD

An approximated, yet computationally simpler method to evaluate the measured locations of the vehicles uses:

\[
\begin{bmatrix}
x^* \\
y^* \\
\theta^*
\end{bmatrix} \approx \begin{bmatrix}
x' \\
y' \\
\theta'
\end{bmatrix} + [J][\Delta],
\]

where the index ‘\( r \)’ refers to the real location, \([\Delta]\) is the measurement error vector and \([J]\) stands for the Jacobian:

\[
J_j = \frac{\partial g_j}{\partial q_j},
\]

where \( g_i \) are the functions of Cartesian location and orientation and \( q_j \) are the variables of these functions, hence \( r_1, \alpha_{11}, \alpha_{12}, \ldots, r_1, \alpha_{11}, \alpha_{12} \). For example, the estimated position of vehicle 2 after the first step is:

\[
\begin{bmatrix}
x_{12}^n \\
y_{12}^n \\
\theta_{12}^n
\end{bmatrix} \approx \begin{bmatrix}
r_1 \cos \alpha_{11} \\
r_1 \sin \alpha_{11} \\
\alpha_{11} + 180^\circ - \alpha_{12}
\end{bmatrix} + \begin{bmatrix}
\cos \alpha_{11} & -r_1 \sin \alpha_{11} & 0 \\
\sin \alpha_{11} & r_1 \cos \alpha_{11} & 0 \\
0 & 1 & -1
\end{bmatrix} \begin{bmatrix}
\Delta r_1 \\
\Delta \alpha_{11} \\
\Delta \alpha_{12}
\end{bmatrix}
\]

At the next step, the location is determined by 6 measurements; thus, the Jacobian becomes a 3x6 matrix and the measurement error is a 6x1 vector. At step \( n \), the Jacobian is a 3x3n matrix and the measurement error is a 3nx1 vector. A general form of the location error for step \( n \) is:

\[
E_n = [J][\Delta]_n = E_{n+1} + [r_n \cos (\theta_{n+1} + \alpha_{n+1}) + \Delta r_n \cos (\theta_{n+1} + \alpha_{n+1})]
\]

where:

\[
E = \sum_{i=1}^{n} \Delta \alpha_{1i} - \sum_{j=1}^{n-1} \Delta \alpha_{1j}.
\]

IV. MONTE CARLO SIMULATION

A Monte Carlo Simulation (MCS) was used in order to simulate a real-life scenario where the input of the sensors contains statistical errors. A natural random statistical error with a given standard deviation was inserted to the “measured values” and the statistical distribution of the position of the vehicles was calculated (using 10,000 simulations for each step). This section first presents a comparison between the first order statistical approximation to the exact method (A), the statistical distribution along the path (B), the influence of the sensor error on the accuracy of the measured location (C) and finally a comparison between different paths and advancing (parallel, alternating and following) methods (D).

A. COMPARING THE FIRST ORDER APPROXIMATED METHOD TO THE EXACT METHOD

The MCS was first performed throughout a simple path composed of two straight lines as seen in Fig. 4. At each step, the traveling vehicle advances by 8 m and the final
The distance and angle measurement errors were simulated as normally distributed sets of $N$ samples each (for each step), with zero mean. The standard deviation of the distance measurement error was set to $\sigma_d$, where $\sigma_d$ is the distance measurement resolution and $r_i$ is the current step’s measured relative distance. The standard deviation of the angle measurement error was set to $\sigma_\alpha$, the bearing sensor’s resolution.

The MCS comparison was performed using the exact method (III.A) and the approximated method (III.B). In both cases, $N=10,000$; i.e., each step of the path was evaluated 10,000 times, for a set of 10,000 samples of random measurement errors, resulting in 10,000 possible locations for each step. Fig. 5 presents the relative difference between the final locations calculated by both methods, relative to the total traveled distance. Fig. 5 (top) shows that for $\sigma\beta \leq 0.5^\circ$ (a reasonable assumption for a standard bearing sensor), the difference between the exact and approximated methods is less than 0.1% of the traveled distance (200 meters in 25 steps). The error increases to 1.5% for $\sigma\beta = 2^\circ$. Fig. 5 (bottom) which presents the difference between the two methods as a function of distance standard deviation $\sigma_d$ shows that the error is dominated by the angle error. In terms of computation time, the approximated method was found to be nearly 200 times faster than the exact method computation time. Therefore, the approximated method was used in the following MCS.

B. STATISTICAL DISTRIBUTION

This section presents a statistical analysis of the MCS location errors using $\sigma_{\beta} = 2^\circ$ and $\sigma_{\alpha} = 0.5^\circ$. The distribution of possible locations for each step is presented as a two-dimensional histogram (see Fig. 6). The size and shape of the distribution can be described by three standard deviation values. The first is the total standard deviation according to the distance between the centroid and the different simulation results:

$$\sigma = \left( \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu_x)^2 + (y_i - \mu_y)^2 \right)^{0.5}, \quad (18)$$

where $(\mu_x, \mu_y)$ are the coordinates of the approximated method’s centroid and $(x_i, y_i)$ are the coordinates of all possible locations, $i=1,\ldots,N$.

Since the distribution pattern of possible locations tends to yield an ellipse, two other standard deviations were calculated according to the ellipse’s axes. These values were obtained by calculating the covariance matrix of the $N$ Cartesian locations:

$$\text{cov} \begin{bmatrix} x_1 & y_1 \\ \vdots & \vdots \\ x_N & y_N \end{bmatrix}, \quad (19)$$

resulting in a $2 \times 2$ covariance matrix, with two $2 \times 1$ eigenvectors $\{V_1, V_2\}$ and two corresponding eigenvalues $\{\lambda_1, \lambda_2\}$. The eigenvectors of the covariance matrix represent the direction of the ellipse’s axes, and the square root of their corresponding eigenvalues represent the standard deviations in their direction. Assuming $\lambda_1 > \lambda_2$, the two standard deviations values are:

$$\sigma_1 = \lambda_1^{0.5}, \sigma_2 = \lambda_2^{0.5}, \quad (20)$$

where $\sigma_1$ is the standard deviation in the direction of the main axis of the ellipse and $\sigma_2$ is the standard deviation in the perpendicular direction. The angle between the ellipse’s main axis and the global x positive axis (see Fig. 6 top left) is:

$$\beta = \arctan \frac{V_1(y)}{V_1(x)}. \quad (21)$$
FIGURE 6. Histogram distribution of the measured locations using the MCS with 10,000 paths with $\sigma_d = 2\%$ and $\sigma_\alpha = 0.5^\circ$ for steps 1, 2, 8, 14, 20, and 25 with the confidence distribution 68% ($\sigma$) and 95% (2$\sigma$).

FIGURE 7. Standard deviations as a function of the number of steps for a 200 m straight path using $\sigma_d = 2\%$ and $\sigma_\alpha = 0.5^\circ$.

Although the error distribution of the first step seemed to be affected mostly by the distance measurement’s error, the error distribution of the next steps had a circular pattern. The pattern became elliptical in the next steps with $\sigma_1$ becoming larger relative to $\sigma_2$ (see Fig. 6 and Fig. 7). The overall standard deviation of the error $\sigma$ grew almost linearly with the number of steps and distance traveled. The ratio of $\sigma$ divided by the traveled distance is 0.036 which is in the same order of magnitude as the sensors’ relative error.

Using Eq. (16) the standard deviation of the orientation of the vehicle at step $n$ can be evaluated directly as follows:

$$\sigma_\theta = \sqrt{2n \cdot \sigma_\alpha},$$

implying that the orientation error depends solely on the number of steps and the bearing sensor’s accuracy.

Additionally, the standard deviations in the ‘x’ and ‘y’ axes directions can be analytically derived from Eq. (16) (see Appendix):

$$\sigma_x = \sum_{i=1}^{n} r_i^2 \cos^2(\theta_{i-1} + \alpha_{i_1}) \sigma_d^2 + \sum_{j=1}^{i} \Omega(j) \left[ \sum_{i_j=1}^{n} r_{i_j} \sin(\theta_{i_j-1} + \alpha_{i_{j_1}}) \right] \sigma_\alpha^2,$$

$$\sigma_y = \sum_{i=1}^{n} r_i^2 \sin^2(\theta_{i-1} + \alpha_{i_1}) \sigma_d^2 + \sum_{j=1}^{i} \Omega(j) \left[ \sum_{i_j=1}^{n} r_{i_j} \cos(\theta_{i_j-1} + \alpha_{i_{j_1}}) \right] \sigma_\alpha^2,$$

where:

$$\Omega(j) = \begin{cases} 1, & j = 1 \\ 2, & j > 1 \end{cases}.$$
D. PATH COMPARISON

In this section, MCS are used to statistically calculate the influence of the sensor accuracy on the location error for three different paths (straight, ‘S’ shape, and square) using three advancing methods (parallel, alternating and following). In total, nine scenarios were examined for four different combinations of sensor errors (see Table I).

<table>
<thead>
<tr>
<th>Sensor variables</th>
<th>STD #1</th>
<th>STD #2</th>
<th>STD #3</th>
<th>STD #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_e=error/distance$</td>
<td>1%</td>
<td>5%</td>
<td>2%</td>
<td>5%</td>
</tr>
<tr>
<td>$\sigma_e$ [°]</td>
<td>0.1</td>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 9 A-C presents the path distribution of 30 simulations in a straight path using three different advancing methods: A) parallel, B) alternating and C) following. Figure 9 D-F, and G-I present the same different advancing methods for ‘S’ shape and square paths respectively. We used $\sigma_e=2\%$ and $\sigma_a=0.5\,°$.

The resulting total standard deviation, and its components along the direction of motion and in the vertical direction are summarized in Table II (A,B,C). Note that the standard deviation values were calculated twice; once using MCS (10,000 simulations) and then using the analytical expressions developed in the Appendix. The relative difference between both methods is always smaller than 1% (see Appendix).

For the straight path, (A), the overall standard deviation is the largest compared to the other paths and is nearly unaffected by the advancing method. However, for the other two paths (‘S’ shape (B) and square (C)), the parallel advancing method mostly generated smaller location errors, where the square path resulted with the smallest errors.

For the straight path, the standard deviation in the vertical direction is substantially larger than the standard deviation in the direction of motion. The square path on the other hand, resulted in nearly equal standard deviations both in the parallel and perpendicular direction, due to equal advancement in both directions.

Overall, the three different advancing methods (parallel, alternating and following) do not result in significant differences in the standard deviation values within a specific path. The size and the distribution pattern of the errors are influenced mainly by the overall advancing direction of the system and almost unaffected by the relative position of the vehicles within each step.

<table>
<thead>
<tr>
<th>Sensor variables</th>
<th>Parallel</th>
<th>Alternating</th>
<th>Following</th>
<th>Parallel</th>
<th>Alternating</th>
<th>Following</th>
<th>Perpendicular</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_e=1%$</td>
<td>1.51 m</td>
<td>1.49 m</td>
<td>1.51 m</td>
<td>0.404 m</td>
<td>0.403 m</td>
<td>0.631 m</td>
<td>1.46 m</td>
</tr>
<tr>
<td>$\sigma_e=0.1%$</td>
<td>[0.75%]</td>
<td>[0.72%]</td>
<td>[0.75%]</td>
<td>[0.20%]</td>
<td>[0.20%]</td>
<td>[0.31%]</td>
<td>[0.72%]</td>
</tr>
<tr>
<td>$\sigma_e=5%$</td>
<td>2.86 m</td>
<td>2.66 m</td>
<td>3.43 m</td>
<td>1.97 m</td>
<td>1.99 m</td>
<td>3.14 m</td>
<td>2.08 m</td>
</tr>
<tr>
<td>$\sigma_e=0.1%$</td>
<td>[1.4%]</td>
<td>[1.3%]</td>
<td>[1.7%]</td>
<td>[1.0%]</td>
<td>[1.0%]</td>
<td>[1.6%]</td>
<td>[1.0%]</td>
</tr>
<tr>
<td>$\sigma_e=2%$</td>
<td>7.23 m</td>
<td>7.16 m</td>
<td>6.97 m</td>
<td>0.836 m</td>
<td>0.840 m</td>
<td>1.26 m</td>
<td>7.18 m</td>
</tr>
<tr>
<td>$\sigma_e=0.5%$</td>
<td>[3.6%]</td>
<td>[3.6%]</td>
<td>[3.5%]</td>
<td>[0.42%]</td>
<td>[0.42%]</td>
<td>[0.63%]</td>
<td>[3.6%]</td>
</tr>
<tr>
<td>$\sigma_e=5%$</td>
<td>14.3 m</td>
<td>14.4 m</td>
<td>14.1 m</td>
<td>2.06 m</td>
<td>2.08 m</td>
<td>3.17 m</td>
<td>14.2 m</td>
</tr>
<tr>
<td>$\sigma_e=1%$</td>
<td>[7.2%]</td>
<td>[7.2%]</td>
<td>[7.1%]</td>
<td>[1.0%]</td>
<td>[1.0%]</td>
<td>[1.6%]</td>
<td>[7.2%]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor variables</th>
<th>Parallel</th>
<th>Alternating</th>
<th>Following</th>
<th>Parallel</th>
<th>Alternating</th>
<th>Following</th>
<th>Perpendicular</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_e=1%$</td>
<td>1.07 m</td>
<td>1.14 m</td>
<td>1.20 m</td>
<td>0.926 m</td>
<td>0.960 m</td>
<td>1.02 m</td>
<td>0.542 m</td>
</tr>
<tr>
<td>$\sigma_e=0.1%$</td>
<td>[0.54%]</td>
<td>[0.57%]</td>
<td>[0.60%]</td>
<td>[0.46%]</td>
<td>[0.48%]</td>
<td>[0.51%]</td>
<td>[0.27%]</td>
</tr>
<tr>
<td>$\sigma_e=5%$</td>
<td>3.35 m</td>
<td>3.89 m</td>
<td>4.02 m</td>
<td>2.43 m</td>
<td>2.80 m</td>
<td>2.91 m</td>
<td>2.31 m</td>
</tr>
<tr>
<td>$\sigma_e=0.1%$</td>
<td>[1.7%]</td>
<td>[1.9%]</td>
<td>[2.0%]</td>
<td>[1.2%]</td>
<td>[1.4%]</td>
<td>[1.4%]</td>
<td>[1.2%]</td>
</tr>
<tr>
<td>$\sigma_e=2%$</td>
<td>4.46 m</td>
<td>4.48 m</td>
<td>4.86 m</td>
<td>4.12 m</td>
<td>4.11 m</td>
<td>4.49 m</td>
<td>1.71 m</td>
</tr>
<tr>
<td>$\sigma_e=0.5%$</td>
<td>[2.2%]</td>
<td>[2.2%]</td>
<td>[2.4%]</td>
<td>[2.1%]</td>
<td>[2.1%]</td>
<td>[2.2%]</td>
<td>[0.85%]</td>
</tr>
<tr>
<td>$\sigma_e=5%$</td>
<td>9.17 m</td>
<td>9.23 m</td>
<td>10.0 m</td>
<td>8.40 m</td>
<td>8.36 m</td>
<td>9.12 m</td>
<td>3.68 m</td>
</tr>
<tr>
<td>$\sigma_e=1%$</td>
<td>[4.6%]</td>
<td>[4.6%]</td>
<td>[5.0%]</td>
<td>[4.2%]</td>
<td>[4.2%]</td>
<td>[4.6%]</td>
<td>[1.8%]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor variables</th>
<th>Parallel</th>
<th>Alternating</th>
<th>Following</th>
<th>Parallel</th>
<th>Alternating</th>
<th>Following</th>
<th>Perpendicular</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_e=1%$</td>
<td>0.877 m</td>
<td>0.973 m</td>
<td>0.831 m</td>
<td>0.607 m</td>
<td>0.734 m</td>
<td>0.587 m</td>
<td>0.634 m</td>
</tr>
<tr>
<td>$\sigma_e=0.1%$</td>
<td>[0.44%]</td>
<td>[0.49%]</td>
<td>[0.42%]</td>
<td>[0.30%]</td>
<td>[0.37%]</td>
<td>[0.29%]</td>
<td>[0.32%]</td>
</tr>
<tr>
<td>$\sigma_e=5%$</td>
<td>3.70 m</td>
<td>3.96 m</td>
<td>3.03 m</td>
<td>2.54 m</td>
<td>3.02 m</td>
<td>2.14 m</td>
<td>2.69 m</td>
</tr>
<tr>
<td>$\sigma_e=0.1%$</td>
<td>[1.8%]</td>
<td>[2.0%]</td>
<td>[1.5%]</td>
<td>[1.3%]</td>
<td>[1.5%]</td>
<td>[1.1%]</td>
<td>[1.3%]</td>
</tr>
<tr>
<td>$\sigma_e=2%$</td>
<td>2.83 m</td>
<td>3.24 m</td>
<td>3.15 m</td>
<td>1.99 m</td>
<td>2.41 m</td>
<td>2.25 m</td>
<td>2.01 m</td>
</tr>
<tr>
<td>$\sigma_e=0.5%$</td>
<td>[1.4%]</td>
<td>[1.6%]</td>
<td>[1.6%]</td>
<td>[0.99%]</td>
<td>[1.2%]</td>
<td>[1.1%]</td>
<td>[1.0%]</td>
</tr>
<tr>
<td>$\sigma_e=5%$</td>
<td>6.07 m</td>
<td>6.92 m</td>
<td>6.48 m</td>
<td>4.27 m</td>
<td>5.14 m</td>
<td>4.59 m</td>
<td>4.32 m</td>
</tr>
<tr>
<td>$\sigma_e=1%$</td>
<td>[3.0%]</td>
<td>[3.5%]</td>
<td>[3.2%]</td>
<td>[2.1%]</td>
<td>[2.6%]</td>
<td>[2.3%]</td>
<td>[2.2%]</td>
</tr>
</tbody>
</table>
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V. EXPERIMENTS

This section presents an experimental system that was used to validate our algorithm, experimental results and comparison to the previously presented Monte Carlo simulation.

A. EXPERIMENTAL SYSTEM

To validate our algorithm and simulations, we built a two-robot experimental system fitted with rotating turrets and cameras (see Fig. 10). Each turret is equipped with a smartphone’s video camera (1080x1920 pixels at 30fps). A green 6.5 cm tennis ball was placed at the top of the turret for visual identification. The turret is connected to a servo motor controlled by an Arduino microcontroller programmed to continuously rotate the turret by steps of 45 degrees, from zero till 180 and returning. At each stop, the turret pauses for one second (see Fig. 11). Given the camera’s field of view in the horizontal direction $\gamma$, is 40 degrees, the total field of view of each robot is 220 degrees.

We ran four different experiments in lab conditions that were each repeated five times. In each experiment, the robots (controlled by a human operator) advance in alternating steps while the turret rotates as the camera continuously records video. The localization of the robots is performed off-line at the end of the experiment. Each step is represented by two images (1080x1920), one from each camera and the orientation of the turrets $\alpha_{turret}$.

The bearing angle $\alpha$ of each robot is the sum of the orientation of the turret $\alpha_{turret}$ plus the angular position of the tennis ball in the picture $\alpha_{image}$.
\[ \alpha = \alpha_{\text{turret}} + \alpha_{\text{image}}. \]  

(26)

The angular position in the image is calculated using:

\[ \alpha_{\text{image}} = \arctan \left( \frac{C_x}{N_i} \tan \left( \frac{\gamma_x}{2} \right) \right), \]  

(27)

where \( C_x \) is the \( x \) coordinate of the center of the ball in pixels, with respect to the center of the frame (see Fig. 12, top right).

The distance \( r \) between the robots (see Fig. 12, bottom right) is calculated using:

\[ r = \frac{L}{\tan^{-1}(\alpha_L)} , \]  

(28)

where \( L \) is the length of the turret (21 cm) and \( \alpha_L \) is the view angle of the height of the turret in the frame, calculated from the image:

\[ \alpha_L = \frac{N_i}{N_y} \cdot \gamma_y, \]  

(29)

where \( N_i \) is the size of the turret in pixels and \( N_y \) is the overall size of the image in the \( y \) direction. The camera’s field of view \( \gamma_y \) in the vertical direction is 70 degrees. The distance \( r \) at each step is calculated from the average of both images (one from each robot).

\[ \alpha_{\text{image}} = \arctan \left( \frac{C_x}{N_i} \tan \left( \frac{\gamma_x}{2} \right) \right), \]  

(27)

\[ r = \frac{L}{\tan^{-1}(\alpha_L)} , \]  

(28)

\[ \alpha_L = \frac{N_i}{N_y} \cdot \gamma_y, \]  

(29)

where \( N_i \) is the size of the turret in pixels and \( N_y \) is the overall size of the image in the \( y \) direction. The camera’s field of view \( \gamma_y \) in the vertical direction is 70 degrees. The distance \( r \) at each step is calculated from the average of both images (one from each robot).

**FIGURE 11.** Top view of the robotics system. The turrets rotate in steps of 45 degrees.

The distance \( r \) between the robots (see Fig. 12, bottom right) is calculated using:

\[ r = \frac{L}{\tan^{-1}(\alpha_L)} , \]  

(28)

where \( L \) is the length of the turret (21 cm) and \( \alpha_L \) is the view angle of the height of the turret in the frame, calculated from the image:

\[ \alpha_L = \frac{N_i}{N_y} \cdot \gamma_y, \]  

(29)

where \( N_i \) is the size of the turret in pixels and \( N_y \) is the overall size of the image in the \( y \) direction. The camera’s field of view \( \gamma_y \) in the vertical direction is 70 degrees. The distance \( r \) at each step is calculated from the average of both images (one from each robot).

**B. RESULTS**

The results of the experiments are presented in Fig. 13 and Table III. All three experiments show high repeatability with a relatively small average error (1.1%, 0.14% and 3.4% respectively for the straight, square and ‘S’ experiments). The total standard deviation is also relatively small with respectively 1%, 0.63% and 3.0%. We believe that the most significant error in our experimental system is a systematic error in the bearing measurements. As previously discussed, the bearing sensor’s error has a high impact on the localization error.

**FIGURE 12.** Schematic diagram of distance (bottom right) and bearing (top right) calculation from frame. Top left: original frame, bottom left: frame after image filtering, center of ball and top and bottom of turret detected.

**FIGURE 13.** Experiment results of three different paths; from left to right: straight path, square path and ‘S’ path. Darker colors present real locations and lighter colors present calculated locations from five experiment results.
C. COMPARISON TO SIMULATION

The system’s repeatability error was evaluated by repeating the same measurement at least 10 times. The standard deviation of the calculated distances and bearing angles were $\sigma_d=1\%$ (with respect to the real distance) and $\sigma_\theta=0.3^\circ$. The values of the standard deviation were implemented in the MCS in order to compare the simulation to the experiments. The simulation results presented in Table IV show that the experimental results are of the same order as expected by the simulation. Note that since the MCS uses normally distributed random errors, the mean error for each step is zero.

TABLE IV. STANDARD DEVIATION VALUES OF SIMULATIONS’ LAST STEP WITH $\sigma_d=1\%$ AND $\sigma_\theta=0.3^\circ$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma$</td>
<td>$\alpha_\sigma$</td>
<td>$\alpha_\sigma$</td>
<td>$\alpha_\sigma$</td>
</tr>
<tr>
<td>Straight path</td>
<td>0.114 m</td>
<td>0.0423 m</td>
<td>0.106 m</td>
<td>0.0234$^a$</td>
</tr>
<tr>
<td>[10 steps, 7.5 m]</td>
<td>[1.5%]</td>
<td>[0.56%]</td>
<td>[1.4%]</td>
<td></td>
</tr>
<tr>
<td>Square path</td>
<td>0.0778 m</td>
<td>0.0637 m</td>
<td>0.0446 m</td>
<td>0.0296$^a$</td>
</tr>
<tr>
<td>[16 steps, 12 m]</td>
<td>[0.65%]</td>
<td>[0.53%]</td>
<td>[0.37%]</td>
<td></td>
</tr>
<tr>
<td>‘S’ path</td>
<td>0.0523 m</td>
<td>0.0389 m</td>
<td>0.0350 m</td>
<td>0.0209$^a$</td>
</tr>
<tr>
<td>[8 steps, 6 m]</td>
<td>[0.87%]</td>
<td>[0.65%]</td>
<td>[0.58%]</td>
<td></td>
</tr>
</tbody>
</table>

For the first two experiments, straight and square paths, the standard deviation is very similar to the simulation. In the ‘S’ shape path, the standard deviation of the experiment is of the same order as the simulation but is slightly more than 3 times larger.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we presented a simple, low cost method for precise multi-robot self-localization that relies on distance and bearing measurements. The system can be deployed in indoor areas where GPS signals are unavailable, and visibility is relatively low. The key advantage of this method is that it reduces the errors resulting from the inaccuracies of evaluating the orientation of the robots. We developed an analytical solution for the position of the robots and a numerical simulation to account for the statistical sensors’ errors. We show that the total relative error (cumulative error divided by travelled distance) is on the same order of magnitude as the sensors’ relative errors (error divided by distance), and that the angular error has a larger impact on the location errors than the distance error, thus making it important to use a relatively accurate bearing sensor.

Given that the sensor measurement contains statistical errors, we ran a Monte Carlo Simulation (MCS) and determined the spatial distribution of the measured/estimated location of the robot with the given sensors’ random errors (10,000 simulations for each case). To reduce the MCS computation time, we developed an approximated error evaluation method based on first order linear approximation. This method was 200 times faster than the direct method.

We then used the MCS to compare between different paths and advancing methods. We found that the chosen path governed the size of the location error, whereas the different advancing methods had little influence on the total error. For a given equal number of steps and total travelled distance, the smallest error is in the square path, followed by the ‘S’ shaped path and the largest error is with the straight path. Overall, using our localization algorithm, it is best to increase the size of the steps and decrease their number in order to reduce the bearing errors and increase the accuracy of the localization.

Next we present a two-robot experimental system used to further validate our algorithm. We performed experiments in three different paths, calculated the standard deviation and mean error values and compared the results to the Monte Carlo simulation. The results show that the method is very accurate with errors of about 1-3% of the total distance travelled.

Besides its advantages, the method presented in this paper does require a line of sight between the two cooperating robots and that one of the robots must remain fully static during each step. Another limitation is that the method is currently limited to 2D localization. However, we expect that it can be generalized to 3D problems.

Our future work will include further development of our experimental system using off-the-shelf sensors to verify the extent to which this system is implementable on some of our previously developed crawling and flying robots [23],[24]. On the theoretical level, we plan to expand our algorithm to a multi-robot system (three or more robots) and develop path planning strategies to increase accuracy, control the shape of the error distribution pattern and adapt the system to more complex dynamic environments.

APPENDIX

In this appendix we develop an analytical approximation of the standard deviation of the location error as a function of the standard deviations of the sensor accuracy. The approximated location and orientation of the vehicles is cumulative, meaning that it is affected by all the previous error measurements of the distance and bearing. The measurement error of the first step (see Eq. (15)) is:

$$E_1 = \begin{bmatrix} \cos \alpha_{i1} - r \sin \alpha_{i1} & 0 \\ \sin \alpha_{i1} & r \cos \alpha_{i1} \end{bmatrix} \Delta_1.$$  

(30)
At the second step it becomes:

\[
E_2 = E_1 + \begin{bmatrix}
0 & -r_j \sin(\theta_i + \alpha_{s,i}) & r_j \sin(\theta_i + \alpha_{s,i}) \\
0 & r_j \cos(\theta_i + \alpha_{s,i}) & -r_j \cos(\theta_i + \alpha_{s,i}) \\
0 & 0 & 0
\end{bmatrix} \Delta_1 \\
+ \begin{bmatrix}
\cos(\theta_i + \alpha_{s,i}) & -r_i \sin(\theta_i + \alpha_{s,i}) & 0 \\
\sin(\theta_i + \alpha_{s,i}) & r_i \cos(\theta_i + \alpha_{s,i}) & 0 \\
0 & 0 & -1
\end{bmatrix} \Delta_2.
\]  

(31)

And at the third step:

\[
E_3 = E_2 + \begin{bmatrix}
0 & -r_j \sin(\theta_i + \alpha_{s,i}) & r_j \sin(\theta_i + \alpha_{s,i}) \\
0 & r_j \cos(\theta_i + \alpha_{s,i}) & -r_j \cos(\theta_i + \alpha_{s,i}) \\
0 & 0 & 0
\end{bmatrix} \Delta_1 \\
+ \begin{bmatrix}
0 & -r_j \sin(\theta_i + \alpha_{s,i}) & r_j \sin(\theta_i + \alpha_{s,i}) \\
0 & r_j \cos(\theta_i + \alpha_{s,i}) & -r_j \cos(\theta_i + \alpha_{s,i}) \\
0 & 0 & 0
\end{bmatrix} \Delta_2 \\
+ \begin{bmatrix}
\cos(\theta_i + \alpha_{s,i}) & -r_i \sin(\theta_i + \alpha_{s,i}) & 0 \\
\sin(\theta_i + \alpha_{s,i}) & r_i \cos(\theta_i + \alpha_{s,i}) & 0 \\
0 & 0 & -1
\end{bmatrix} \Delta_3.
\]  

(32)

Generalizing the total error at step \( n \), the error \( E_n \) in the directions \( x, y \) and the orientation \( \theta \) is:

\[
E_n = \left[ \begin{array}{c} E_x \\ E_y \\ \theta \end{array} \right] = \sum_{i=1}^{n} B_{i,n} \Delta_i,
\]  

(33)

where the sensor error \( \Delta_i \) at step \( i \) is:

\[
\Delta_i = \begin{bmatrix} \Delta r_i \\ \Delta \alpha_{s,i} \\ \Delta \alpha_{d,i} \end{bmatrix},
\]  

(34)

and the matrix \( B_{i,n} \) is calculated using:

\[
B_{i,n} = B_i + \sum_{j=i+1}^{n} C_j,
\]  

(35)

where:

\[
B_i = \begin{bmatrix}
\cos(\theta_{i-1} + \alpha_{s,i}) & -r_i \sin(\theta_{i-1} + \alpha_{s,i}) & 0 \\
\sin(\theta_{i-1} + \alpha_{s,i}) & r_i \cos(\theta_{i-1} + \alpha_{s,i}) & 0 \\
0 & 0 & -1
\end{bmatrix},
\]  

(36)

and:

\[
C_i = \begin{bmatrix}
0 & -r_j \sin(\theta_{i-1} + \alpha_{s,i}) & r_j \sin(\theta_{i-1} + \alpha_{s,i}) \\
r_j \cos(\theta_{i-1} + \alpha_{s,i}) & -r_j \cos(\theta_{i-1} + \alpha_{s,i}) & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]  

(37)

Using Eq. (33), and under the assumption of random uncorrelated sensor measurement errors \( \Delta_i \) (i.e. covariance of any two measurements is zero),

\[
\text{var}(\Delta) = \begin{bmatrix} \text{var}(\Delta r) \\ \text{var}(\Delta \alpha_s) \\ \text{var}(\Delta \alpha_d) \end{bmatrix} = \begin{bmatrix} \sigma_r^2 \\ \sigma_{\alpha_s}^2 \\ \sigma_{\alpha_d}^2 \end{bmatrix},
\]  

(38)

the variance of the total measurement error is:

\[
\text{var}(E) = \sum_{i=1}^{n} \text{var}(B_{i,n} \Delta_i).
\]  

(39)

The standard deviation in the \( x \) and \( y \) directions, respectively \( \sigma_x \) and \( \sigma_y \), are (Eq. (23)-(25)):

\[
\sigma_x = \left[ \sum_{i=1}^{n} r_i^2 \cos^2(\theta_{i-1} + \alpha_{s,i}) \sigma_r^2 \\
+ \sum_{i=1}^{n} \Omega(j) \left( \sum_{j=i}^{n} r_j \sin(\theta_{i-1} + \alpha_{s,i}) \right)^2 \sigma_{\alpha_s}^2 \right]^{0.5},
\]  

(40)

\[
\sigma_y = \left[ \sum_{i=1}^{n} r_i^2 \sin^2(\theta_{i-1} + \alpha_{s,i}) \sigma_r^2 \\
+ \sum_{i=1}^{n} \Omega(j) \left( \sum_{j=i}^{n} r_j \cos(\theta_{i-1} + \alpha_{s,i}) \right)^2 \sigma_{\alpha_d}^2 \right]^{0.5},
\]  

(41)

where:

\[
\Omega(j) = \begin{cases} 1, & j = 1 \\
\frac{1}{2}, & j > 1 
\end{cases}.
\]  

(42)

And the standard deviation of the orientation \( \sigma_{\theta} \) is (Eq. (22)):

\[
\sigma_{\theta} = \sqrt{2n} \cdot \sigma_{\alpha_s},
\]  

(43)

The validation of Eq. (40)-(42) is performed in Table V where a comparison is made between the total standard deviation values \( \sigma \) calculated using the MCS (10,000 simulations) and the analytical expression. The results show that the largest relative difference between the two methods is 0.79%.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma = 1% )</td>
<td>( \sigma = 0.1^\circ )</td>
<td>1.073 m</td>
<td>1.075 m</td>
<td>0.23%</td>
<td>1.137 m</td>
<td>1.134 m</td>
<td>0.27%</td>
<td>1.198 m</td>
<td>1.204 m</td>
<td>0.55%</td>
<td>1.198 m</td>
<td>1.204 m</td>
</tr>
<tr>
<td>( \sigma = 5% )</td>
<td>( \sigma = 0.5^\circ )</td>
<td>3.353 m</td>
<td>3.372 m</td>
<td>0.58%</td>
<td>3.887 m</td>
<td>3.857 m</td>
<td>0.79%</td>
<td>4.023 m</td>
<td>4.010 m</td>
<td>0.32%</td>
<td>4.023 m</td>
<td>4.010 m</td>
</tr>
<tr>
<td>( \sigma = 2% )</td>
<td>( \sigma = 0.5^\circ )</td>
<td>4.465 m</td>
<td>4.468 m</td>
<td>0.080%</td>
<td>4.484 m</td>
<td>4.499 m</td>
<td>0.32%</td>
<td>4.864 m</td>
<td>4.843 m</td>
<td>0.45%</td>
<td>4.864 m</td>
<td>4.843 m</td>
</tr>
<tr>
<td>( \sigma = 5% )</td>
<td>( \sigma = 1^\circ )</td>
<td>9.173 m</td>
<td>9.148 m</td>
<td>0.27%</td>
<td>9.233 m</td>
<td>9.276 m</td>
<td>0.46%</td>
<td>10.01 m</td>
<td>9.965 m</td>
<td>0.43%</td>
<td>10.01 m</td>
<td>9.965 m</td>
</tr>
</tbody>
</table>
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