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ABSTRACT Stream media transmission requires strict quality of service (QoS) parameters such as maximum delay and delay jitter. An effective streaming media routing algorithm is a key factor in ensuring QoS. The existing solution only considers a single parameter indicator in the performance parameters such as bandwidth, delay and utilization of the link, and fails to comprehensively measure the data flow in the network. It is not possible to comprehensively measure the relationship between the business attributes and the QoS parameters. Firstly, the deterministic upper bounds of QoS parameters in streaming media networks are solved by using network calculus theory, and the QoS parameters are normalized, and a multi-constrained QoS resource allocation model is established; the separation of control and forwarding planes is defined by using software-defined networking (SDN) to deploy the multi-constrained QoS resource allocation model in the control plane; the QoS routing system of streaming media network based on the SDN is designed and implemented, including flow table scheduling model, routing function, measurement and forwarding modules. In the routing function module of the SDN controller, a multi-constrained QoS routing algorithm based on network calculus is implemented. Experimental results show that the proposed multi-constrained QoS resource allocation model based on network calculus and the multi-constrained centralized QoS routing algorithm based on the SDN have good performance.
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I. INTRODUCTION

A. MOTIVATION: QOS OF STREAMING MEDIA

As the household use and penetration rates have increased, Over-The-Top (OTT) video streaming has become a mainstream behavior [1]. Recently, the streaming service OTT report 2018 released by ComScore, a global Internet information service provider in the United States [2], shows that the market of OTT is taking a stable growth trend; OTT devices are had by about 59.5 million homes in the United States. It grew by 17% a year, accounting for two-thirds of all internet-connected homes. Those homes spent 54 hours watching OTT video content in April 2018, increasing 28% in viewing time year-on-year. The use of streaming data increased by 73%, almost as much as that of computers.

Streaming transmission is the key technology to realize streaming media. In the case of streaming transmission, streaming media data has the basic characteristics of real-time and isochronous. The client terminal shall guarantee the synchronous relationship among various media in the streaming service period. Therefore, streaming media transmission has strict requirements on parameters of QoS such as maximum delay and delay jitter.

In TCP/IP reference model, TCP protocol adopts sliding window control mechanism. Data transmission is started and closed dynamically with the flow control window, which is difficult to meet the real-time and isochronous transmission requirements of streaming media. The connectionless feature of UDP protocol can improve the rate of transmission. Although it can meet the real-time requirements of streaming media to some extent, it cannot meet the need for streaming media transmission due to its unreliability.

To realize real-time transmission and broadcast of stream-
ing media on IP networks, a communication control layer should be added between the transmission layer and application layer when designing streaming media server, and corresponding real-time transmission protocols should be adopted, such as RTP, RTCP and RTSP to realize the real-time transmission of streaming media data. However, the solution of IP-based streaming media mentioned above has a large amount of work to maintain and lacks flexible control functions and extension mechanism, which makes it difficult to meet the requirements of QoS, such as maximum delay and delay jitter of rapidly increasing streaming media data [3], [4].

B. BASICS: QOS ROUTING BASED ON THE SDN

QoS routing is a mechanism to select paths based on the available resources of networks and the QoS requirements of business flows. To realize QoS strategy and traffic awareness routing, an important prerequisite is to collect the traffic status information of the global network in real time, such as transmission delay, bandwidth and packet loss rate of each link. The performance of any QoS routing algorithm is related to the accuracy of network state information obtained. That is, the more accurate the traffic status information is, the more accurate the QoS routing algorithm is in implementing network traffic scheduling.

The SDN is a new network architecture that is open and programmable by using the coupling idea of network control and forwarding [5]. The network administrator can flexibly choose the corresponding QoS strategy according to the users’ need for transmission flow, realizing the bandwidth allocation more efficiently, and making full use of the bandwidth resources of the whole network. The OpenFlow protocol is the first standard communication interface defined between the control layer and the forward layer in the SDN architecture [6]. The OpenFlow switch provides support for QoS by implementing a simple queue mechanism.

Under the SDN architecture, the centralized controller can obtain the traffic state information of the global network. The SDN uses the global network view to provide the configuration engines of OpenFlow for QoS control of each flow, to realize QoS routing optimization. There are existing researches about mainstream media modeling, analysis, and scheduling [7], [8], and routing in the SDN [9]–[18]. However, these QoS routes are imprecise for streaming media networks.

Network calculus is a network performance analysis tool [19] based on the min-plus algebra and the max-plus algebra, which can accurately solve the parameters of network QoS. Azodolmolky et al. [20] first used network calculus to model the upper bound of delay and queue length in SDN switch, and analyzed the buffer length of SDN controller and switch. Guck et al. [21], [22] has studied the separation between fast routing and resource allocation in industrial Internet based on the separation of SDN control and forwarding by using network calculus theory. There are some existing studies on QoS of SDN and its routing based on network calculus [23]–[29]. However, these studies do not look at the impact of different business types on resource allocation and routing performance. Our previous works focused on a routing algorithm in a large-scale SDN [30] and a software-defined congestion control algorithm for IP networks [31].

In this paper, we study the resource allocation routing of multi-constraint QoS based on network calculus. Especially we studies the deterministic multi-constraint centralized QoS routing framework in a software-defined streaming network environment. The main contribution of this paper is as follows:

- We propose a deterministic multi-constrained QoS resource allocation model based on network calculus. Based on the single-node QoS model and the end-to-end delay model, it normalizes the QoS parameters and comprehensively considers the impact of network bandwidth, delay, and switch buffer on streaming media transmission. While ensuring the QoS, link utilization is better improved.

- To guarantee the QoS of streaming media stream, we design and implement a deterministic multi-constrained centralized QoS routing (DMCQR) algorithm based on network calculus. The algorithm divides the service flow into a streaming media stream and other data flows. The routing of the streaming media stream depends on the QoS resource configuration model mentioned above for modeling analysis to select an optimal forwarding path.

- We extended the basic functions of the controller and built a DMCQR system based on software-defined streaming media network, including flow table scheduling model, functions in the routing system, measurement and forwarding modules, and DMCQR. The algorithm embeds a functional module.

The remainder of this paper is organized as follows. In Section II, related work is introduced. In Section III, we introduce the basic theory of network calculus and deduce the deterministic upper bound of QoS parameters, and establish the multi-constraint QoS resource model. We design the flow table scheduling model of SDN switch and the architecture of QoS routing system in Section IV. In Section V, we implement the routing system and routing algorithm, and conduct experiments. A conclusion is made in Section VI.

II. RELATED WORK

A. QOS ROUTING BASED ON THE SDN

To guarantee the transmission of multimedia video streams with QoS, Egilmez et al. [9] proposed the OpenQoS which classifies transmission traffic into multimedia video streams and other data streams by matching rules for OpenFlow. For the multimedia video stream, OpenQoS adds a service layer on the OpenFlow controller in combination with the characteristics of delay and packet loss for the measurement on transmission path, and selects a transmission path satisfying QoS parameters. Other data streams remain on the original shortest path. In view of large-scale SDN network deployment, Egilmez et al. further proposed a distributed...
control plane framework on the basis of OpenQoS to support QoS service demands of multi-operators in multimedia business flow. At the same time, an optimization framework for implementing end-to-end QoS services across multiple domains is proposed, and a message mechanism for QoS routing information interaction between controllers and different domains is designed. Ishimori et al. [10] made some improvement like extending the OpenFlow network data channel, adding QoS module, controlling multiple package scheduler of Linux kernel, providing QoS message to abstract the complexity of queue configuration, and improving the flexibility of QoS control. Sonkoly et al. [11] extended the Ofelia Control Framework (OCF) and proposed QoS formalization. The implemented extension modules of the OCF include OCF Expedient, opt-in Manager, FlowVisor, and OF datapath. Fine-grained QoS control is realized on an experimental bed of the OCF. Ongar et al. [12] proposed a centralized management and orchestration framework in the SDN, to implement the real-time multimedia applications to distinguish the network services to achieve Service Level Agreements (SLA). The framework defines an extended QoS architecture to seamlessly integrate the standard form of the SDN with other solutions, using SDN ability in the integration of wired and wireless environment for multimedia applications to provide network QoS. Jeong et al. [13] proposed a QoS-aware Network Operating System (QNOX) for the general OpenFlow/SDN, including service element (SE), control element (CE), management element (MJE) and cognitive knowledge element (CKE). The SE is responsible for the acceptance of user service requests, such as computing and storage capacity, requirements of QoS parameters, performance requirements and security levels. The ME is responsible for network resource discovery, multi-layer/multi-domain QoS sensing virtual coverage network configuration, virtual network topology management and performance monitoring. Cui et al. [14] introduced a network classification technology applied in the SDN, which enabled networks to sense application, distinguish various application flows and know the needs of different flows. The technology takes an advantage of new intelligent features to forward traffic based on bandwidth and delay requirements to improve QoS of applications and optimizing network resource allocation. Sharma et al. [15] combined SDN control with traditional network management functions and proposed an i-NMCS framework. The framework transforms the specific strategy of network operators into SDN control function, and makes routing selection and QoS configuration according to network state and flow demand. Kotronis et al. [16] proposed a Control Exchange Point (CXP) model, which uses orchestration based on SDN to receive requests for end-to-end paths guaranteed by QoS, embeds paths in inter-domain virtual topologies and supervises QoS guarantees provided by supervision. Based on the SDN and NaaS paradigms, Bueno et al. [17] proposed a Network Control Layer (NCL), which provides a dynamic, on-demand end-to-end network resource supply mechanism and supports the management of different types of QoS parameters of different types of flows, and allows them to be served by dynamically configuring networks. Liu et al. [18] proposed a scheme to optimize the quality of HTTP video using the SDN. Under this scheme, users can obtain video resources with higher QoS and Quality of user Experience (QoE) from adjacent routers. Fu et al. [32] proposed the disjoint Multi-path Routing Algorithms in Software Defined Networking (DMRA) by using the residual disjoint paths as a network flow from the source node to the terminal node. This scheme gives a method of computing the shortest path from a single shortest path to multiple disjoint shortest paths.

B. QOS FRAMEWORK OF THE SDN BASED ON NETWORK CALCULUS

Azodolmolky et al. [20] first used the network calculus framework to analyze the behavior of SDN switches, including the delay and queue length boundary of the SDN switch, the buffer length of SDN controllers and SDN switches. An analysis model of the SDN based on network calculus theory was proposed. Qin et al. [23] designed an SDN architecture suitable for the Internet of Things (IoT) environment, in which the IoT SDN controller utilizes network calculus and genetic algorithm to optimize the IoT application. Guck et al. [24] established communication services with end-to-end real-time service quality based on the SDN, and proposed a deterministic network model, and used network calculus to calculate the optimal path of each stream through the priority queue. Duan [25] proposed a network as a service framework based on the SDN, making it possible to support end-to-end network service orchestration. An abstract model of network service capability based on network calculus was proposed, and the bandwidth allocation of network service providing end-to-end QoS guarantee was studied. Heise and Koohanehtani et al. [26], [27] studied SDN network performance respectively based on network calculus. Chen et al. [28] proposed the deterministic delay guarantee of the dynamic service chain in the SDN based on network calculus. Nguyen et al. [29] modeled the software-defined wireless access network. Guck et al. established a network model for real-time QoS in an industrial environment based on an SDN using network calculus theory in [33], studied the separation between industrial Internet fast routing and resource allocation based on the separation thought of the SDN control plane and forward plane by using network calculus theory in [21], [22].

However, the above work only considers the single parameter index in the performance parameters such as bandwidth, delay and utilization of the link, and fails to comprehensively measure the relationship between the business attributes of the data flow in the network and the QoS parameters.
A. NETWORK CALCULUS

Network calculus is a set of mathematical results obtained by in-depth study of communication networks. It is a network performance analysis tool based on min-plus algebra and max-plus algebra [19], [34]–[36]. Network calculus calculates network performance parameters by arrival curve and service curve, providing a theoretical framework for QoS guarantee of streaming media in the SDN. This section mainly introduces the definitions and theorems of network calculus [34].

Definition 1: (Wide-Sense Increasing). If a function f is continuous and has a first derivative, then the set of wide-sense increasing functions is defined as
\[
F = \{ f(t) | f(0) \geq 0, \forall u \leq t, f(u) \leq f(t), t \in [0, +\infty) \}
\]  
where \( F_0 = \{ f(t) | f(t) \in F, f(0) = 0 \} \).

Definition 2: (Infimum). The two functions f and g are non-negative wide-sense increasing functions, and the infimum of the functions f and g is
\[
f \land g = \min\{ f, g \}, f, g \in F
\]  
where \( F_0 = \{ f(t) | f(t) \in F, f(0) = 0 \} \).

Definition 3: (Min-Plus Convolution). Let f and g be two non-negative wide-sense increasing functions, and their values may be infinite, then the min-puls convolution of f and g is
\[
(f \otimes g)(t) = \inf_{0 \leq s \leq t} \{ f(t-s) + g(s) \}
\]  
for \( t < 0 \), we have \( (f \otimes g)(t) = 0 \).

Min-plus convolution has the associativity and commutativity,
\[
(f \otimes g)(t) = (g \otimes f)(t)
\]  
and
\[
(f \otimes g) \otimes h = f \otimes (g \otimes h)
\]  
In addition, if f and g are concave functions and \( f(0) = g(0) \), we have \( f \otimes g \leq \min\{ f, g \} \).

Definition 4: (Arrival Curve). Given a non-negative wide-sense increasing function \( \alpha \), if and only if \( I(t) - I(s) \leq \alpha(t-s), \forall s \leq t, \alpha \) is called the arrival curve of I, or I is restricted to the arrival curve \( \alpha \). It can also be expressed as
\[
I(t) \leq (I \otimes \alpha)(t)
\]  
In particular, if the arrival curve is
\[
\alpha(t) = \min\{ pt + M, rt + b \}
\]  
where I is limited by \( T - SPEC(M, p, r, b) \). In IntServ networks, \( (M, p, r, b) \) is an IETF traffic specification \( T - SPEC \), which is widely used to illustrate the traffic characteristics of IntServ networks.

It is especially noted that if Equs. (6) and (7) are meaningful, the functions are sub-additive.

Definition 5: (Sub-Additivity). When a function \( \alpha \) has sub-additivity, that is
\[
\alpha(s + t) \leq \alpha(s) + \alpha(t), \forall s, t \geq 0
\]  
Definition 6: (Service Curve). Assuming a traffic flow passes through a network system S, and its input and output functions are \( R \) and \( R^* \), respectively, if and only if the wide-sense increasing function \( \beta \) satisfies
\[
\beta(t) = \begin{cases} 
\beta(0) = 0, t \leq 0 \\
R^* \geq \inf_{s \leq t} \{ R(s) + \beta(t-s) \}, t > 0
\end{cases}
\]  
where \( \beta \) is called the service curve provided by the system S for the business flow.

Theorem 1: (Nodes in Series). If a traffic flow passes through a series of nodes: \( S_1, S_2 \) and the service curve provided by each node \( S_i \) is \( \beta_i \), where \( i = 1, 2 \), then the service curve \( \beta \) provided by the system with two nodes in series is
\[
\beta = \beta_1 \otimes \beta_2
\]  
Theorem 1 fully reflects the situation of burst adding a delay in the Internet. Considering that multiple nodes are connected in series, Theorem 2 can be obtained.

Theorem 2: (End-to-End Service Curve). When the service curve provided by node \( i (i = 1, 2, N) \) is expressed as \( \beta_i \), the end-to-end service curve \( \beta_{2e} \) of N nodes in series is
\[
\beta_{2e} = \beta_1 \otimes \beta_2 \otimes \cdots \otimes \beta_i \otimes \cdots \otimes \beta_N
\]  
Theorem 3: (Backlog Bound). Assuming that a traffic flow with an arrival curve \( \alpha \) passes through a network system S with a service curve \( \beta \), at any time \( t \), the backlog \( R(t) - R^*(t) \) satisfies
\[
R(t) - R^*(t) \leq \sup_{s \geq 0} \{ \alpha(s) - \beta(s) \}
\]  
Backlog refers to the number of packets waiting for the service in system S at t time. In the first case, the system S is a complex network, so the backlog is represented as the amount of data transmitted by the system S. In the second case, the system S is a simple buffer, and the backlog represents the queue length waiting for the service in the buffer.

Lemma 1:

Assuming that the service curve of a network node satisfies the rate-latency function, the relationship between the rate R and the delay T is
\[
T = \frac{C}{R} + \frac{L}{c}
\]  
where C is the maximum packet of traffic flow, L is the maximum packet of all traffic flows through the network node, and c is the total rate of the scheduler.

B. QOS MODEL FOR SINGLE NODE

Assuming a streaming media flow limited by the arrival curve \( T - SPEC(M, p, r, b) \) passes through system S shown in Fig. 1, and the service curve \( \beta \) of system S is the rate-latency function \( \beta_{R,T} \), we have \( \beta = \beta_{R,T} \). In this case, the service rate \( R \) is greater than or equal to the average rate \( r \) of traffic flow.
The maximum distance between $\alpha$ and $\beta$ from the vertical direction can be measured in Fig. 1. According to Equ. 12, the upper bound of backlog can be obtained.

$$B_{\text{max}} = \max\{\alpha(T), \alpha(s) - \beta(s)\}$$

where $s = \frac{b-M}{p-r}$.

Therefore, the upper bound $D_{\text{max}}$ of delay is

$$D_{\text{max}} = \max\{\frac{\alpha(t)}{R} + T - s, \frac{M}{R} + T\}$$

Using min-plus algebra, we can obtain the required buffer size for streaming media, this is

$$B_{\text{max}} = rt + b + \frac{b-M}{p-r}T + (p-M)^+ - p + r$$

The upper bound of the delay of streaming media is

$$D_{\text{max}} = \frac{M}{R} + \frac{b-M}{p-r} \times \frac{(p-R)^+}{R} + T$$

The required effective bandwidth is the maximum value in the slope of $r$, QA and QB, and we have

$$E_D = \max\{\frac{M}{D}, r, p \times (1 - \frac{D - \frac{M}{p}}{s + D})\}$$

where $D$ is the maximum delay of QoS guarantee, and $(x)^+$ represents $\max\{0, x\}$.

C. END-TO-END DELAY MODEL

Resource reservation is accomplished by establishing connections between ports. The node $i$ on the path assigns the connection rate $R_i$ for streaming media, where $R_i \geq r$, and the service curve is $\beta_{R,T}$. According to Lemma 1, the rate $R$ and the delay $T$ in the rate-latency function of the entire path to the streaming media stream are

$$R = \min_{i=1,2,\ldots,N}\{R_i\}$$

and

$$T = \sum_{i=1}^{N} \left(\frac{C_i}{R_i} + D_i\right)$$

where $C_i$ and $D_i$ represent respectively the rate-dependent and rate-independent delay deviations of routing for streaming media, so the values of $C_i$ and $D_i$ are determined by routing policies. After passing through $N$ nodes, the rate-dependent and rate-independent delay deviations $C_{\text{tot}}$ and $D_{\text{tot}}$ of streaming media are respectively

$$C_{\text{tot}} = \sum_{i=1}^{N} C_i$$

and

$$D_{\text{tot}} = \sum_{i=1}^{N} D_i$$

According to Equs. (20), (21) and (23), we have

$$T = \frac{C_{\text{tot}}}{R_n} + \frac{D_{\text{tot}} - d}{R}$$

where $d = \sum_{i=1}^{N} C_i \left(\frac{1}{R_i} - \frac{1}{R}\right)$. By Equ. (17), if so $R \geq r$, we obtain the upper bound of end-to-end delay, this is

$$D_{\text{max}} = \frac{M}{R} + \frac{(b-M) \times (p-R)^+}{R(p-r)} + \frac{C_{\text{tot}}}{R} + D_{\text{tot}} + \frac{\delta_{\text{tot}}}{R} - d$$

D. MULTI-CONSTRAINED QOS RESOURCE ALLOCATION MODEL

By considering the performance indicators of network links, such as remaining bandwidth, delay and packet loss rate, we can obtain the most suitable path. Because of the different meanings of these network performances, it is necessary to standardize the performance indicators by making them comparable, that is, we need normalize the performance indicators. In this paper, we adopts min-max normalization as shown in Equ. (26).

$$x^\delta = \frac{x - \min\{\}}{\max\{\} - \min\{\}}$$

where $\max\{\}$ represents the maximum value, and $\min\{\}$ means the minimum. We have

$$E(x^\delta) = \frac{E(p) - \min\{E(\text{path})\}}{\max\{E(\text{path})\} - \min\{E(\text{path})\}}$$

and

$$D(x^\delta) = \frac{D(p) - \min\{D(\text{path})\}}{\max\{D(\text{path})\} - \min\{D(\text{path})\}}$$

and

$$B(x^\delta) = \frac{B(p) - \min\{B(\text{path})\}}{\max\{B(\text{path})\} - \min\{B(\text{path})\}}$$

where the remaining bandwidth of path $p$ is $E(p)$, the total delay $D(p)$ of path $p$ is the sum of the delay of all links in the path, and the buffer size of nodes is expressed by $B(p)$.

When there are many paths to choose, the Packet-in message first determines which type of service the packet...
belongs to, and then calculates the QoS resource allocation on the corresponding path. Using Equ. (30), we can solve the problem of the multi-constrained QoS resource allocation $W(p)$ on path $p$, this is

$$W(p) = \alpha \times E(x^\delta) - \beta \times D(x^\delta) - \gamma \times B(x^\delta), p \in \text{path}$$  (30)

The remaining bandwidth in Equ. (30) is positively related to $W$, so it $E(x^\delta)$ is positive. $D(x^\delta)$ and $B(x^\delta)$ is negatively related to $W$, so they are negative. Because streaming media has different QoS requirements for remaining bandwidth, latency, and buffer size, the values of $\alpha$, $\beta$ and $\gamma$ are also different in $W$. When streaming media is routing, it is necessary to find a path that satisfies both low delay and high remaining bandwidth. The larger the $W$ value indicates that the path is more suitable for streaming media. So, we have $\alpha \geq \gamma \geq \beta$.

IV. MULTI-CONSTRAINED QoS ROUTING SYSTEM DESIGN

The deterministic multi-constrained QoS routing mechanism based on the SDSMN is as follows. First, the SDSMN controller selects a path conforming to the streaming media QoS requirement by using the function module according to the QoS requirement of the streaming media data; the SDSMN controller pushes the flow table and rules to configure the route in nodes; it forwards the streaming media data according to the rules. The related model and architecture design are described as shown.

A. FLOW TABLE SCHEDULING MODEL IN SWITCH

In the SDSMN, the packets of different applications come into SDSMN switches, and they form multiple queues. The flow table is pushed by programming the controller, so that these queues are properly scheduled to implement the forwarding of different types of traffic. An implementation scenario is shown in Fig. 2.

To meet different performance requirements, we distinguish the data flows and divide the data flows into streaming media flows and other flows. Streaming media flows have a higher priority than other flows, while the same type of flows adopts a fair queuing principle. In this paper, we propose a hybrid scheduling model with aggregate priority, as shown in Fig. 3.

FIGURE 3: Hierarchical scheduling model.

B. QOS ROUTING ARCHITECTURE

The QoS routing architecture consists of a controller layer and an underlying device layer of the SDSMN, as shown in Fig. 4. The work flow of the QoS routing system is as follows: (1) If the streaming media flows with QoS requirements arrive, the packet information of flows is routed to the controller. The receiving module of the controller receives the packet information and sends it to the function module; (2) the network resource status path is Obtained from the measurement module, and the network topology is obtained from the topology module; (3) the routing configuration module is responsible for configuring the switches on the path; (4) after the routing configuration module configures the route, the forwarding module is invoked, and the forwarding module generates a new flow entry and sends it to the switch.

FIGURE 4: QoS routing architecture.

In the QoS routing architecture, the topology of the network is recorded in the topology module. The main function of the topology module is to monitor the change of the network topology and update the topology in time. The receiving module is configured to receive data packets. The routing configuration module is responsible for configuring the switches on the path. In this paper, we focus on the function, measurement and forwarding modules.

1) Function Module

The function module is the core of the QoS routing architecture. When the data packet arrives at the routing node,
the route reports to the SDSMN controller, and the SDSMN controller recognizes the type of the data flow. If it is not a streaming stream, the shortest path is calculated directly using the Dijsktra algorithm. If it is a streaming media stream, the network accomplishes acceptance judgment. If it is accepted, we use the proposed DMCQR routing algorithm to calculate the path. If it is not accepted, we check whether it needs adjusting, and then we execute route based on the result. The process of the function module is shown in Fig. 5.

2) Measurement module
When the function module selects the optimal path, in addition to obtaining the underlying network topology from the topology module, it should also obtain the allocation of network resources, so that when selecting a path for the streaming media, the link with relatively less load can be preferentially selected, thereby reducing the impact of the application flow.

The OpenFlow protocol allows administrators and programmers to obtain information such as flow entries, ports, and queues on the underlying route. They can also obtain information such as the number of packets received and sent in the route, the number of bytes, the corresponding time, and the number of lost packets. The principle of collecting these routing information is that the SDSMN controller sends a Flow Statistics Request message to the route, and then queries the routing information at regular intervals. The shorter the interval, the more accurate the obtained routing information. The SDSMN controller can obtain the underlying network resource status and network performance indicators by querying these routing information. It is also because of the features of the SDSMN that the SDSMN has strong network monitoring capabilities.

The measurement module includes: link discovery, packet loss rate measurement, and delay measurement. Where the delay is the more important network performance parameter in QoS, but there is no function to measure the network delay in measurement module of the SDN controller, such as Floodlight. The tester sends a sniffing packet with a time stamp to the node through the SDSMN controller, passes the sniffing packet to another node, and finally passes it back to the SDSMN controller. The delay between the two nodes is calculated using the time difference between the back and forth.

3) Forwarding Module
The forwarding module of the SDSMN controller is mainly to operate on the flow table and forward the flow table to the router. In the forwarding module, the Forwarding class extends the Forwarding Base which is abstract class, and implements the IOFMessageListener. The processing procedure of the forwarding module is as follows: receiving a message, checking and determining the message type, invoking a routing decision, delivering a flow table, and installing a flow table.

V. DMCQR ALGORITHM
The function module of the QoS routing system classifies the flows. If the data is a non-streaming media, the Dijsktra algorithm is used to calculate the shortest routing path, otherwise the proposed DMCQR algorithm is used to calculate the optimal routing path. The process of the DMCQR algorithm is as follows: When the SDSMN controller obtains the Packet-in packet, the DMCQR algorithm is first used to perform statistics on all paths from the source route to the destination route and judge the number of paths obtained by the algorithm. If $N < 1$, it returns null. If $N = 1$, this path is returned. If $N > 1$, the corresponding QoS resource allocation $W(p)$ for all paths is calculated by Eq. 30, and the path corresponding to the maximum QoS resource allocation $W(p)$ is returned. The pseudocode of the DMCQR algorithm is shown in Algorithm 1.

VI. PERFORMANCE EVALUATION
A. EXPERIMENTAL ENVIRONMENT
The experimental environment was run under Ubuntu 16.04 STL i386. We tested the performance of DMCQR using the RYU controller and the network simulation software mininet [37]. RYU is a lightweight SDN controller that can be customized to integrate python scripts. RYU is a lightweight SDN controller that can be customized to integrate python scripts. Mininet is an open source software developed by Stanford University, OpenFlow-based network controllers prototyped in Mininet can usually be transferred to hardware with minimal changes for full line-rate execution.

First, we start the RYU controller. The RYU controller loads basic modules based on its profile information, including topology module and link discovery module. The topology is created by Mininet connected to the RYU controller. The link discovery module and the topology module construct the topology of the entire network by processing Packet-in messages. If you need to collect the underlying network information, you can configure the network awareness module in the software-defined streaming media network controller. By configuring it with OpenSwitch, a switch that
Algorithm 1 : DMCQR algorithm.

**Input:** Network topology \( G(V,E) \), where \( V \) and \( E \) are respectively a set of routing nodes and a set of paths in a SDSMN; Packet-in-packets.

**Output:** \( PS \).

1. Obtaining a set \( Paths \) of paths in \( G(V,E) \) by using a network topology module.
2. If \( Paths.size() > 1 \) then
3. Selecting a set \( PS \) of paths which satisfy the QoS parameters of the flows.
4. If \( PS.size() > 1 \) then
5. For all \( p \in PS \) do
6. According to the value of \( (M,p,r,b) \) of the flows, calculating QoS resource allocation \( W(p) \) using \( x^5 \) in Equ. 26.
7. Storing the path \( p \) and its \( W(p) \) in \( PS \).
8. End for
9. Path \( \rightarrow \) Selecting a path with the largest QoS resource allocation \( W(p) \) in \( PS \).
10. Else
11. If \( PS.size() == 1 \) then
12. Path \( \rightarrow \) \( PS \).
13. Else
14. Path \( \rightarrow \) Selecting a path from the paths that satisfies the minimum number of hops and the larger available bandwidth.
15. End if
16. End if
17. Else
18. If \( Paths.size() == 1 \) then
19. Path \( \rightarrow \) \( Paths \).
20. Else
21. Path \( \rightarrow \) NULL.
22. End if
23. End if
24. Return \( PS \).

supports the OpenFlow protocol, real-time underlying network information can be collected. The network awareness module can use OpenFlow to send HTTP requests in order to obtain real-time link bandwidth usage.

A physical host and a virtual machine are used in our experiment. The Ryu controller is installed as a device of the control layer on the physical host, and its address is 192.168.253.3. The Virtualbox whose address is 192.168.56.101 is installed on the physical host, and the Mininet is installed on the Virtualbox to build the network topology. The underlying network is built on the Mininet, including six hosts (h1-h6) and five switches S1, S2, S3, S4 and S5. The experimental topology is shown in Fig. 6. Where path P1 represents path S1 - S4 - S5, and path P2 represents path S1 - S2 - S3 - S5. The bandwidth and delay are shown in Tab. 1. The parameters of the QoS resource allocation in Equ. 30 is shown in Tab. 2. We tested a number of \( \alpha, \beta \) and \( \gamma \) values and found that the parameters did not affect the experimental results when the \( \alpha > \beta > \gamma \) rule was followed. The link parameters used in the simulation experiment are compared with the data center to reduce and simplify the analogy, so the network is still in line with the real network.

![FIGURE 6: An example of experimental topology.](image)

### TABLE 1: Link parameters

<table>
<thead>
<tr>
<th>Link</th>
<th>Delay</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>3 ms</td>
<td>10 Mbits</td>
</tr>
<tr>
<td>P2</td>
<td>2 ms</td>
<td>9 Mbits</td>
</tr>
</tbody>
</table>

### TABLE 2: Parameters of QoS resource allocation

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

B. EXPERIMENT RESULTS AND ANALYSES

In this section, we compare the DMCQR algorithm with DMRA and Dijkstra. The experimental topology is shown in Fig. 6, which considers total throughput, latency, and link utilization.

1) Comparison of total throughput of different algorithms

In this experiment, we use Iperf network performance software to send UDP packet test, the transmission bandwidth and time are shown in Fig. 7, the experimental comparison diagram is shown in Fig. 8. The h1-h4 transmission bandwidth is 3 Mbps, the h2-h5 transmission bandwidth is 6 Mbps, and the h3-h6 transmission bandwidth is 8 Mbps, and transmission starts at \( t = 0, t = 5 \), and \( t = 10 \) seconds, respectively. Taking h1-h4 as an example, the host h1 sends a message to the host h4 (ip address is 10.0.0.4) by the following command.

iperf -c 10.0.0.4 5 -0x10 -u -i 5 -t 30 -b 3M

For the Dijkstra algorithm, the source and destination addresses of the three traffic flows are the same, so the it path is the same, but since the capacity of P1 is only 10 M, the maximum throughput should not exceed 10 M, which...
is consistent with the experimental results; for the DMRA algorithm, the routable path has two paths, P1 and P2, so the final total throughput may be 13 Mbps, 16 Mbps and 17 Mbps. From the experimental results, the total throughput is roughly stable at 16 Mbps; for the DMCQR algorithm, two are compared. At the same time of the remaining bandwidth in the link, the delay and the buffer are also counted. The routing decision is not simply made because of the remaining bandwidth of the link, and the total throughput is about 17 Mbps.

2) Comparison of maximum link utilization
We sent three different service flows in this experiment. The bandwidth size and time are shown in Fig. 7. And when the network traffic is based on stability, we compare the link utilization of different algorithms. The utilization size and path are shown in Fig. 9.

As can be seen from Fig. 8, the Dijkstra algorithm has a utilization rate of 100% on the P1 path and 0% on the P2 path, which is related to the fact that Dijkstra always selects the least hop path. The utilization rate of the DMRA algorithm on the P1 and P2 paths is 93% and 73%, respectively. Generally, when the link utilization is above 95%, congestion is considered, and the higher link utilization also represents more.

3) Comparison of delay and jitter
This experiment compares the end-to-end delays of the Dijkstra, DMRA, and DMCQR algorithms at different transmission rates, as shown in Figs. 10 and 11. The delay of the Dijkstra algorithm is increasing. The main reason is that as the transmission rate increases, the load in the path increases. When the load of the path approaches or exceeds the bearer value of the path, the service data packet waits in the queue. Increase, and then the corresponding delay increases. For DMRA and DMCQR algorithms, the delays increase first, then decrease and then increase. The main reason is that with the decrease of available resources of the network, the algorithm selects a more suitable path for the data packets, effectively slowing down the link. Congestion is possible, and the delay is better protected.
We used the separation thought of network calculus to have established the multi-constraint QoS resource allocation model in the SDSMN controller, to realize the fast QoS routing of streaming media.

We designed the deterministic multi-constraint QoS routing system based on the SDSMN, and explored and developed the modules of the routing system such as functions, measurement and forwarding to realize the DMCQR algorithm. Experiment results show that the proposed DMCQR algorithm had better performance in terms of effective bandwidth utilization rate, packet loss rate, path load rate and end-to-end delay compared with the performance of the Dijsktra algorithm.

The future work is as follows. One is to refine the business types of streaming media to guarantee the end-to-end QoS of various types of flows. The second is to study the deterministic multi-constraint QoS routing and resource allocation strategy in the real-time complex network environment.

VII. CONCLUSIONS

In this paper, we investigated a framework of the QoS of streaming media, which can provide accurate QoS guarantee and fast routing. Based on the network calculus theory, we established the model of QoS parameters of deterministic buffer size, effective bandwidth, delay, etc. On this basis, we have established the multi-constraint QoS resource allocation model. We used the separation thought of network control and forwarding, and deployed the deterministic multi-constraint QoS resource allocation model in the SDSMN controller, to realize the fast QoS routing of streaming media.
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