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ABSTRACT In the design phase of real-time systems, it cannot be expected that the timing attributes of all tasks are completely specified and never changed. The increased computation times or shortened periods in a schedulable system often cause deadlines to be missed. In such situations, sensitivity analysis is an effective approach to provide quantitative indications for the design modification, by identifying the borderlines on parameter variations while keeping the systems schedulable. In this paper, we propose a new approach to analyze the sensitivity of the timing parameters of tasks with strict periods in multi-core real-time systems. We first analyze a schedulability condition to determine whether a task is schedulable on a given processor without changing the start times of the existing tasks. Then, following a game theory analogy, we design recursive algorithms to compute the permissible changes in the task timing parameters, by allowing each task to optimize its own start time and processor allocation. Finally, we conduct experiments with randomly generated tasks to show that our approach is more efficient than the existing solutions to solve the sensitivity problem. The proposed approach has a wide range of applications, only guiding the design of multi-core systems, but also improving the robustness of a design subject to future changes.

INDEX TERMS Sensitivity analysis; Scheduling; Strictly periodic task; Multi-core real-time system; Schedulability analysis; Scheduling algorithm

I. INTRODUCTION
Scheduling and schedulability analysis for real-time systems have been a fundamental issue in providing guarantees for temporal feasibility of task execution in anticipated situations. Schedulability theory checks the time constraints of tasks, and significantly improves the efficiency of designs and implementations of real-time systems. However, it cannot be expected that all task parameters required by the schedulability analysis are fully determined and available up front. In many situations, real-time systems are composed of a high degree of uncertainties on task activations and execution behaviors [1], making the application of schedulability analysis much less productive.

Changes are usually applied to a specific task or an entire system in practice. The computation times which are more accurately estimated and measured with further research, often exceed the initial estimation time budgets and make a system unschedulable. Meanwhile, in order to perfect or extend system functionalities, computation times and periods of certain tasks may be modified. In all aforementioned cases, designers need to keep track of the flexibility of a system [2], and quickly determine how much available slack there is before the system becomes unschedulable. This is the domain of sensitivity analysis.

Sensitivity analysis is an effective approach to deal with uncertainties that result from inaccurate specifications and to provide an accurate prediction for future modifications. It determines the bounds on parameter variations under which schedulability constraints of systems are not violated. Sensitivity analysis only offers the exact amount of change affordable in task timing parameters before a schedulable system becomes unschedulable, but also provides quantitative indications of the actions (e.g., the decrease of task computation times or the increase of handling speed of processors) required to bring an unschedulable system back into a schedulable state. Sensitivity analysis is a trustworthy method to improve the flexibility and robustness of a design subject to future changes [3], by allowing the designers to reallocate the use of total resources as needed instead of being confined by initial boundaries.
Tasks with strict periods are usually adopted in practical real-time applications such as avionics [4]-[5] and process control [6]-[7] where continual sampling and processing of data are required accurately. The range of application domains where one error or miss may lead to a disastrous consequence makes the change of these systems challenging and time consuming. Faced with this difficult situation, the system designers inevitably tend to rely on decision-making tools to determine whether changes are affordable into the original system.

In this paper, we study the scheduling and sensitivity problem of strictly periodic tasks on a multi-core platform, and provide an informative result to show the effect that the modification of each task parameter may have on the schedulability of a system. We mainly aim at providing the indications on how much change that the task parameters could afford without violating schedulability constraints, which not only helps in dealing with uncertainties that result from inaccurate specifications, but also guides the design and modification of multi-core real-time systems. We address three aspects during the system design process:

1. How to determine whether a strictly periodic task is schedulable in a multi-core real-time system?
2. What is the exact amount of change affordable in the computation time and the period of a single task to keep the system schedulable?
3. What is the maximum value of the scaling factor [8] (i.e., the possible change for the computation times of all tasks) before a system becomes unschedulable?

Real-time scheduling and sensitivity problem is widely studied in large-scale systems such as Internet of Things [9] and Cyber-Physical Systems [10]. Significant efforts have been made to provide efficient methods to solve the scheduling and sensitivity problem. Based on fuzzy theory and a genetic algorithm, Shojafar et al. [11] presented a hybrid job scheduling approach to assign jobs with reducing total execution time and execution cost in cloud computing. Racu et al. [12] presented a sensitivity analysis framework for both one-dimensional and multi-dimensional sensitivity of large real-time systems with complex timing dependencies and requirements. However, in the aforementioned works, the periods of tasks were not strict and some slack time was allowed between successive instances of a periodic task. Therefore, the schedulability conditions and sensitivity approaches proposed in those works are not suitable for strictly periodic tasks considered in this work.

The scheduling and sensitivity problem of strictly periodic tasks is classified as a non-preemptive and strictly periodic multiprocessor scheduling problem [5]. This problem is very challenging because of the strict periodicity constraint, which not only adds computation complexity [13] on the problem, but also compounds the difficulty in obtaining the boundary scheduling conditions [14]. Even though some efforts have been made to schedule the strictly periodic tasks and schedulability conditions have been proposed, only a few approaches have been proposed to analyze the sensitivity of strictly periodic tasks. Al Sheikh et al. [5] calculated the critical scaling factor by a best-response algorithm, and used the factor to determine whether all tasks were schedulable on a limited number of processors. Pira and Artigues [15] did a similar work and gave a new heuristic to solve the problem with a propagation mechanism for non-overlapping constraints. However, all of the aforementioned approaches only calculated the maximum scaling factors of tasks, sensitivity in the domains of computation times and periods was not taken into account.

In this paper, we first analyze a schedulability condition to determine whether strictly periodic tasks are schedulable in a multi-core real-time systems, then propose approaches to seek affordable changes in the task timing parameters before the system becomes unschedulable. We not only calculate the maximum scaling factors for all tasks, but also analyze the sensitivity of the computation time and the period for a single task. The proposed approach has a wide range of applications and can be adapted to tasks with both harmonic and non-harmonic periods. It not only guides the development of multi-core systems, but also improves the robustness of a design subject to future changes.

A. MOTIVATION EXAMPLE

We illustrate the main problems studied in this paper with a simple example. Consider a set that contains three tasks $\tau_1$, $\tau_2$ and $\tau_3$ with strict periods. As indicated in Fig. 1(a), the computation times of the three tasks are 2; while the periods are 6, 12 and 12 respectively. From Fig. 1(a) we can see that the three tasks have no overlapping time unit and are schedulable on a uniprocessor platform. We are interested in analyzing the sensitivity of task timing parameters from the following three aspects.

(A) Suppose $\tau_3$ is a real-time task used to collect data samples at each period. The decrease of the period of $\tau_3$ would reduce the time interval between two successive collections and make the produced data more accurate. As shown in Fig. 1(b), when the period of $\tau_3$ is 6, the three tasks are still schedulable, which means that the period of $\tau_3$ could be shortened to 6 at least. However, what is the minimum value of the period that $\tau_3$ can have while keeping the task set
schedulable? We need to keep the computation times constant and find the bound on the period of $\tau_3$.

(B) If we want to extend the functionality of $\tau_3$, the computation time of $\tau_3$ would be increased. What is the maximum permissible increase in the computation time that $\tau_3$ can afford without sacrificing schedulability? At this time, the period of $\tau_3$ should be considered fixed and the computation time of $\tau_3$ should be extended as much as possible before the system becomes unschedulable. Figure 1(c) shows the non-overlapping execution of the three tasks when the computation time of $\tau_3$ is increased to 4.

(C) Since slowing down processor clock speed by adjusting the frequency is an effective method of reducing power consumption [16], we try to reduce the handling speed of processors furthest. Then a new problem arises: how much reduction in the speed of the processor is affordable to keep the task set still schedulable? As can be seen from Fig. 1(d), the instances of the three tasks do not collide in time even when the computation times of all tasks are multiplied by 1.5 proportionally, which means the speed of the processor can be slowed down by one third at least.

B. CONTRIBUTIONS

In this paper, we study the sensitivity problem for tasks with strict periods and propose a new approach to compute the admissible changes in the timing parameters upon a multi-core real-time platform. The contributions of this work are summarized as follows.

First, we analyze a schedulability condition to determine whether a task is schedulable on a given processor without changing the start times of the existing tasks. This condition works no matter how many tasks have already been assigned to a specific processor, and does not require any form of search. It is efficient and provides a schedulability constraint for the computation time and period of a single task when all existing tasks are fixed.

Second, using the schedulability condition proposed, we build exact formulations to seek the permissible changes in the task computation times, periods and scaling factors, while keeping the task set schedulable in a multi-core system. The obtained values are the borderlines on the task timing parameters, and help guide the design and modification of real-time systems.

Third, following a game theory analogy, we design recursive algorithms to calculate affordable changes in the task timing parameters, by allowing each task to optimize its own offset and processor allocation. Unfortunately, the values obtained from these algorithms may be not exact because the algorithms stop when equilibrium states are reached and do not search the solution space completely. However, the speeds of these algorithms are fast, and the relative error ratios are in the allowable range, which can be accepted when taking into account the time cost.

C. ORGANIZATION

The rest of the paper is organized as follows. The related work is introduced in Sect. II. The notations and task model used in this paper is presented in Sect. III. A schedulability condition for determining whether a task is schedulable is analyzed in Sect. IV. Sect. V analyzes the maximum computation time that a single task can have while keeping the task set schedulable. Sect. VI gives a method to find the minimum value of the period of a single task before the system becomes unschedulable. Sect. VII calculates the maximum scaling factor of the computation times of all tasks. Sect. VIII provides the simulation experiments and evaluates the performance of our approaches with respect to the corresponding exact formulations. Finally, Sect. IX presents the conclusions of this paper and the directions for future work.

II. RELATED WORK

In the research area of sensitivity analysis, great efforts have been made concerning preemptive scheduling systems, especially uniprocessor systems with fixed priority scheduling algorithms. The first work to the sensitivity problem was done by Lehoczky et al. [8]. The authors considered the fixed priority preemptive scheduling with rate monotonic priority assignment, and defined the critical scaling factor as the largest possible change for the computation times of all tasks, while still guaranteeing the schedulability of the task set.

Lots of improvements to Lehoczky’s analysis were made based on fixed priority or other scheduling algorithms. Vestal [17] introduced slack variables into the exact schedulability conditions proposed in [8]. Punnekkat et al. [18] used an efficient approach, which combined a binary search with modified version of response time schedulability, to obtain the sensitivity bounds. Racu et al. [12] presented a sensitivity analysis framework for both one-dimensional and multi-dimensional sensitivity of large real-time systems with complex timing dependencies and requirements. Zhang et al. [3] addressed the changes in task timing parameters under a uniprocessor platform for arbitrary deadline real-time systems with the Earliest Deadline First algorithm. However, all these works study the parameter variations based on non-strictly periodic tasks. The time duration between two successive instances of a task may vary whereas it is a constant in our case.

Strictly periodic tasks are usually adopted in the time-triggered systems [19]-[20], where tasks are activated by the progression of time only. Some research has been done to analyze the changes affordable and to calculate the maximum scaling factor of the computation times of all tasks. AlSheikh et al. [5] first derived a method to calculate the largest evolution coefficient (i.e., the maximum rate of the increase of each task computation time) for one task. Then they extended this method to all tasks and proposed a best-response algorithm to find the critical scaling factor for the task set. Finally, they used the critical scaling factor to determine whether all tasks were schedulable upon a limited number of processors. Afterword, Pira and Artigues [15] improved

To the best of our knowledge, this is the first work studying the sensitivity analysis of the computation time and the period for a single task with strict period under non-preemptive scheduling in a multi-core real-time system. Fortunately, significant efforts have been made to schedule the strictly periodic tasks and some efficient schedulability conditions have been proposed.

Korst et al. [21] presented a sufficient and necessary schedulability condition for two strictly periodic tasks, which had been proved to be a sufficient condition by Kermia and Sorel [6] in multi-task situations. Eisenbrand et al. [4] used bin trees to analyze the schedulability of multiple tasks under the constraint that the periods of all tasks were harmonic, i.e., for each two tasks, the period of one task is a multiple of that of the other one. Marouf and Sorel [22] did a similar work and gave a schedulability condition for a new task when its period was a multiple of one of the existing tasks. Zhang et al. [23] presented an efficient approach to select the start times and provided a sufficient schedulability condition for strictly periodic tasks on a uniprocessor. Even though the schedulability conditions proposed in the aforementioned works have special constraints that sharply restrict the range of applications, they help the researchers in analyzing the parameter variations of the strictly periodic tasks.

In Chen el. al. [24], the authors represented a strictly periodic task by its eigentask (i.e., setting its worst case execution time to 1), calculated the valid scheduling slots for a new task and presented sufficient schedulability conditions to determine whether the new task is schedulable on a limited number of processors. In this research, based on the schedulability conditions proposed in [24], we provide approaches to analyze the indications on how much change that the task parameters could afford without violating schedulability constraints. We not only calculate the exact amount of change affordable in the computation time and the period of a single task, but also seek the maximum value of the scaling factor of all tasks. Experiments with randomly generated tasks show that our approach is more efficient than the existing solutions to solve the sensitivity problem of strictly periodic tasks.

**III. NOTATIONS AND SYSTEM MODEL**

In this paper, we consider a real-time system constituted of \( m \) identical processors on which a set of \( n \) tasks with strict periods are scheduled. Each task is independent and consists of an infinite stream of instances that should be executed non-preemptively. A task \( \tau_i \ (1 \leq i \leq n) \) is characterized by a tuple \( \tau_i = (c_i, p_i) \) where \( c_i \) is its computation time and \( p_i \) is its period with \( 0 < c_i \leq p_i \). We use \( s_i \) and \( a_i \) to denote the offset (i.e., the start time of the first instance) and the assignment (i.e., the processor to which the task is assigned) of \( \tau_i \), then \( 0 \leq s_i \leq p_i - c_i \) and \( 1 \leq a_i \leq m \). We assume that the period and computation time of each task are multiples of the basic dealing cycles of the processor clocks, i.e., \( \forall i \in \{1, n\}, \ p_i, c_i \in \mathbb{N}^+ \).

For any task \( \tau_i \), one instance is generated at every time unit \( s_i + kp_i \ (k \in \mathbb{N}) \) and should be executed immediately after its generation. Let \( B_k^i(s_i) \) denote the time units used by the \( k \)th instance of \( \tau_i \), then using the strict periodicity constraint, there is: \( \forall \tau_i \in T, \forall k \in \mathbb{N}, \ B_k^i(s_i) = \{s_i + kp_i, s_i + kp_i + c_i\} \). We use \( E_i \) to represent the time units occupied by all instances of \( \tau_i \), i.e., \( E_i = \bigcup_{k \in \mathbb{N}} B_k^i(s_i) \). Figure 2 shows the timing characters of a strictly periodic task.

![FIGURE 2: Strictly periodic task model used in this paper](image)

**IV. PREVIOUS RESULTS ON SCHEDULABILITY ANALYSIS FOR STRICTLY PERIODIC TASKS**

Schedulability analysis which determines whether a set of tasks with temporal parameters meets their constraints according to a given scheduling algorithm, can significantly increase the efficiency of design of real-time systems, and is a critical foundation for sensitivity analysis.

In this section, we analyze the previous research results on schedulability analysis for tasks with strict periods. We first introduce a schedulability condition for two tasks allocated to the same processor. Then, we represent a task by its eigentask (i.e., setting its computation time to 1), and calculate all free scheduling slots for the eigentask. Finally, we obtain a new schedulability condition to determine whether the original task is schedulable using the free scheduling slots calculated. The schedulability condition proposed provides a constraint on the computation time and period of a single task when it is schedulable with other tasks, and will be adopted to analyze the parameter variations of strictly periodic tasks in later sections.

**TABLE 1:** Basic notations used in this paper

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>the periodic task set</td>
</tr>
<tr>
<td>( \tau_n )</td>
<td>the number of tasks in ( T )</td>
</tr>
<tr>
<td>( m )</td>
<td>the number of identical processors in the system</td>
</tr>
<tr>
<td>( \tau_i )</td>
<td>the ( i )th task in ( T )</td>
</tr>
<tr>
<td>( c_i )</td>
<td>the computation time of ( \tau_i )</td>
</tr>
<tr>
<td>( p_i )</td>
<td>the period of ( \tau_i )</td>
</tr>
<tr>
<td>( s_i )</td>
<td>the offset of ( \tau_i )</td>
</tr>
<tr>
<td>( a_i )</td>
<td>the assignment of ( \tau_i )</td>
</tr>
<tr>
<td>( T_p )</td>
<td>the task set allocated to the processor ( p )</td>
</tr>
<tr>
<td>( E_i )</td>
<td>the time units used by all instances of ( \tau_i )</td>
</tr>
<tr>
<td>( g_{i,j} )</td>
<td>the greatest common divisor of the periods of ( \tau_i ) and ( \tau_j )</td>
</tr>
<tr>
<td>( B_k^i(s_i) )</td>
<td>the time units used by the ( k )th instance of ( \tau_i )</td>
</tr>
</tbody>
</table>
A. SCHEDULABILITY ANALYSIS FOR TWO TASKS WITH STRICT PERIODS

In 1991, Korst [21] noted that two strictly periodic tasks are schedulable if and only if the time units occupied by their instances do not collide, and proposed a necessary and sufficient condition to determine whether two tasks with strict periods were schedulable. The schedulability condition is given by the following theorem.

Theorem 1. Two strictly periodic tasks \( \tau_i = \langle c_i, p_i \rangle \) and \( \tau_j = \langle c_j, p_j \rangle \) are schedulable on the same processor if and only if

\[
e_{ij} \leq (s_j - s_i) \mod (g_i, g_j) \leq g_i, j - c_j
\]

(1)

We can observe that Condition (1) works for two tasks at a time and cannot be applied into multi-task situations. It is difficult to directly propose a more general schedulability condition to determine whether all tasks are schedulable on a given processor. We solve this multi-task scheduling problem by adopting the concepts of eigentask and eigenoffset, which were inspired from eigenvector [25] in the matrix theory and first introduced by Chen et al. [26].

B. EIGEN TASK AND EIGEN OFFSET

If a new task is schedulable on a given processor, there exists at least one valid offset such that the instances of the new task have no overlapping time unit with those of other tasks. Therefore, it is a very reliable method to determine the schedulability of a new task by analyzing whether a valid offset exists.

Assume that \( T = \{ \tau_1, \tau_2, ..., \tau_n \} \) is a set constituted of all schedulable tasks and \( \tau_r = \langle c_r, p_r \rangle \) is a new task to be scheduled. It is difficult to obtain all valid offsets for \( \tau_r \) in a multi-task situation. However, if we can get the valid offsets for a task \( \tau_r = \langle 1, p_r \rangle \), it is quite easy to determine whether enough many (i.e., as many as the computation time of \( \tau_r \)) consecutive free time units are available. If there are \( \tau_r \) can be executed in the corresponding time intervals and is schedulable with all tasks in \( T \).

We refer to \( \tau_r = \langle 1, p_r \rangle \) as the eigentask of \( \tau_r = \langle c_r, p_r \rangle \). That is to say, eigentask is the task whose computation time is 1 but period is the same as that of the original task.

Meanwhile, we refer to the set constituted of all valid offsets of \( \tau_r \) as the eigenoffset of \( \tau_r \), and use \( E_T(r) \) to denote the eigenoffset of \( \tau_r \). Then, \( \tau_r \) is schedulable with all tasks in \( T \) if its offset \( s \) is one of the integers in \( E_T(r) \), which can be expressed as:

\[
\forall k, l \in \mathbb{N}, \forall s \in E_T(r), B^k_{\tau_r}(s) \cap B^l_{\tau_r}(s) = \emptyset
\]

(2)

The following theorem which was proposed in [24], promoted a method for calculating the eigenoffset.

Theorem 2. An eigentask \( \tau_r = \langle 1, p_r \rangle \) is schedulable with all tasks in a set \( T \) on a uniprocessor platform if and only if its offset \( s \)

\[
s \in Z(r) \setminus \bigcup_{\tau_i \in T} BTU(i, r)
\]

(3)

In Condition 2, \( Z(r) \) denotes the time interval from 0 to \( p_r - 1 \), i.e., \( Z(r) = [0, p_r - 1] \), and \( BTU(i, r) \) can be calculated by:

\[
\begin{align*}
BTU(i, r) &= \{ e' \mid e' = (e, mod(p_i), \forall e \in B^k_i(s), \\
&\quad \forall k \in [0, \frac{r}{p_i}], v = LCM(p_i, p_r) \}\}
\end{align*}
\]

From Theorem 2 we know, \( Z(r) \setminus \bigcup_{\tau_i \in T} BTU(i, r) \) contains all valid offsets for the eigentask \( \tau_r \). Then the eigenoffset \( E_T(r) \) of \( \tau_r \) can be calculated via,

\[
E_T(r) = Z(r) \setminus \bigcup_{\tau_r \in T} BTU(i, r)
\]

(4)

C. SCHEDULABILITY DETERMINATION

The eigenoffset calculated in Sect. IV-B contains all free time units that can be used for the eigentask of a given task. In this section, we use the eigenoffset to determine whether a new task is schedulable with all tasks running on the same processor. We need to introduce a notation \( LLC(S) \), which was defined in Chen et al. [27] and represents the longest length of consecutive integers in a finite set \( S \).

Theorem 3. A task \( \tau_r = \langle c_r, p_r \rangle \) is schedulable with all tasks in a set \( T \) on a uniprocessor platform if and only if

\[
c_r \leq LLC(E_T(r))
\]

where \( E_T(r) \) is given in Eq. (3).

Proof. We assume \( \tau_r = \langle 1, p_r \rangle \) is the eigentask of \( \tau_r \). \( \tau_r \) is schedulable with all tasks in \( T \) if and only if the instances of \( \tau_r \) and the existing tasks in \( T \) do not collide, i.e., \( \forall k, l \in \mathbb{N}, \forall \tau_i \in T, B^k_i(s) \cap B^l_i(s) = \emptyset \).

\[
B^k_{\tau_r}(s) \cap B^l_{\tau_r}(s) = \emptyset
\]

\[
\iff [s_rkp_r, s_r + kp_r + c_r - 1] \cap B^l_i(s) = \emptyset
\]

\[
\iff \bigcup_{w=0}^{c_r-1} [s_r + kp_r + w, s_r + kp_r + w] \cap B^l_i(s) = \emptyset
\]

\[
\iff \bigcup_{w=0}^{c_r-1} B^k_{\tau_r}(s_r + w) \cap B^l_i(s) = \emptyset
\]

\[
\iff B^k_{\tau_s}(s_r + w) \cap B^l_i(s) = \emptyset, \forall w \in [0, c_r - 1]
\]

Therefore, \( \tau_r \) is schedulable with all tasks in \( T \) if and only if there are at least \( c_r \) consecutive integers from \( s_r \) to \( s_r + c_r - 1 \) in the valid offsets of \( \tau_r \), i.e., \( c_r \leq LLC(E_T(r)) \). \qed

Condition (4) determines the schedulability of a task quickly and can be exploited to deliver the optimal timing parameters of the existing tasks. Based on this condition, we analyze the maximum computation time and the minimum period of a single task, and calculate the maximum scaling factor of the computation times of all tasks in later sections.
V. MAXIMUM COMPUTATION TIME CALCULATION

Since computation time is one of the most important timing factors in a real-time system, the modification of the computation time of a single task is a common form of sensitivity analysis and has received lots of attention in the research community. In this section, we analyze the maximum possible increase in the computation time that a single task can afford without sacrificing the schedulability of the system. We assume that the design variable is only the computation time of all tasks. Because the timing parameters of tasks in this community are integers, we propose an exact formulation based on Mixed Integer Linear Programming (MILP) [28], which can completely search the solution space if no time limit is set.

We use Condition (1) to describe the non-overlapping constraint for two tasks; however the modulo operation \((mod)\) in it is not linear. In MILP, the modulo operation should be transformed to

\[
(s_j - s_i) \mod (g_{i,j}) = (s_j - s_i) - g_{i,j} \times e_{i,j}
\]

where \(e_{i,j} = \lfloor \frac{s_j - s_i}{g_{i,j}} \rfloor \). \(e_{i,j}\) is a new integer variable representing the quotient from the modulo operation. Since \(0 \leq s_i \leq p_i - c_i\) and \(0 \leq s_j \leq g_{i,j} - c_j\), the value of \(e_{i,j}\) ranges from \(0\) to \(\frac{p_i - c_i}{g_{i,j}}\) to \(\frac{g_{i,j} - c_j}{g_{i,j}}\). Therefore, Condition (1) becomes

\[
\begin{align*}
&c_i \leq (s_j - s_i) - g_{i,j} \times e_{i,j} \\
&c_j \leq (s_j - s_i) - e_{i,j} \\
&\frac{c_i - p_i}{g_{i,j}} \leq e_{i,j} \leq \frac{p_j - c_j}{g_{i,j}}
\end{align*}
\]

The MILP formulation for the maximum computation time problem can be written as the following program:

maximize \(c_r\)

subject to

\[
\begin{align*}
&c_i \leq (s_j - s_i) - g_{i,j} \times e_{i,j} - e_{i,j} \leq g_{i,j} - c_j \\
&\frac{c_i - p_i}{g_{i,j}} \leq e_{i,j} \leq \frac{p_j - c_j}{g_{i,j}} \\
&\forall i, j \in [1, n], a_i = a_j, j \neq i \\
&c_r \in (0, p_r) \\
&a_i \in [1, m], s_i \in [0, p_i - c_i], \forall i \in [1, n]
\end{align*}
\]

Condition (6) describes the non-overlapping constraints of tasks allocated to the same processor. Condition (7) requires that the value of \(c_r\) should be no more than \(p_r\), and Condition (8) shows the range restrictions of the offsets and assignments of all tasks.

Even though this MILP formulation can find an exact solution, it has a serious limitation. It considers all possible allocations of tasks and has \(n^2 + n\) integer variables. The exact MILP formulation is inefficient on large scale or even fairly complex problem instances because of the required execution times. This is due to the fact that the non-preemptive allocation and scheduling problem for tasks with strict periods is NP-Hard [21]. A relatively efficient heuristic is proposed in the following sections.

We try to optimize the offset \(s_i\) and assignment \(a_i\) of one task \(\tau_i\) at a time, while keeping the other tasks fixed. All tasks take turns to select their best offsets and assignments such that the target task can have the largest permissible computation time according to the current allocations. This method has an analogy with Game Theory, where each player makes a best response according to the mostly known strategies of the other players. This method is known as the Best Response solution, which was first introduced by Al-Sheikh et al. in [5][29], and also studied by Pira and Artigues in [15][30].

In the following, we first give a best offset procedure to find the best start time for a task on a given processor while keeping the other task fixed. Then, we extend this procedure to all processors and design a best response procedure to obtain the best assignment besides the best offset. Finally, we present a heuristic to calculate the maximum computation time for the target task by moving the tasks round after round until an equilibrium is reached.

B. BEST OFFSET PROCEDURE ON A PROCESSOR

For each task \(\tau_i\) \((1 \leq i \leq n)\), we design a best offset procedure \(BO_P^r(\tau)\) to get an optimal offset for \(\tau_i\) such that \(\tau_i\) can have the largest permissible computation time on a given processor \(p\), while keeping the offsets and assignments of other tasks fixed. As we pointed out in Sect. III, \(T_p\) represents all tasks allocated to the processor \(p\). We use \(T_p^{-i}\) to represent all tasks in \(T_p\) but \(\tau_i\), i.e., \(T_p^{-i} = T_p \setminus \{\tau_i\}\). Then, the offsets of all tasks in \(T_p^{-i}\) remain the same.

From Condition (4) in Theorem 3 we know, for the target task \(\tau_r\), the largest length of consecutive integers in its eigenoffset is its computation time bound, i.e., the maximum permissible computation time that \(\tau_r\) can have when it is schedulable on the same processor. Then, for each allocation of tasks in \(T_p\), there is a computation time bound on the processor \(p\). We need to consider all valid allocations, calculate the corresponding computation time bounds and record the largest one. Since the offsets of tasks in \(T_p^{-i}\) remain the same, each offset \(s_i\) of \(\tau_i\) satisfying the non-overlapping constraints leads to a valid allocation.

Then, the \(BO_P^r(\tau)\) procedure should consider all valid values of \(s_i\), and find the best offset for \(\tau_i\) such that \(\tau_i\) has the
largest permissible computation time. Algorithm 1 shows the pseudo-code for this procedure.

Algorithm 1: Best offset Procedure \(BO^p_i(r)\)

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>(c^p_i \leftarrow -1; b_s \leftarrow -1;)</td>
</tr>
<tr>
<td>2.</td>
<td>(T_p^{-1} \leftarrow T_p \setminus {r_i};)</td>
</tr>
<tr>
<td>3.</td>
<td>for (k = 0) to (p - 1), (c_k) do</td>
</tr>
<tr>
<td>4.</td>
<td>(s_k \leftarrow k;)</td>
</tr>
<tr>
<td>5.</td>
<td>if Condition (6) is satisfied then</td>
</tr>
<tr>
<td>6.</td>
<td>(E_{T_p}(r) \leftarrow Z(r) \setminus \bigcup_{j \in T_p} BTU(j, r) \setminus BTU(i, r);)</td>
</tr>
<tr>
<td>7.</td>
<td>(t_{ec} \leftarrow LLC(E_{T_p}(r));)</td>
</tr>
<tr>
<td>8.</td>
<td>if (t_{ec} &gt; c^p_i) then</td>
</tr>
<tr>
<td>9.</td>
<td>(c^p_i \leftarrow t_{ec}; b_s \leftarrow k;)</td>
</tr>
<tr>
<td>10.</td>
<td>end</td>
</tr>
<tr>
<td>11.</td>
<td>end</td>
</tr>
<tr>
<td>12.</td>
<td>return ((c^p_i, b_s);)</td>
</tr>
</tbody>
</table>

We can find that the main computation part of Algorithm 1 is from line 3 to 12, which is a loop and repeats at most \(p_i\) times. In each iteration, the eigenoffset of \(\tau_i\) is calculated, and the complexity is \(O(n_p)\), where \(n_p\) is the number of tasks allocated to the processor \(p\). Therefore, the total running time of Algorithm 1 is \(O(n_p)\). If we use \(P_{max}\) to denote the maximum period of all tasks, the running time complexity of Algorithm 1 is \(O(n_pP_{max})\).

C. BEST RESPONSE PROCEDURE ON A MULTI-CORE PLATFORM

Based on the best offset procedure \(BO^p_i(r)\), we design a best response procedure \(BR_i(r)\), which returns the best strategy (i.e., the best offset and the best assignment) of each task \(\tau_i\) according to the current allocations of other tasks. The best response procedure ensures that the target task \(\tau_i\) can have the largest permissible computation time when all tasks except \(\tau_i\) keep fixed.

From Sect. V-B we know, when \(\tau_i\) is allocated to the processor \(p\), the computation time bound for \(\tau_i\) on this processor is \(BO^p_i(r)\). Meanwhile, according to Theorem 3, the computation time bound for \(\tau_i\) on any other core \(c(1 \leq c \leq m \text{ and } c \neq p)\) is \(LLC(E_{T_i}(r))\). Note that in a multi-core system, \(\tau_i\) may be executed on any of the processors. We use \(mc^p_i\) to denote the maximum permissible computation time of \(\tau_i\) when \(\tau_i\) is allocated to the processor \(p\), then

\[
mc^p_i = \max \left(BO^p_i(r), \max_{1 \leq c \leq m, c \neq p} LLC(E_{T_i}(r)) \right)
\]

The best response procedure \(BR_i(r)\) needs to assign \(\tau_i\) to each processor and records the largest value. We use \(mc_r\) to denote the maximum permissible computation time for \(\tau_i\) when only the offset and assignment of \(\tau_i\) can be changed, then

\[
mc_r = \max_{1 \leq p \leq m} mc^p_i = \max_{1 \leq p \leq m} \max \left(BO^p_i(r), \max_{1 \leq c \leq m, c \neq p} LLC(E_{T_i}(r)) \right)
\]

The best response procedure \(BR_i(r)\) stops when all processors to which \(\tau_i\) can be allocated have been considered. The pseudo-code for \(BR_i(r)\) is given in Algorithm 2. Since the complexity of the best offset procedure \(BO^p_i(r)\) is \(O(n_pP_{max})\), the running cost of the best response procedure \(BR_i(r)\) is \(O(nP_{max})\).

D. EQUILIBRIUM-BASED HEURISTIC

In this section, we extend \(\tau_i\) to all tasks in the system and present an equilibrium-based heuristic to calculate the maximum permissible computation time for \(\tau_i\) when all tasks can change their offsets and assignments freely. Each task optimizes its offset and assignment according to the best response procedure \(BR_i(r)\) proposed in Sect. V-C at its turn. The tasks are moved round after round until an equilibrium is reached, i.e., no task can improve its offset or assignment using the best response procedure.

Let \(T_k (k \geq 1)\) represent the tasks after the \(k\)th iteration, then the heuristic stops when \(T_k = T^{k-1}\). We use \(c^k_{\tau_i}, s^k_{\tau_i}\) and \(a^k_{\tau_i}\) to denote the permissible computation time calculated for \(\tau_i\), the corresponding offset and assignment for \(\tau_i\) after \(\tau_i\) updates its allocation in the \(k\)th iteration. Algorithm 3 shows the pseudo-code for this equilibrium-based heuristic.

Algorithm 2: Best response procedure \(BR_i(r)\)

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>(mc_r \leftarrow -1; b_s \leftarrow -1; ba_r \leftarrow -1;)</td>
</tr>
<tr>
<td>2.</td>
<td>for (p = 1) to (m) do</td>
</tr>
<tr>
<td>3.</td>
<td>((c^p_{\tau_i}, bs_{\tau_i}) \leftarrow BO^p_i(r);)</td>
</tr>
<tr>
<td>4.</td>
<td>(t_{Len} \leftarrow -1;)</td>
</tr>
<tr>
<td>5.</td>
<td>for (c = 1) to (m) do</td>
</tr>
<tr>
<td>6.</td>
<td>if (c \neq p) then</td>
</tr>
<tr>
<td>7.</td>
<td>(tc \leftarrow LLC(E_{T_{c}}(r));)</td>
</tr>
<tr>
<td>8.</td>
<td>if (tc &gt; t_{Len}) then</td>
</tr>
<tr>
<td>9.</td>
<td>(t_{Len} \leftarrow tc; ta_r \leftarrow c;)</td>
</tr>
<tr>
<td>10.</td>
<td>end</td>
</tr>
<tr>
<td>11.</td>
<td>end</td>
</tr>
<tr>
<td>12.</td>
<td>end</td>
</tr>
<tr>
<td>13.</td>
<td>if (c^p_{\tau_i} &lt; t_{Len}) then</td>
</tr>
<tr>
<td>14.</td>
<td>(c^p_{\tau_i} \leftarrow t_{Len};)</td>
</tr>
<tr>
<td>15.</td>
<td>end</td>
</tr>
<tr>
<td>16.</td>
<td>if (mc_r &lt; c^p_{\tau_i}) then</td>
</tr>
<tr>
<td>17.</td>
<td>((mc_r, bs_{\tau_i}, ba_r) \leftarrow (c^p_{\tau_i}, bs_{\tau_i}, p);)</td>
</tr>
<tr>
<td>18.</td>
<td>end</td>
</tr>
<tr>
<td>19.</td>
<td>return ((mc_r, bs_{\tau_i}, ba_r);)</td>
</tr>
</tbody>
</table>

Algorithm 3: Maximum computation time algorithm (MCTA)

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>(k \leftarrow 0;)</td>
</tr>
<tr>
<td>2.</td>
<td>repeat</td>
</tr>
<tr>
<td>3.</td>
<td>for (i = 1) to (n) do</td>
</tr>
<tr>
<td>4.</td>
<td>if (i \neq r) then</td>
</tr>
<tr>
<td>5.</td>
<td>((c^k_{\tau_i}, s^k_{\tau_i}, a^k_{\tau_i}) \leftarrow BR_i(r);)</td>
</tr>
<tr>
<td>6.</td>
<td>((s_i, a_t) \leftarrow (s^k_i, a^k_t);)</td>
</tr>
<tr>
<td>7.</td>
<td>(mc_r \leftarrow c^k_{\tau_i};)</td>
</tr>
<tr>
<td>8.</td>
<td>end</td>
</tr>
<tr>
<td>9.</td>
<td>end</td>
</tr>
<tr>
<td>10.</td>
<td>(k \leftarrow k + 1;)</td>
</tr>
<tr>
<td>11.</td>
<td>until (T_k = T^{k-1})</td>
</tr>
<tr>
<td>12.</td>
<td>return (mc_r;)</td>
</tr>
</tbody>
</table>
E. CONVERGENCE AND COMPLEXITY ANALYSIS

In this section, we analyze the convergence and computation complexity of the equilibrium-based heuristic proposed in Sect. V-D. We first prove that this heuristic will converge in a finite number of iterations. Then using the converge property, we analyze the computation complexity of this heuristic and show that this heuristic runs in pseudo-polynomial time.

As with efficiency and dependability, convergence is a desired property for recursive algorithms. We first prove that the permissible computation time calculated by the best response procedure increases as the iterative process continues. Then we show that the calculated values are bounded in all iterations and the maximum computation time algorithm converges in a finite number of iterations.

**Lemma 1.** In the iterative processes, there are: ∀ k ≥ 1, ∀ i ∈ [1, n − 1], i ≠ r

\[ c^k_{r,i} ≤ c^k_{r,(i+1)} \] and \[ c^k_{r,n} ≤ c^k_{r+1} \]

**Proof.** When \( τ_i \) uses the best response procedure \( BR_i(r) \) to improve its offset and assignment in the k-th iteration, only the tasks whose turns are in front of \( τ_i \) have optimized their allocations in this k-th iteration. Then, \( c^k_{r,i} \) is obtained when the offset sequence and assignment sequence for all tasks are \( [s^k_1, s^k_2, ..., s^k_{i-1}, k^k_{i+1}, ..., s^k_n] \) and \( [a^k_1, a^k_2, ..., a^k_{i-1}, a^k_{i+1}, ..., a^k_n] \). Now \( τ_{i+1} \) begins to update its offset and assignment. The offset sequence and assignment sequence for all tasks except \( τ_{i+1} \) are \( [s^k_1, s^k_2, ..., s^k_{i-1}, s^k_i, s^k_{i+2}, ..., s^k_n] \) and \( [a^k_1, a^k_2, ..., a^k_{i-1}, a^k_{i+1}, a^k_{i+2}, ..., a^k_n] \). When the offset and assignment of \( τ_{i+1} \) is equal to \( s^k_{i+1} \) and \( a^k_{i+1} \), the value of the permissible computation time calculated is \( c^k_{r,i} \). Therefore, \( c^k_{r,i+1} \) is equal to \( c^k_{r,i} \) even the other offsets and assignments of \( τ_{i+1} \) cannot improve the current value. Thus \( c^k_{r,i} ≤ c^k_{r,(i+1)} \). Similarly, \( c^k_{r,n} ≤ c^k_{r+1} \) can be proved. □

**Theorem 4.** The equilibrium-based heuristic converges in at most \((n+Pr)/(Pr)\) n iterations.

**Proof.** From Sect. V-C we know, the permissible computation time bound when \( τ_i \) is assigned to the processor \( p_r \), i.e., \( mp^p_r ≤ p_r \). According to Eq. (10), \( mcr = \max 1 ≤ p ≤ m mc^p_r ≤ p_r \). Thus, the value calculated in each iteration is bounded. Meanwhile, Lemma 1 shows that the permissible computation time calculated has an integer value and increases as the iterative process continues. Therefore, the minimum value that the permissible computation time increases in each iteration is 1. According to the Proposition 4 proposed by Al-Sheikh et al. in [29], the heuristic converges and the maximum number of iterations in this heuristic is \((n+Pr)/(Pr)\) n.

Now we analyze the complexity of this equilibrium-based heuristic. According to Theorem 4, the heuristic converges in at most \((n+Pr)/(Pr)\) n iterations where \( n \) is the number of tasks and \( p_r \) is the period of the target task. In each iteration, the best response procedure \( BR_i(r) \) is adopted to select the best offset and assignment for the considered task. Since \( BR_i(r) \) runs in \( O(nP_{max}) \), the computation complexity of the heuristic is \( O(n^2P_{max}(n+Pr)) \). Since the running time cost of this heuristic depends on not only the number of tasks \( n \), the period of the target task \( p_r \), but also the largest period \( P_{max} \), this heuristic runs in pseudo-polynomial time and its complexity explodes as soon as \( n \) becomes large.

VI. MINIMUM PERIOD CALCULATION

Period, as well as the computation time, is one of the most important timing characters in multi-core real-time systems. The decrease of a task period would reduce the time duration between two successive instances and improve the immediateness and accuracy of the data generated. In this section, we study the sensitivity problem in the domain of task periods, and compute the minimum value of the period that a single task can have while keeping the multi-core system still schedulable.

Let \( τ_r = (c_r, p_r) \) denote the target task that we want to reduce its period. The value of \( c_r \) and the timing parameters of other tasks are fixed. We need to find the minimum value of \( p_r \) that ensures the task set is schedulable. The period of \( τ_r \) can be optimally decreased to a certain value while the task set is still schedulable. However, any small further decrease in \( p_r \) would results in an unschedulable task set. We first give an exact formulation for this minimization problem based on Mixed Integer Quadratically Constrained Programming (MIQCP) [31], then propose a more convenient heuristic based on Game Theory to seek the minimum value of the period of the target task.

A. EXACT FORMULATION

When we calculated the maximum computation time in Sect. V, the periods of all tasks are fixed; however, in this section, the period of the target task is an object we want to minimize and does not remain the same anymore. The greatest common divisor (GCD) of the periods of \( τ_r \) and any other task \( τ_i \) would be changed. Therefore, when Condition (1) is used to determine whether two tasks are schedulable on the same processor, \( g_{i,r} \) is a new variable and \( g_{i,r} = GCD(p_i, p_r) \) should be transformed to

\[ g_{i,r} \times w_{i,r} = p_r \]
\[ g_{i,r} \times v_{i,r} = p_i \]

where \( w_{i,r} \) and \( v_{i,r} \) are two integer variables representing the quotients from the division operations, i.e., \( w_{i,r} = p_r/g_{i,r} \) and \( v_{i,r} = p_i/g_{i,r} \).

The optimization process is seeking optimal offset and assignment allocations for all tasks such that the target task \( τ_r \) can decrease its period as much as possible while keeping the task set schedulable. The exact formulation can be written
as the followings:

minimize $p_r$

subject to

$$c_i \leq (s_j - s_i) - g_{i,j} \times e_{i,j} \leq g_{i,j} - c_j$$

$$c_i - p_i \leq e_{i,j} \leq p_j - c_j$$

$$g_{i,j} \times v_{i,j} = p_j, g_{i,j} \times v_{i,j} = p_i$$

$$V_i, j \in [1, n], a_i = a_j, j \neq i$$

$$p_r \geq c_r$$

$$a_i \in [1, m], s_i \in [0, p_i - c_i], \forall i \in [1, n]$$

Constraint (11) describes the non-overlapping requirements of each two tasks assigned to the same processor. Condition (12) shows that the value of $p_r$ should be larger than or equal to $c_r$, which is required by the strictly periodic task model proposed in Sect. III. Condition (13) provides the range restrictions of the offsets and assignments of all tasks. Since there are quadratic terms (such as $g_{i,r} \times w_{i,r}$ and $g_{i,r} \times v_{i,r}$) in Constraints (11), this formulation is not a linear program but a mixed integer quadratically constrained one (i.e., MIQCP formulation), which can be solved using Cplex Optimizer or LocalSolver.

In this exact formulation, there are $n^2 + 4n$ integer variables and requires a significant amount of time to seek optimal offset and assignment allocations for all tasks. Its application to large scale or even fairly complex problem instances may be inefficient because of the required execution times. We propose a faster heuristic based on Game Theory to solve the optimization problem. As did in Sect. V, we first design a procedure to get the best offset $s_i$ for a task $\tau_i$ such that $\tau_i$ can have the least integral period on a given processor. Then, we try to find the best assignment $a_i$ on a multi-core platform while keeping all other tasks fixed. Finally, we present a heuristic to calculate the minimum value of $p_r$ by moving the tasks round and round until an equilibrium state is reached.

B. BEST OFFSET PROCEDURE ON A PROCESSOR

In this section, we first propose a minimum period procedure $MP(p, r)$ to calculate the least permissible period of $\tau_r$ on a given processor $p$ when all tasks are fixed. Then we modify the offset of any task $\tau_n$ on the processor $p$ (i.e., $\tau_n \in T_p$), and design a best offset procedure $BP^p_r(r)$ to find an optimal start time for $\tau_i$ such that the value of $p_r$ is the minimum according to current allocations. The pseudo-code for $MP(p, r)$ is given in Algorithm 4.

$$MP(p, r)$$

Input: $\tau_r$, and a processor $p$

Output: the minimum period $mp_r$, for $\tau_r$

1. $mp_r \rightarrow \infty$

2. for $p_r = c_r$ to $LCM(\forall j, \tau_j \in T_p)$ do

3. $closest \leftarrow LCM(E_{r_p(r)}(r))$

4. if $closest \geq c_r$ then

5. $mp_r \leftarrow p_r$

6. break;

7. end

8. end

9. return $mp_r$

10. $r$

and a possible period bound for the target task $\tau_r$. Therefore, we need to consider all valid values of $s_i$, compute the associated possible period bound with $MP(p, r)$ and record the minimum value. The best offset procedure $BP^p_r(r)$ performs these operations, and the pseudo-code for this procedure is given in Algorithm 5.

$$BP^p_r(r)$$

Input: $\tau_r$, and a processor $p$

Output: the minimum value of $p_r$, and the best offset for $\tau_r$

1. $minP \leftarrow \infty$, $bs_i \leftarrow -1$

2. $T_p \leftarrow T_p \setminus \{\tau_r\}$

3. for $k = 0$ to $p_r - c_r$ do

4. $s_i \leftarrow k$

5. if Condition (6) is satisfied then

6. $tp_r \leftarrow MP(p_r)$

7. if $tp_r < minP$ then

8. $minP \leftarrow tp_r$, $bs_i \leftarrow k$

9. end

10. end

11. end

12. return $(minP, bs_i)$;

The main computation part of Algorithm 5 is from line 3 to 12, which is a loop and repeats at most $p_i$ times. In each iteration, the minimum period procedure $MP(p, r)$ is used to obtain the least permissible period of $\tau_r$ according to the current allocation. Since the complexity of $MP(p, r)$ is $O(n_p l_p p_r)$, where $l_p = LCM(\forall j, \tau_j \in T_p)$, the total computation time of $BP^p_r(r)$ is $O(n_p l_p p_r)$. We use $P_{max}$ to denote the maximum period of all tasks, then the running time complexity of $BP^p_r(r)$ is $O(n_p l_p p_r P_{max})$.

C. BEST STRATEGY PROCEDURE ON A MULTI-CORE PLATFORM

In this section, we design a best strategy procedure $BS^p_i(r)$ to find the best strategy (i.e., the best offset and the best assignment) for $\tau_i$, such that the target task $\tau_i$ can have the minimum period according to the current allocations.

We first remove $\tau_i$ from the set $T$, then the allocations of all tasks left are fixed. We use $bp$ to denote the permissible period bound of $\tau_i$ on the processor $p$. From Sect. VI-B we know, $bp = MP(p, r)$. We sort the processors in descending order according to the values of permissible period bounds and use $Q = \{q_1, q_2, ..., q_m\}$ to represent the ordered processor set, i.e., $\forall k, l \in [1, m], k \leq l \iff b_{q_k} \geq b_{q_l}$.

Now we begin to assign $\tau_i$ to the best processor. Note that the permissible value of $p_r$ on a given processor $p$ tends to increase or remain constant when $\tau_i$ is assigned to $p$. A. VOLUME 4, 2016
Therefore, we allocate \( \tau_j \) to the processors in descending order by their permissible period bounds, i.e., from \( q_1 \) to \( q_m \) in the set \( Q \). When \( \tau_j \) can be allocated to the processor \( q_j \) (\( 1 \leq j \leq m \)), there are two cases:

(A) If \( j < m \), the minimum period \( mp_r \) of \( \tau_j \) is the permissible period bound on the processor \( q_m \), then

\[
mp_r = b_{qm} = MP(q_m, r)
\]

(B) If \( j = m \), the minimum permissible period of \( \tau_j \) on the processor \( q_m \) should be calculated by the best offset procedure. Meanwhile, the minimum permissible period of \( \tau_j \) on any other processor is the permissible period bound on the processor \( q_{m-1} \). Since \( \tau_j \) can be assigned to any processor in a multi-core system, the minimum value of \( p_r \) is the smaller one of the two permissible periods. Then

\[
mp_r = \min(BP^m(r), b_{qm-1})
\]

Putting cases (A) and (B) together, we get the minimum value of \( p_r \) when only the offset and assignment of \( \tau_j \) change.

Algorithm 6 shows the pseudo-code for this best strategy procedure. Since the running time complexity of \( BP^m(r) \) is \( O(nlp_brP_{max}) \), the computation complexity of Algorithm 6 is \( O(nlp_brP_{max}) \), where \( l \) is the least common multiple of the periods of all tasks, i.e., \( l = \text{LCM}(\forall j, \tau_j \in T) \).

Algorithm 6: Best strategy procedure \( BS_i(r) \)

- **Input:** \( \tau_i, \tau_r \) and ordered processor set \( Q = \{q_1, q_2, ..., q_m\} \)
- **Output:** the minimum value of \( p_r \), and the best offset and assignment for \( \tau_i 

1. for \( p = q_1 \) to \( q_m \) do
2. \( (\min P, b_{si}) \leftarrow BP^m(r) \);
3. if \( b_{si} \neq -1 \) then
4. \( b_{si} \leftarrow p \);
5. if \( p \neq q_m \) then
6. \( \min P \leftarrow b_{qm} \);
7. end
8. else
9. if \( \min P \geq b_{qm-1} \) then
10. \( \min P \leftarrow b_{qm-1} \);
11. end
12. break;
13. end
14. return \((\min P, b_{si}), b_{si} \).

D. EQUILIBRIUM-BASED HEURISTIC

An equilibrium-based heuristic is proposed to calculate the minimum value of the period of \( \tau_r \), by optimizing the offset and assignment of one task at a time while keeping those of other tasks fixed. In this heuristic, tasks take turns to make their best strategy according to the current known allocations. Each task selects the best start time and processor such that \( \tau_r \) can decrease its period as much as possible.

When no task’s offset or assignment can be modified according to the best strategy procedure \( BS_i(r) \), an equilibrium state is reached and the heuristic stops. Similar to the notations used in Sect. V-D, \( p^k_{r-i}, s^k_i \) and \( a^k_i \) represent the permissible period calculated for \( \tau_r \), the corresponding offset and assignment for \( \tau_r \) after \( k \) iterations. The algorithm shows the pseudo-code for this equilibrium-based heuristic.

Algorithm 7: Minimum period algorithm (MPA)

**Input:** \( \tau_r \) and a task set \( T \)
**Output:** the minimum period \( minP \) for \( \tau_r \)

1. \( k \leftarrow 0 \);
2. repeat
3. for \( i = 1 \) to \( n \) do
4. \( p_i \leftarrow a^k_i \);
5. \( T_i \leftarrow T_i \setminus \{\tau_r\} \);
6. \( b_{\tau_r} \leftarrow MP(p_r) \);
7. sort \( Q \) in descending order according to the permissible period bounds;
8. \( (p^i_{r-i}, s^i_i, a^i_i) \leftarrow BS_i(r) \);
9. \( (s_i, a_i) \leftarrow (s^i_i, a^i_i) \);
10. \( minP \leftarrow p^i_{r-i} \);
11. end
12. \( k \leftarrow k + 1 \);
13. until \( T_i = T^b_i = 1 \);
14. return \( minP \);

E. CONVERGENCE AND COMPLEXITY ANALYSIS

In this section, we first prove that this equilibrium-based heuristic converges and one or more fixed points would be reached, then we calculate the running time cost of the minimum period algorithm proposed in Sect. VI-D and analyze its influence factors.

**Lemma 2.** In the iterative processes, there are: \( \forall k \geq 1, \forall i \in [1, n – 1], i \neq r \)

\[
p^k_{r-i} \geq p^k_{r-i+1} \quad \text{and} \quad p^k_{r-n} \geq p^k_{r-1}
\]

**Proof.** The proof of this lemma is similar to that of the Lemma 1 presented in Sect. V-D.

**Theorem 5.** This equilibrium-based heuristic converges in at most \( (n^i + 1) n \) iterations, where \( l = \text{LCM}(\forall j, \tau_j \in T) \).

**Proof.** According to Sect. VI-B, the permissible period calculated cannot be larger than \( l \) or smaller than the bound on the processor \( q_m \), i.e., \( l \geq p^k_{r-i} \geq b_{qm} = MP(q_m, r) \). Then, the value calculated after each task \( \tau_i \) updates its offset and assignment in any iteration is bounded. Meanwhile, from Lemma 2 we know, the period calculated by each step has an integer value and decreases along with the step. Therefore, the minimum value that the permissible period decreases in each step is 1. According to the Proposition 4 proposed by Al-Sheikh et al. in [29], the heuristic converges and the maximum number of iterations is \( (n^i + 1) n \).
VII. MAXIMUM SCALING FACTOR CALCULATION

We study the sensitivity problem in the domain of computation times of all tasks in this section. We compute the maximum value of the scaling factor, by which the computation times of all tasks can be multiplied while the system remains or becomes schedulable.

The scaling factor $\lambda$ is an easily recognized sign of the schedulable state of a task set. For example, in [5], the authors calculated the scaling factor based on game theoretic approach, and used it to provide a determination of whether all tasks in a set were schedulable. If $\lambda \geq 1$, the task set was considered to be schedulable upon a limited number of processors; otherwise, more processors were required.

The scaling factor $\lambda$ also helps in optimizing the speed of the processors. Assume that $S$ is the original speed of the processors. Scaling the computation times of all tasks by $\lambda$ is equivalent to changing the speed of the processors to $S/\lambda$. In a schedulable system, $\lambda$ is the maximum slow down factor that the processors can have, and the system remains schedulable as long as the speed of the processors are not less than $S/\lambda$. Reciprocally, $\lambda$ is the minimum speed up factor in an unschedulable system. Only when the speed of processors are increased to $S/\lambda$ (in this case $\lambda < 1$), the system can be brought back to a schedulable state.

The calculation of the maximum scaling factor is similar with that of the maximum computation time presented in Sect. V. We first give an exact formulation of this constrained maximization problem based on MILP. Then, we propose a more convenient and time saving heuristic by allowing each task to optimize its offset and assignment according to the mostly known allocations.

A. EXACT FORMULATION

In this section, we propose an MILP formulation for calculating the maximum scaling factor. We first analyze the extension process of task computation times when they are scaled. Figure 3 illustrates the impact of $\lambda$ on the computation times of two tasks assigned to the same processor. Hashed rectangles represent the initial time units occupied by the times of two tasks assigned to the same processor. Figure 3 (a) extend the rectangles represent the initial time units occupied by the instances of the two tasks, whereas the larger filled ones represent the scaled time budgets. Figure 3 (a) extend the computation times of two tasks according to the method proposed by Al-Sheikh et al. [5], in which the start times of the instances remain the same but the end times change in accordance with the scaling factor. However, as shown in Fig. 3 (b), the extension process discussed in this paper is different. The computation time of each instance is equally extended from the center to both the left and right side. This means that the centers of the computation time units remain the same; but the start times and end times of the instances are changed when the scaling factor $\lambda$ is not equal to 1.

Since all computation times are scaled by $\lambda$ proportionally, for any task $\tau_i$ ($1 \leq i \leq n$), the value of its computation time is changed to $\lambda t_i$. We use $s'_i$ to denote the start time of $\tau_i$ after its computation time has been scaled. From Fig. 3 (b) we know, $2(s_i - s'_i) + c_i = \lambda t_i$, which yields

$$s'_i = s_i - (\lambda - 1)c_i/2.$$

Condition (1), which is used to determine whether two original tasks are schedulable on the same processor, should be updated to

$$\lambda c_i \leq (s'_j - s'_i) \mod (g_{i,j}) \leq g_{i,j} - \lambda c_j$$

As we pointed out in Sect. V-A, the modulo operation in Condition (14) is not linear and should be replaced by Eq. (5) in the MILP formulation. Then, Condition (14) becomes

$$\lambda c_i \leq (s'_j - s'_i) - g_{i,j} \times e_{i,j} \leq g_{i,j} - \lambda c_j$$

$$\lambda c_i - p_i \leq e_{i,j} \leq (\lambda - 1)c_i - p_i/\lambda - e_{i,j}$$

The calculation of the maximum scaling factor is seeking optimal offset and assignment allocations for all tasks, such that the largest possible change in the task computation times can be affordable to satisfy the non-overlapping constraints. The exact formulation can be written as follows:

maximize $\lambda$

subject to

$$\lambda c_i \leq (s'_j - s'_i) - g_{i,j} \times e_{i,j} \leq g_{i,j} - \lambda c_j$$

$$\lambda c_i - p_i \leq e_{i,j} \leq (\lambda - 1)c_i - p_i/\lambda - e_{i,j}$$

$$\forall i, j \in [1, n], a_i = a_j, j \neq i$$

$$s'_i = s_i - (\lambda - 1)c_i/2, \forall i \in [1, n]$$

$$a_i \in [1, m], s_i \in [0, p_i - \lambda c_i], \forall i \in [1, n]$$

Condition (16) is the non-overlapping constraint of each two tasks distributed to the same processor. Equation (17) provides the start time of each task after its computation time is scaled by $\lambda$. Constraint (18) shows the range restrictions of the offsets and assignments of the tasks.

The exact MILP formulation discussed above seeks the maximum scaling factor by searching all possible offset and assignment allocations for the tasks, which is exceedingly laborious and time-consuming. Sometimes the exact formulation fails in supplying any solution within 24 hours, which is not acceptable in practice. Inspired from the Best Response solution presented in Al-Sheikh et al. [5] and in Chen et al. [14], a highly efficient heuristic is proposed in the following sections.
We first optimize the center (i.e., the middle time point of the first instance) of one task \( \tau_i \) on a given processor \( p \). Then on a multi-core platform, we try to find the best assignment besides the best center for \( \tau_i \) to ensure that \( \tau_i \) has the largest scaling factor \( \lambda_i \). Finally, tasks take turns to optimize their centers and assignments according to mostly known allocations until an equilibrium is reached. When this calculation stops, the maximum scaling factor is the minimum value of the factors of all tasks, i.e., \( \lambda = \min_{1 \leq i \leq n} \lambda_i \).

**B. BEST CENTER PROCEDURE ON A PROCESSOR**

For each task \( \tau_i \) (\( 1 \leq i \leq n \)), we design a best center procedure \( BC(i, p) \) to find an optimal center \( o_i \) such that the computation times of \( \tau_i \) and all other tasks can be scaled by the largest factor. The offsets, assignments and centers of other tasks remain the same.

Since \( o_i \) is the center of \( \tau_i \), \( o_i = s_i + \frac{c_i}{2} = s_i' + \frac{c_i'}{2} \), \( \tau_i \) is schedulable with any task \( \tau_j \) on a multi-core platform, we try to find the best assignment besides the best center \( o_i \). Its pseudo-code is shown in Algorithm 8.

The main computation part of Algorithm 8 is from line 3 to 14, which has a structure of double closed loops. The inner loop (from line 5 to 10) at most repeats \( n \) times. Given that the outer loop repeats at most \( p_i \) times, the total running time of Algorithm 8 is \( O(np_i) \). Since \( P_{max} \) is used to denote the maximum period of all tasks, the running time complexity of Algorithm 8 is \( O(nP_{max}) \).

**C. BEST RESPONSE PROCEDURE ON A MULTI-CORE PLATFORM**

In this section, we extend the best center procedure \( BC(i, p) \) to a multi-core platform, and present a best response procedure \( BR(i) \) to find the best assignment besides the best center for a given task \( \tau_i \). The best assignment and the best center guarantee that \( \tau_i \) has the largest scaling factor according to the current allocations.

From Sect. VII-B we know, when \( \tau_i \) is assigned to the processor \( p \), the permissible factor by which the computation times of all tasks can be multiplied, is \( m\lambda_i^p \) and can be calculated by the best center procedure \( BC(i, p) \). In order to choose the best assignment, we need to compute the permissible factor on each processor and select the largest one. We use \( \lambda \) to denote the maximum permissible scaling factor for \( \tau_i \) when only the center and assignment of \( \tau_i \) change on a multi-core platform, then

\[
\lambda_i = \max_{1 \leq p \leq m} m\lambda_i^p
\]  

The pseudo-code for this best response procedure is given in Algorithm 9. Since the best center procedure \( BC(i, p) \) has a complexity of \( O(np_{max}) \), the complexity of the best response procedure \( BR(i) \) is \( O(mnP_{max}) \).

**D. EQUILIBRIUM-BASED HEURISTIC**

Now we present a heuristic to calculate the maximum scaling factor for the computation times of all tasks based on Game Theory. We think of tasks as players and their strategies are the modification of their centers and assignments. All tasks take turns to use the best response procedure \( BR(i) \) to update their strategies such that their computation times

![Algorithm 8: Best center procedure BC(i, p)](image)
Algorithm 9: Best response procedure $BR(i)$

Input: $\tau_i$, in a task set $T$
Output: the largest factor $\lambda_i$ for $\tau_i$, the corresponding center $b_{o_i}$ and assignment $b_{a_i}$

1. $\lambda_i \leftarrow 0; b_{o_i} \leftarrow -1; b_{a_i} \leftarrow -1$
2. for $p = 1$ to $m$ do
   3. $(t, to_i) \leftarrow BC(i, p)$
   4. if $t > \lambda_i$ then
      5. $\lambda_i \leftarrow t; b_{o_i} \leftarrow to_i; b_{a_i} \leftarrow p$
   end
8. return $(\lambda_i, b_{o_i}, b_{a_i})$

Algorithm 10: Maximum scaling factor algorithm (MSFA)

Input: a task set $T$
Output: the maximum scaling factor $\lambda$ for all tasks

1. $k \leftarrow 1$

2. repeat
   3. for $i = 1$ to $n$ do
      4. $(\lambda_i, b_{o_i}, b_{a_i}) \leftarrow BR(i)$
      5. if $\lambda_i > \lambda_i^{k-1}$ then
         6. $\alpha_i \leftarrow b_{o_i}; \alpha_i \leftarrow b_{o_i}$
      else
         8. $\alpha_i \leftarrow 1$
9. end
9. end
11. $k \leftarrow k + 1$
12. until $k = T$
13. return $\lambda$

E. CONVERGENCE AND COMPLEXITY ANALYSIS

According to the Proposition 4 presented in AI Sheik et al. [29], this heuristic converges and reaches one or more fixed points in at most $\left(\frac{n+h}{h}\right)$ $n$ iterations where $h$ is the maximum number of increasing steps and calculated according to the periods of all tasks. Similarly, this heuristic runs in pseudo-polynomial time and its complexity explodes as soon as $n$ becomes large. It cannot be deduced that our heuristic is better than MILP or other solutions whose computational complexity is NP-Complete. However, the bound on the worst case number of steps of our heuristic considers a very pessimistic situation, and our heuristic typically performs better to solve the allocation problem on the same task sets.

VIII. EXPERIMENTAL RESULTS

In this section, we conduct simulation experiments to evaluate the performance of the proposed heuristics. We compare our experimental results with those of the exact MILP or MIQCP formulations.

The proposed heuristics have a wide range of applications and can be adapted to tasks with both harmonic and non-harmonic periods. However, all of them provide approximate but not exact solutions because they are based on Game Theory and stop when equilibrium states are reached. Compared with the exact formulations, they do not require completely searching the solution space and take less time to find solutions.

We evaluate the performances of our approaches from two aspects: time consumption which shows the speeds of the heuristics, and relative error ratios which represent the errors on results calculated by the heuristics. In addition, we put a 300 seconds time limit on the exact formulation execution of each input task set, for little improvements on the solutions could be made even the solver remains running to the end. In the case of a time out, the solution of the exact formulation is the best solution found up until the time limit.

A. TASK GENERATION

Tasks adopted in experiments were generated with the UUnifast-Discard algorithm [32], which is a simple extension of UUniFast [33] on a multi-core platform and produces a random utilization for each task under a given system utilization. There were three parameters for each task set: the number of tasks $n$, the system utilization $u$ and the task type (harmonic or non-harmonic).

The generation procedure was the same as that described in Chen et al. [27]. First we adopted the UUniFast-Discard algorithm to produce a random utilization $u_i$ ($1 \leq i \leq n$) for each task $\tau_i$, i.e., $u = \sum_{1 \leq i \leq n} u_i$. Then, we chose a random value $p_0$ from 5 to 9 as a base period, i.e., $p_0 = U[5, 9]$. Subsequently, for non-harmonic tasks, periods were chosen randomly from the set $\{2^2,3^2,5^2\}p_0$ for harmonic tasks, the period of the first task and a period ratio $k_i$ ($1 \leq i \leq n$) was selected randomly from $[1, 5]$. The periods of the harmonic tasks were constructed as $p_i = k_ip_{i-1}$. Finally, the computation time of each task was constructed as $c_i = p_iu_i$. 
B. MAXIMUM COMPUTATION TIME ALGORITHM EVALUATION

We start by evaluating the performance of the maximum computation time algorithm (MCTA) proposed in Sect. V-D in terms of execution time. With a logarithmic scale, Figure 4 shows the execution times required to compute the sensitivity in the domain of the computation times with different methods. The task sets were generated when the system utilization was 0.5. “MILP_H”, “MILP_NH”, “MCTA_H” and “MCTA_NH” represent the average times required by the MILP formulation and our approach for tasks with harmonic and non-harmonic periods.

![Figure 4](image)

We can see that the time consumption of two solutions has a similar changing tendency that it grows gradually along with the increase of the number of tasks. This is because that the more tasks are tested on in the experiments, the more possible offset and assignment allocations should be considered to find an optimal solution. Compared with the MILP formulation, our approach has lower time consumption and a smoother growth because it considers the tasks one by one and does not completely search the solution space. When the number of tasks is 30, the execution times required by our approach for harmonic and non-harmonic tasks are 6.55 and 1.36 seconds, which are 32 and 133 times less than those required by the MILP formulation respectively. This demonstrates that our method is faster in analyzing the sensitivity of computation times.

![Figure 5](image)

In the experiment of Fig. 5, the speed of our approach is evaluated by varying system utilizations under which non-harmonic tasks are generated. We can find that the time consumption of our approach grows along with the increase of the number of tasks and the system utilizations. As pointed out in Sect. V, our approach has a pseudo-polynomial complexity, which depends on not only the number of tasks \( n \), but also the largest period \( P_{\text{max}} \). Since a larger system utilization leads to the generation of tasks with larger periods, the time consumption conforms with the computation complexity analyzed in Sect. V.

![Figure 6](image)

Figure 6 shows the relative errors of our approach on the harmonic tasks through varying the number of tasks and the system utilizations. The relative error ratio \( er \) represents the relative difference between the computation time calculated by our approach and by the exact formulation, i.e., \( er = (\text{MILP} - \text{MCTA}) / \text{MILP} \times 100\% \). The number of tasks increases from 5 to 30 and the system utilization is tuned from 0.5 to 1.5. We can see that, when the number of tasks is 15, the largest error ratio appears and its value is 7.1%.

In Fig. 6, all of the three curves have essentially the same changing tendency that they first increase from zero to the maximum values and then drop down gradually. This is because our approach is inspired from Game Theory and just provides approximated solutions. As the number of tasks grows, there are more and more possible allocations that our approach does not consider, thus the relative error ratio increases in the first phase. Meanwhile, the increasing number of tasks results in an explosive growth in solution space of the constrained maximization problem. There are more and more task sets that the MILP formulation fails to find optimal solutions under a time limit. Then, according to the definition of \( er \), the error ratios decrease in the second phase.

In order to quantify the amount of variation of the relative error ratios of our approach, we record the relative error ratio on each task set, select the minimum and the maximum values, and calculate the standard deviations. Table 2 shows the relative error ratios statistic of our approach on harmonic tasks when the system utilization is 0.5. As can be seen that, when the number of tasks is 25, the largest average relative error ratio and the largest standard deviation appear, and their values are 0.0334 and 0.1855 respectively.
C. MINIMUM PERIOD ALGORITHM EVALUATION

In this section, we conduct experiments to evaluate the time consumption and relative error ratios of the minimum period algorithm (MPA) proposed in Sect. VI-D. The exact method, which our approach is compared with, is an MIQCP formulation and presented in Sect. VI-A.

In the experiment of Fig. 7, tasks were generated when the system utilization was 1.5, and we recorded the execution times required to analyze the sensitivity in the domain of the periods. The values of “MIQCP_NH”, “MIQCP_H”, “MPA_NH” and “MPA_H” represent the average execution times required by the MIQCP formulation and our approach for tasks with non-harmonic and harmonic periods.

FIGURE 7: Execution times required for the sensitivity analysis of periods using the MIQCP formulation and the minimum period algorithm (MPA)

Similar to the results shown in Fig. 4, the execution times of the two solutions grow gradually along with the increase of the number of tasks, no matter the tasks are with harmonic or non-harmonic periods. Our approach has a better performance than the MIQCP formulation in terms of time consumption when they are used on the same task sets. When the number of tasks is 20, the execution times required by our approach for harmonic and non-harmonic tasks are 63 and 74 seconds, which are 3.6 and 3.4 times less than those required by the MIQCP formulation respectively.

TABLE 3: Time consumption statistic of our approach (MPA) on harmonic tasks when the system utilization is 0.5

<table>
<thead>
<tr>
<th>Task number</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum time (s)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.08</td>
<td>0.10</td>
<td>1.28</td>
<td>1.39</td>
</tr>
<tr>
<td>Maximum time (s)</td>
<td>1.83</td>
<td>242.15</td>
<td>289.99</td>
<td>319.61</td>
<td>577.92</td>
<td>759.89</td>
</tr>
<tr>
<td>Average time (s)</td>
<td>0.09</td>
<td>22.43</td>
<td>48.37</td>
<td>63.04</td>
<td>102.31</td>
<td>227.89</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.25</td>
<td>58.57</td>
<td>65.38</td>
<td>108.36</td>
<td>150.87</td>
<td>332.65</td>
</tr>
</tbody>
</table>

In order to quantify the amount of variation of the time consumption of the minimum period algorithm proposed, we record the time consumption results on each task sets, select the minimum and the maximum values, and calculate the standard deviations. The statistical results on harmonic tasks generated with $u = 1.5$ are shown in Table 3. We can find that, along with the increase of the number of tasks, the average time cost and standard deviations become higher.

FIGURE 8: Time required by our approach (MPA) to calculate the minimum periods of harmonic tasks

Figure 8 demonstrates the time consumption of our minimum period algorithm on the task sets that are determined schedulable on a four processors platform according to MIQCP. Tasks are generated with harmonic periods and different system utilizations. As expected, the time consumption becomes higher when more tasks are tested on. When the number of tested tasks is fixed, the time cost of our approach grows with the increase of the system utilization. The time consumption of our approach explodes as soon as the number of tasks $n$ and the system utilization become large.

FIGURE 9: Relative error ratios of the values of periods calculated by our approach

Through varying the system utilizations, the relative error ratios of periods computed by our approach are shown in Fig. 9. The tasks are chosen from non-harmonic types and the system utilization is tuned from 0.5 to 1.5. As can be seen that all of the three curves grow first and then drop down along with the increase of the number of tasks. The reason is similar to that we explained in the previous section. We can also find that when the number of tasks is fixed, the results of our approach on the task instances with $u = 0.5$ have the lowest relative error ratios, which means that the values of periods calculated by our approach on this series of task sets are the closest to the exact solutions.
D. MAXIMUM SCALING FACTOR ALGORITHM EVALUATION

The final experiment we carried out is calculating the sensitivity of scaling factors for the computation times of all tasks. As did in Sect. VIII-B and VIII-C, we show the performance of our algorithm from two aspects: time consumption and relative error ratio.

**FIGURE 10:** Execution times required for the sensitivity analysis of scaling factors using the MILP formulation and the maximum scaling factor algorithm (MSFA)

With a logarithmic scale, Fig. 10 shows the execution times used to analyze the sensitivity of scaling factors by our approach (MSFA) and the MILP formulation. The task sets were generated when the system utilization was 1.0. The fields of “MILP_H”, “MILP_NH”, “MSFA_H” and “MSFA_NH” represent the average execution times required by the MILP formulation and our approach on tasks chosen from harmonic and non-harmonic period types.

From Fig. 10 we can know that, our methods result in much shorter times for all experiments, not only in the domains of computation times and periods, but also in the domain of scaling factors. For each task set, our approach has a better performance than the MILP formulation in terms of time consumption. When the number of tasks is 10, the execution time required by our approach for harmonic and non-harmonic tasks are 0.5 and 1.1 seconds, which are 34 and 45 times less than those required by the MILP formulation.

**FIGURE 12:** Relative error ratios of the values of scaling factor calculated by our approach on harmonic tasks

Figure 12 demonstrates the relative error ratios on the scaling factors calculated by our approach with respect to the MILP formulation. The tasks were generated with harmonic periods under different system utilizations. For all of the considered task instances, the relative error ratios on the results of our approach, as compared to the exact solutions, remain below 7%. The largest relative error ratio appears when the number of tasks is 10 and its value is 6.5%. At the same time, the time consumption of our approach is 0.9 seconds, which is 73 times less than that of the MILP formulation. The results are within the allowable range and can be accepted when taking into account the time cost.

**TABLE 4:** Relative error ratio statistic of our approach (MSFA) on harmonic tasks generated with \(u = 1.0\)

<table>
<thead>
<tr>
<th>Task number</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum value</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.0012</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Maximum value</td>
<td>0.3846</td>
<td>0.5921</td>
<td>0.4452</td>
<td>0.2265</td>
<td>0.2401</td>
<td>0.4762</td>
</tr>
<tr>
<td>Average value</td>
<td>0.0337</td>
<td>0.0466</td>
<td>0.0309</td>
<td>0.0194</td>
<td>0.0091</td>
<td>0.0008</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.0758</td>
<td>0.1050</td>
<td>0.0811</td>
<td>0.0539</td>
<td>0.0371</td>
<td>0.0627</td>
</tr>
</tbody>
</table>

Table 4 shows the time relative error ratio statistic of our approach on harmonic tasks when the system utilization is 1.0. Similar to the results shown in Table 2, the relative error ratios and standard deviations change along with the increase of the number of tasks. When the number of tasks is 10, the largest average relative error ratio and the largest standard deviation appear, and their values are 0.0466 and 0.1050 respectively. The results indicate that the relative error ratios of our approach are spread out over a wider range of values.
IX. CONCLUSIONS AND FUTURE STUDIES

In this paper, we aimed at analyzing the possible changes in task computation times, periods and scaling factors on a multi-core platform in real-time systems. The tasks have strict periods and can be non-preemptively scheduled with proper offset and assignment allocations. Using the multi-task sensitivity analysis, we presented heuristics to compute the maximum computation time and the minimum period for a single task, and obtain the maximum scaling factor for the computation times of all tasks. Experiments with randomly generated task sets show that our approach is faster and more efficient than the existing solutions to solve the sensitivity problems in large scale multi-core real-time systems. There are two possible directions for our future work. First, although it has been shown that our heuristics can provide reasonable solutions in a relatively short amount of time, we would like to consider some aggressive notions of approximation and see whether or not the heuristics’ performance could be improved. Second, we are interested in studying the schedulability and sensitivity analysis of non-strictly periodic tasks, and would like to see whether some of the results in this paper can be used to find the permissible changes in the timing parameters of non-strictly periodic tasks.
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