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ABSTRACT In active sensing, sensing actions are typically chosen to minimize the uncertainty of the state according to some information-theoretic measure such as entropy, conditional entropy, mutual information, etc. This is reasonable for applications where the goal is to obtain information. However, when the information about the state is used to perform a task, minimizing state uncertainty may not lead to sensing actions that provide the information that is most useful to the task. This is because the uncertainty in some subspace of the state space could have more impact on the performance of the task than others, and this dependence can vary at different stages of the task. One way to combine task, uncertainty, and sensing, is to model the problem as a sequential decision making problem under uncertainty. Unfortunately, the solutions to these problems are computationally expensive. This paper presents a new task-oriented active sensing scheme, where the task is taken into account in sensing action selection by choosing sensing actions that minimize the uncertainty in future task-related actions instead of state uncertainty. The proposed method is validated via simulations.

INDEX TERMS Active Sensing, Decision Making, Uncertainty, Entropy

I. INTRODUCTION

Uncertainty is unavoidable in any real-world problem, whether it is from modeling errors, changes in the environment, numerical approximations, etc. An effective way of dealing with uncertainty is to take sensor data into consideration, and make appropriate adjustments to the system [40]. This is a common practice across many fields, ranging from systems and control to sequential decision making under uncertainty. When the sensor can be controlled, the sensor can be utilized to obtain more informative observations. Choosing sensing actions to gain more useful data is known as active sensing.

The goal of active sensing is typically to reduce uncertainty in the state of the system by minimizing some information-theoretic measure such as entropy, conditional entropy, mutual information, etc. While this is sufficient for many applications where the goal is to obtain information, when the information on the state is used to complete a task, minimizing state uncertainty may not lead to sensing actions that provide information that is most useful for the task. This is because the reduced uncertainty may not be the most relevant to the current stage of the task. For example, consider a driving analogy. Let the state space be the positions of nearby cars and the sensing actions are looking left and right. Suppose the driver wants to merge right to change lanes; the positions of the cars on the right determine whether or not they can merge. Therefore looking to the right is the logical sensing action to take. However, from a state uncertainty perspective, the uncertainty of the positions of the cars on the left and right are equivalent. Since only the positions of the cars to the right affects our action of changing lanes, only the uncertainty of the position of the car to the right matters. If we try to reduce the uncertainty of the merging action, we will arrive at the same conclusion that the driver should look to the right.

In some decision making problems, the action space naturally decomposes into task and sensing action spaces, where the task-action space is the set of actions that affect the state of the system, while the sensing-action space is the set of actions that affect possible observations.
ple, in image-guided robotic surgical intervention, the task-action space is all possible movements of the surgical robot, while the sensing-action space is the range of possible image slices from the imaging system. In this case, it is possible to decompose the sequential decision making problem into task-related planning and active sensing. So, the surgical robot planner only solves for the best way of performing the surgery, while the active sensing algorithm selects the image slices that are most useful for the surgery. Another example of a decoupled system is a Mars rover that is guided by an orbital satellite. In this scenario, the rover decides where to explore next based on the information provided by the satellite. This problem can be decoupled by considering where the rover goes next as the task action, while the path of the satellite can be considered as the sensing action. The key feature shared by both examples is the fact that the state, i.e., the configuration of the surgical robot in the first example, and the location of the rover in the latter, does not influence the sensing capability. In other words, the robot (or the rover) does not have to be in a particular state to obtain relevant information. For such systems, the sensing and the acting aspects of the are decoupled, which allows us to solve the problem separately. The proposed decoupling of sensing and acting shares the same basic “divide and conquer” concept with the principle of separation of estimation and control, where the state estimator is designed to reduce the error between the actual and the estimated state, while the controller is designed to perform the task assuming perfect information.

This paper presents a new task-oriented active sensing method that integrates the task into active sensing by choosing sensing actions that minimize the uncertainty of future task actions. The proposed algorithm reduces the ambiguity of the next task-related action by choosing the sensing action that minimizes the conditional entropy of the next task-related action. First, a discrete version of the algorithm, which works with systems with discrete state and action spaces, is presented as a proof of concept. For systems with continuous state and action spaces, the particle filter is used to approximate belief propagation over continuous state space. Differential entropy is estimated from particles using $k$-nearest neighbor estimator.

The rest of the paper is organized as follows. Related work is reviewed in Section II. Problem formulation is described in Section III. A quick review of information theory is given in Section IV. The proposed active sensing algorithm for discrete systems is described in Section V. The proposed active sensing algorithm for continuous systems is described in Section VI. Simulations and results of discrete system examples are presented in Section VII. Simulations and results of continuous system examples are presented in Section VIII. Conclusions are presented in Section IX.

II. RELATED WORK

Information theory provides a basis on which various active sensing algorithms for many different applications are built. This section describes some of the related work and highlights the differences between this work and existing ones.

Typically an active sensing algorithm chooses a sensing action to optimize some information measure. Schmaedeke proposes one of the early active sensing algorithms that utilize information theory [35]. In the paper, sensor-target assignment is performed by maximizing the difference in Kullback-Leibler divergence formulated as a linear program. Manyika and Durrant-Whyte present a data fusion method that maximizes the information content of the state [25]. Information of the state is estimated recursively using an information filter. Porta et al. solve visual localization by choosing camera control actions that minimize the conditional entropy of the belief [29]. A Gaussian mixture observation model is learned a priori from training data. The particle filter is used in propagating the belief in continuous spaces and the conditional entropy of the belief is estimated from the particles. Kreucher et al. perform sensor scheduling for multitarget tracking by minimizing Rényi divergence of the belief, which is represented by a set of particles [20]. Hoffman and Tomlin propose an information gathering method for a mobile sensor network that performs decentralized mutual information maximization [17].

Partially-Observable Markov Decision Processes (POMDPs) is a general framework for describing sequential decision making under uncertainty. However, this generality comes at a cost [24]. Only very small problems, with a few states, can be solved exactly due to the curse of dimensionality and the curse of history [24], [28]. Researchers have put a lot of effort into approximate methods that solve POMDPs more efficiently. A survey of earlier value function approximation techniques can be found in [16]. One of the earlier work that aims at approximating POMDP is the QMDP proposed by Littman et al. [24]. The Q in QMDP represents the Q function in Q-learning, while MDP stands for Markov Decision Process. The QMDP algorithm first learn the Q function of the MDP part of a POMDP, ignoring the sensing aspect of the task. During execution, an action that maximizes the expected Q function is chosen. A milestone in approximate POMDP method is the Point-Based Value Iteration (PBVI) method proposed by Pineau et al. [28]. The PBVI method approximates a POMDP value function using a small set of belief points and the hyperplanes at the belief points. Online POMDP is another class of approximate method that solves POMDPs forward in time, instead of performing backup as in value iteration. Determinized Sparse Partially Observable Tree (DESPOT), presented by Somani et al. in [37], is an example of such algorithms. Porta et al. extend the PBVI method to a subset of continuous POMDPs, where the model can be described by Gaussian mixtures [30].

Instead of finding a sensing action, some work focuses on finding a control trajectory or a policy that produces state trajectory which leads to more effective information gathering. Ryan and Hedrick calculate an information-seeking control trajectory by minimizing the finite horizon sum of the entropy of the belief [33]. The finite horizon entropy is calculated by Monte-Carlo simulation. Araya et al. propose $\rho$POMDP,
which extends the POMDP formulation to the case where the reward function is defined in the belief space [3]. By defining the reward function over the belief space, \( \rho \text{POMDP} \) is capable of formulating decision making problems where information acquiring is the end goal. Chakravorty and Erwin formulate sensor scheduling as a receding horizon control problem with information gain as the objective function [6]. The policy gradient is obtained from Monte-Carlo simulations. A probabilistic policy allows soft maximization using the policy gradient. Charrow et al. present a multi-robot information gathering algorithm [7]. Control trajectories for multi-robot information gathering are obtained by maximizing the mutual information over the state trajectory. Wang et al. formulate information gathering as a POMDP where the action space is decoupled into state-changing actions and observation-making actions, where the state-changing action is assumed to be deterministic [42]. Javdani et al. propose a hyperedge cutting algorithm that drives the uncertainty over hypotheses down to one decision region by greedily maximizing the expected marginal gain of a test [18]. Spana et al. formulate cooperative perception of networked robot systems as a POMDP [38]. The positions of the targets and the robots, as well as the features of the targets, are considered as the state of the system. Instead of defining a reward function on the belief to encourage information gathering, classification actions and book-keeping variables are incorporated into the formulation to maintain the piecewise linear and convex property of the POMDP. Satsangi et al. solve sensor selection problem by modifying the backup step in the point-based value iteration (PBVI) algorithm [34]. Instead of considering a combination of sensors as an action in POMDP, each sensor is added via greedy maximization of the value function during the PBVI backup, which reduces the computation complexity of each iteration of PBVI significantly.

While it is rather straightforward to describe a sequential decision making under uncertainty as a POMDP, it is generally difficult to solve in many real-world applications. As a result, many researchers have come up with different planning algorithms that exploit different characteristics of the problem in order to deal with the uncertainty in the system. Chhatpar and Branicky solve robotic assembly problems where clearance is much smaller than the visual feedback by constructing a contact map in the configuration space [8]. Prentice and Roy present the belief roadmap, where the covariance matrices are factored and stored in the edges, which simplifies posterior distribution and expected cost calculations [31]. Van den Berg et al. formulate belief space planning problems with Gaussian motion and measurement models as iterative LQG (iLQG) problems, where the initial trajectory is generated from a sampling-based method in the state, then the trajectory is updated iteratively using iLQG algorithm [41]. Agha-Mohammadi et al. solve belief space planning using PRM where the edges are stabilizing controllers [1].

There is some prior work on active sensing methods that are designed to provide information related to a given task. Kwok and Fox use reinforcement learning for sensing action selection for soccer robots [22]. The long-term value of a sensing action is learned in the training phase. The robot then performs the best action according to the learned action-value function. Guerrero et al. present two task-oriented active sensing methods for soccer robots [15]. The difference between the two methods is the objective function. In the first method, the variance of the value function of the next iteration is minimized, while in the second method, the expected value of the value function of the next iteration is maximized. Experimental results show that the expected value maximization method is more effective than the variance minimization method.

The proposed active sensing method is different from the existing work for several reasons. First, it is different from POMDP-based methods because it does not solve the planning problem in the belief space. The action-entropy active sensing algorithm aims at providing a tractable solution to a subset of sequential decision making problems where the sensing and the acting aspects of the task are naturally decoupled. The action-entropy active sensing algorithm chooses a sensing action that minimizes the uncertainty in the next task action according to the policy provided by the state-space planner. While the proposed solution to the decoupled problem may be suboptimal in terms of accumulated reward, the decoupled approach could make up for the smaller reward in terms of computational time. Moreover, the proposed method is different from the other information gathering methods such as [3] and [38] because it is designed to be used in the context of task completion. So, the ultimate goal is not to obtain information but to perform the task well. Finally, the proposed method is different from [22] and [15] because no training or value function is required. Instead, the proposed method only assumes the availability of a policy that maps a state into a task-related action. A preliminary study of the proposed method, specifically the continuous formulation of the problem with a Python implementation, is presented in [14]. In this paper, both discrete and continuous formulations are presented, with the discrete algorithm implemented in Python, and the continuous algorithm implemented in C++. The proposed method is also explored and validated in more depth with two examples for the discrete case and two new examples for the continuous case.

### III. PROBLEM FORMULATION

The objective of the active sensing algorithm in this work is to provide useful information for task completion under uncertainty, where both motion and sensing uncertainties are considered. The proposed method is based on Bayesian estimation, which is reviewed in this section.

In decision-making problems where sensing actions do not affect the states, such as looking around while driving or taking image slices in image-guided robotic surgery, the action space can be divided into two action spaces. First, the space of actions that change the state of the system is denoted by \( \mathcal{U} \). This set of action is used in completing the
task so it will be referred to as the task-action space. The other action space, denoted by \( V \), is the space of actions that affect the measurement but not the state. Since this set of actions is only used in sensing, it shall be called the sensing-action space. Let \( X \) and \( Z \) denote the state space and the measurement space respectively. The state-transition model, \( p(x_t | u_t, x_{t-1}) \), is a probability distribution function of the next state \( x_t \) given that a task action \( u_t \) is performed at a state \( x_{t-1} \). The measurement model, \( p(z_t | v_t, x_t) \), is a distribution of the measurement \( z_t \) given that a sensing action \( v_t \) is performed at a state \( x_t \).

The information the robot has about the state of the environment is represented by its belief, \( b(x_t) \), which is a distribution defined over the state space given all past actions and measurements, i.e.,

\[
b(x_t) = p(x_t | u_{1:t}, v_{1:t}, z_{1:t}), \forall x_t \in X,
\]

where \( b_0 = p(x_0) \) is the probability distribution of the initial state. For brevity, the time subscript \( t \) will be dropped where it would not cause confusion. When the robot interacts with the environment, its belief propagates according to the state-transition model as follows,

\[
\bar{b}(x_t) = \int_X p(x_t | u_t, x_{t-1})b(x_{t-1})dx_{t-1}.
\]

For systems with discrete state space, the integral in belief propagation becomes a summation as follows,

\[
\bar{b}(x_t) = \sum_{x_{t-1} \in X} p(x_t | u_t, x_{t-1})b(x_{t-1}).
\]

When the robot performs a sensing action and receives a measurement, its belief is updated according to its measurement model as follows,

\[
b(x_t) = \eta p(z_t | v_t, x_t)\bar{b}(x_t).
\]

where \( \eta \) is the prior probability of observation that normalizes the expectation on the right-hand side.

In this work, it is assumed that a state-space planner is available for task-related planning. This planner will be referred to as the task planner. Various state-space planners can be used as the task planner [9], [23]. Fundamentally, the only requirement of the task planner is to generate a policy \( \pi : X \rightarrow U \) that tells the robot what to do at each state. The desirable behavior of the robot is encoded in the policy. For example, mobile robot navigation would have a policy that brings the robot from any state to the goal state.

The goal of this work is to create an active sensing algorithm that works with a state-space planner in completing a task. The proposed active sensing method integrates sensing and acting aspects of the task by choosing the sensing action \( v_t \) that minimizes the conditional entropy of the next task action \( u_{t+1} = \pi(x_t) \). Since the objective function of the active sensing method is minimizing task-action entropy, the proposed method shall be referred to as the action-entropy active sensing method.

IV. BACKGROUND ON INFORMATION THEORY

A short review on conditional entropy of discrete and continuous random variables is presented in this section. More detail on information theory can be found in [10].

The entropy of a discrete random variable \( X \) with probability mass function \( p(x) \) and range \( X \) is defined as

\[
H(X) = -\sum_{x \in X} p(x) \log p(x).
\]

Suppose there is another discrete random variable \( Y \) with range \( Y \). If \( X \) and \( Y \) have a joint mass function \( p(x, y) \), then the conditional entropy \( H(X|Y) \) is defined as follows,

\[
H(X|Y) = -\sum_{y \in Y} \sum_{x \in X} p(x, y) \log p(x|y).
\]

Since \( p(x, y) = p(x|y)p(y) \), we can write the conditional entropy as the expected value of the entropy \( H(X|Y) \) as follows,

\[
H(X|Y) = \sum_{y \in Y} \sum_{x \in X} p(x|y)p(y) \log p(x|y),
\]

\[
= -\sum_{y \in Y} \sum_{x \in X} p(y) p(x|y) \log p(x|y),
\]

\[
= \sum_{y \in Y} p(y) H(X|Y = y).
\]

The concept of entropy has been extended to continuous variables. The entropy of a continuous variable is called the differential entropy. Let \( X \) be a continuous random variable with probability density function \( p(x) \) and range \( X \). The differential entropy of \( X \) is defined as follows,

\[
h(X) = -\int_X p(x) \log p(x) dx.
\]

Suppose there is another continuous random variable \( Y \) with range \( Y \). If \( X \) and \( Y \) have a joint density function \( p(x, y) \), then similar to the discrete case, the conditional differential entropy \( h(X|Y) \) is defined as the entropy of the conditional distribution as follows,

\[
h(X|Y) = -\int_Y \int_X p(x, y) \log p(x|y) dx dy.
\]

Since \( p(x, y) = p(x|y)p(y) \), the conditional differential entropy can be written as the expected value of the differential entropy \( h(X|Y) \) as follows,

\[
h(X|Y) = -\int_Y \int_X p(x|y)p(y) \log p(x|y) dx dy,
\]

\[
= -\int_Y p(y) \int_X p(x|y) \log p(x|y) dx dy,
\]

\[
= \int_Y p(y) h(X|Y = y) dy.
\]
V. ACTION-ENTROPY ACTIVE-SENSING ALGORITHM FOR DISCRETE SYSTEMS

The action-entropy active sensing algorithm for discrete systems is presented in this section. The discrete version of the active sensing method is meant to be a proof of concept of the algorithm that illustrates how well the method works in its most basic form. The active sensing algorithm is a part of the planner, as depicted in Fig. 1. The other two components of the planner include the task planner, which provides a state-space policy, and the coordinator, which maintains the internal belief of the planner and interacts with the environment.

A mathematical derivation of the algorithm is presented first in Section V-A. An analysis of the algorithm is given in Section V-B.

A. MATHEMATICAL DERIVATION

Since a policy is often non-injective, it could map many states to the same action, so the same action would be taken for all of those states. In such cases, the uncertainties among the states that map to the same task action do not affect action selection, and therefore, sensing action selection based on state uncertainty could be misleading or suboptimal in terms of task performance. In this work, the active sensing module assists the task planner by selecting the sensing actions that makes future task actions the least ambiguous by minimizing the conditional entropy of the task-action distribution.

Specifically, the sensing actions are chosen to minimize the conditional entropy of the task actions given a prior belief on the state,

\[
\nu_t = \arg \min_{\nu_t \in \mathcal{V}} H(\hat{z}_t | \hat{u}_{t+1}, v_{1:t}, u_{1:t}, z_{1:t}-1),
\]

where \(\hat{u}_{t+1}\) and \(\hat{z}_t\) denote the random variables of the next task action and the observation, respectively.

The conditional entropy, \(H(\hat{z}_t | \hat{u}_{t+1}, v_{1:t}, u_{1:t}, z_{1:t}-1)\), on the right hand side of (11), is the expected entropy of the task-action distribution with \(\hat{z}_t\) as the conditioning variable. From (7), the conditional entropy is calculated as follows,

\[
H(\hat{z}_t | \hat{u}_{t+1}, v_{1:t}, u_{1:t}, z_{1:t}-1) = \sum_{z_t \in \mathcal{Z}} p(z_t | v_{1:t}, u_{1:t}, z_{1:t}-1) H(\hat{u}_{t+1} | v_{1:t}, u_{1:t}, z_{1:t})
\]

(12)

There are two components in (12). The first term in the summation, \(p(z_t | v_{1:t}, u_{1:t}, z_{1:t}-1)\), is the probability of observing \(z_t\) when sensing action \(v_t\) is taken, given a priori observation and actions. This term is calculated by expanding the probability using the law of total probability to obtain

\[
p(z_t | v_{1:t}, u_{1:t}, z_{1:t}-1) = \sum_{x_t \in \mathcal{X}} p(z_t | x_t, v_{1:t}, u_{1:t}, z_{1:t}-1) p(x_t | v_{1:t}, u_{1:t}, z_{1:t}-1)
\]

\[
= \sum_{x_t \in \mathcal{X}} p(z_t | x_t, v_t) \bar{b}_t.
\]

(13)

The first term in (13), \(p(z_t | x_t, v_{1:t}, u_{1:t}, z_{1:t}-1)\), reduces to the measurement model, \(p(z_t | x_t, v_t)\), when the state is given. The second term in (13), \(p(x_t | v_{1:t}, u_{1:t}, z_{1:t}-1)\), is the prior belief \(\bar{b}_t\), since, without the observation \(z_t\) the state \(x_t\) is independent of the sensing action \(v_t\), and the distribution over the state is simply the a priori belief, \(\bar{b}\).

The second term in (12), \(H(\hat{u}_{t+1} | v_{1:t}, u_{1:t}, z_{1:t})\), is the entropy of the next task action given the current belief. Since the action \(u_{t+1}\) is selected from the state \(x_t\) according to the policy, i.e., \(u_{t+1} = \pi(x_t)\), the distribution of \(\hat{u}_{t+1}\) can be obtained by mapping the belief distribution over the states through \(\pi\). The entropy of the task action is then calculated from (5).

The proposed active sensing method is summarized in Algorithm 1. The inputs to the algorithms are the policy \(\pi\) and the a priori belief \(\bar{b}_x\) (the subscript \(x\) is used to distinguish the belief over the state from the belief over the task action in the algorithm). The conditional entropy associated with each sensing action is initialized in Line 2. The conditional entropy for sensing action \(v\) is calculated in Lines 3 to 13. The probability of observing \(z\) from (13) is calculated in Lines 5 to 8, where \(\omega\) in Line 7 is a dummy variable that stores the probability of observing \(z\). The belief is updated according to observation \(z\) in Line 9. The belief over the next task action is calculated in Line 10 by mapping the belief over the state through the policy. Then the summation over \(z \in \mathcal{Z}\) is carried out in Line 11.

B. ANALYSIS

This active sensing scheme is attractive for a couple of reasons. First, the uncertainty of the task actions is defined...
over the action space, which is often “smaller” than the state space. From this perspective, the policy compresses the uncertainty into a smaller space. Additionally, when many states are mapped into the same action, the uncertainty among those states does not contribute to the uncertainty in the task actions. In this case, the states are clustered together according to the policy, and the active sensing module only has to make its decision based on the clusters.

The time complexity of this algorithm is simply \( O(|V||Z||X|) \), where \(| \cdot |\) is the counting measure. Time complexity of a state-entropy active sensing algorithm has the same order as the action-entropy algorithm. They only differ by a constant factor because the time it takes to map the state through the policy (line 10) is also \( O(|X|) \).

### VI. ACTION-ENTROPY ACTIVE-SENSING ALGORITHM FOR CONTINUOUS SYSTEMS

Most problems in robotics are continuous in nature, so an active sensing algorithm for continuous systems will be compatible with a wider variety of applications. In this section, the action-entropy active sensing algorithm for systems with continuous state and action spaces is presented. There are two classes of methods that are widely used in robotics for dealing with beliefs over continuous spaces. Parametric methods such as Gaussian filters often make more assumptions on the underlying system than nonparametric methods such as the particle filter. In order to make our algorithm the least restrictive, the particle filter is chosen here.

For a belief defined over a continuous space, the entropy is replaced by the differential entropy. Since belief propagation is represented by the particle filter, the differential entropy has to be estimated from the particles. Estimation of the differential entropy is presented in Section VI-A.

The structure of the system is the same as in the discrete case, shown in Fig. 1. The mathematical derivation of the active sensing algorithm for continuous system is presented in Section VI-B. The analysis of the algorithm is given in Section VI-C.

### A. DIFFERENTIAL ENTROPY ESTIMATION

This section presents estimation of differential entropy from a set of particles. Suppose there is a set of particles \( P \) containing \( N \) particles. The weight and the position of the \( i \)-th particle shall be denoted by \( w^i \) and \( x^i \), respectively. A belief is approximated by the set of particles \( P \) as follows,

\[
b_p(x) = \sum_{i=1}^{N} w^i \delta(x - x^i),
\]

where \( b_p \) denotes a belief represented by a set of particles \( P \), and \( \delta \) is the Dirac delta function.

An overview of nonparametric estimation of differential entropy can be found in [4]. While some estimators are defined for one or two dimensional datasets, nearest neighbor methods do not share the same restriction. Kozachenko and Leonenko propose the nearest neighbor estimator which estimates the probability distribution function around each sample using the distance to its nearest neighbor [19]. Singh et al. and Goria et al. generalize the nearest neighbor estimator to \( k \)-nearest neighbor estimators, where the distance to the \( k \)-th nearest neighbor is used to approximate the local density estimator [13], [36]. Mnatsakanov et al. have shown that the root-mean-square error of the estimation is lower with \( k > 1 \), and an empirical formula for \( k \) is proposed [27]. Ajgl and Šimandl extend the \( k \) nearest neighbor to the case when the underlying distribution is represented by particles instead of samples [2]. The estimator uses the sum of the weights of \( k \) nearest neighbors particles as well as the distance to the \( k \)-th nearest particle to estimate differential entropy.

The estimator presented in [2] is chosen in this work because it is capable of estimating the entropy associating with a set of particles. The estimator, denoted by \( \hat{h}_P \), is defined as follows,

\[
\hat{h}_P(X) = -\sum_{i=1}^{N} \frac{\sum_{j \in \mathcal{N}_k(i)} w^j}{k} \log \frac{\sum_{j \in \mathcal{N}_k(i)} w^j}{|B_{D_k}(d_k^i)|} + \log k - \Psi(k),
\]

where \( \mathcal{N}_k \) is the set of indices of the \( i \)-th particle’s \( k \) nearest neighbors. \( |B_{D_k}(d_k^i)| \) is the volume of a ball in \( \mathbb{R}^n \) with radius \( d_k^i \), where the radius is the distance from the \( i \)-th particle to its \( k \)-th nearest neighbor. Finally, \( \log k - \Psi(k) \) is the bias term, where \( \Psi \) is the digamma function.

### B. MATHEMATICAL DERIVATION

The active sensing algorithm minimizes the uncertainty of the future task action by choosing the sensing action that minimizes the entropy of the future task action. Since the observation is not known when the sensing action is being chosen, the entropy is conditioned on the observation. The sensing action is the minimizer of the conditional entropy, i.e.,

\[
v_t = \arg\min_{v_t \in V} h(\hat{u}_{t+1}|\hat{z}_t; v_{1:t}, u_{1:t}, z_{1:t-1}),
\]

where \( \hat{u}_{t+1} \) denotes the random variable of the next task action and \( \hat{z}_t \) denotes the random variable of the observation.
The conditional entropy is calculated for each sensing action \( v_t \), and the sensing action that minimizes it is chosen. The sensing-action space is assumed to be discrete, and if it is continuous, sampling or discretization can be employed.

The entropy of the future task action conditioned on the observation, according to (10), is as follows,

\[
h(\hat{u}_{t+1}|\hat{z}_t; v_{1:t}, u_{1:t}, z_{1:t}^{-1}) = \int_Z p(z_t|v_{1:t}, u_{1:t}, z_{1:t}^{-1}) h(\hat{u}_{t+1}|v_{1:t}, u_{1:t}, z_{1:t}) dz_t.
\]

(17)

The first term in the integration, \( p(z_t|v_{1:t}, u_{1:t}, z_{1:t}^{-1}) \), is the probability density function of the observation \( z_t \) given prior actions and observations. Using the law of total probability, the density function can be expanded as follows,

\[
p(z_t|v_{1:t}, u_{1:t}, z_{1:t}^{-1}) = \int_X p(z_t|x_t, v_{1:t}, u_{1:t}, z_{1:t}^{-1}) p(x_t|v_{1:t}, u_{1:t}, z_{1:t}^{-1}) dx_t,
\]

\[
= \int_X p(z_t|x_t) b(x_t) dx_t.
\]

(18)

The first term in the integral, \( p(z_t|x_t, v_{1:t}, u_{1:t}, z_{1:t}^{-1}) \), reduces to the measurement model, \( p(z_t|v_t, x_t) \), when the state \( x_t \) is given. The second term in the integral, \( p(x_t|v_{1:t}, u_{1:t}, z_{1:t}^{-1}) \), is simply the predicted belief, \( \bar{b}(x_t) \).

The remaining term in (17), \( h(\hat{u}_{t+1}|v_{1:t}, u_{1:t}, z_{1:t}) \), is the differential entropy of the next task action given all prior actions and observations. Similar to the discrete case, the distribution of the task action is obtained by mapping the belief particles through the policy. The entropy is then estimated from the task-action particles using (15).

The active sensing algorithm is shown in Algorithm 2. The inputs include the policy \( \pi \) and the particles \( \mathcal{P}_x \), which represent the current belief of the coordinator, \( \hat{b} \). The algorithm estimates the task-action entropy of each sensing action and returns the sensing action with minimum entropy. The integration in (17) is approximated using Monte Carlo simulation in the inner loop, where the integral in (18) is replaced by sampling in Lines 5 and 6. The particles are updated according to the sampled measurement in Line 7. Then the updated particles are mapped into task-action particles in Line 8, and the entropy of the task-action particles are estimated using (15) in Line 9. Finally, the sensing action that results in the lowest conditional entropy is returned.

### Algorithm 2 Minimum Task-Action Entropy Active Sensing

1. procedure GETSENSINGACTION(\( \pi, \mathcal{P}_x \))
2. for all \( v \in \mathcal{V} \) do
3. \( h_v = 0 \)
4. for \( i = 1, \ldots, M \) do
5. sample \( x \) from \( \mathcal{P}_x \)
6. sample \( z \) from \( p(z|v, x) \)
7. \( \mathcal{P}_x^v = \text{MeasurementUpdate}(\mathcal{P}_x, v, z) \)
8. \( \mathcal{P}_u = \pi(\mathcal{P}_x^v) \)
9. \( h_v += h_{\mathcal{P}_u}(u) \)
10. end for
11. end for
12. return argmin\(_v\) \( h_v \)
13. end procedure

### VII. SIMULATIONS WITH DISCRETE SYSTEMS

Three examples are presented in this section. They are designed to represent common problems in decision making under uncertainty. In the first example, the robot has to make a decision that would result in a large reward or a large penalty in the future. The second example represents a localization problem where the robot is placed randomly in a symmetric corridor. The last example tests the algorithm in a more general setting using randomly generated obstacles.

The proposed method will be compared with state-entropy active sensing [20], [29], the expected-value maximization method [15], and an algorithm that selects a sensing action uniformly at random. The state-entropy active sensing method selects the sensing action that minimizes the state entropy, i.e.,

\[
u_t = \arg\min_{v_t \in \mathcal{V}} H(\hat{x}_t|\hat{z}_t, v_{1:t}, u_{1:t}, z_{1:t}^{-1}).
\]

The expected-value active sensing method selects the sensing action that maximizes expected future value, i.e.,

\[
u_t = \arg\max_{v_t \in \mathcal{V}} \sum_{x_{t+1} \in \mathcal{X}} V(x_{t+1}) p(x_{t+1}|v_{1:t}, u_{1:t}, z_{1:t}^{-1}),
\]

where \( V \) is the value function [40]. For simplicity, the proposed method, the standard state-entropy method, the
expected-value method, and the randomized method shall be abbreviated as AE (Action-Entropy), SE (State-Entropy), EV (Expected-Value), and RN (Randomized) methods, respectively. The results from DESPOT [37], an online POMDP algorithm, are also presented alongside the active sensing results.

The simulations were run on an Ubuntu 14.04 machine with Intel Core 2 Quad 2.40 GHz processor and 4 GB memory. The active sensing algorithms are written in Python.

A. EXAMPLE: FORK IN THE ROAD

The first example is a 5 × 2 grid-world problem, shown in Fig. 2. The robot starts at the bottom. The goal is on the top-right corner and a trap is on the top-left corner. There is a wall between the left and the right side of the map, so the robot has to be able to determine the side of the wall it is on to be able to avoid the trap and reach the goal. This example highlights the ability to make a decision based on future rewards, a central theme in planning. It is critical for the active sensing algorithm to first identify the side of the wall the agent is on. If it is on the right side of the wall, the agent will just move upwards, but if it is on the left side of the wall, then it must move down to the opening then to the right side. With the uniform initial belief, sensing along the north-south and the east-west directions are equally good for the state-entropy method. However, sensing in the north-south direction does not distinguish between being on the left and the right side. So, this will lead to a lower reward. The proposed method on the other hand, will make a sensing action along the east-west direction first because it reduces the uncertainties in the actions the most.

The intervals between two sensing actions are varied to see how well the active sensing algorithms cope with less information. Between two sensing actions, the belief is propagated according to the robot’s motion model without using observations to correct the belief. The robot follows the policy according to the belief until the next sensing opportunity arrives. For AE and SE, the sensing action is chosen to minimize the sum of the entropy up until the next sensing action is possible.

The parameters used in the simulations are as follows. There is a wall between the left and the right sides with one opening at the bottom. The actions are to move in the principle directions (mov_n, mov_s, mov_e, mov_w). All the move actions have a probability of 0.8 to end up in the correct state, and a probability of 0.2 to end up in the same state as before the action was taken. The sensing actions are to sense the wall of the perimeter along the north-south and east-west directions (sen_ns and sen_ew). The observations are seeing a wall in a particular direction, or that no wall is detected (wall_n, wall_s, wall_e, wall_w, none). All the sensing actions have a probability of 0.9 to sense the wall in the correct direction, and a probability of 0.1 to sense the wall in the opposite direction. There is a reward of +100 at the top-right corner, a penalty of -100 at the top-left corner, a penalty of -1 at other states, and the discount factor is 0.99.

The initial belief is uniformly distributed in the bottom four states. The average rewards and computational time for each simulation are taken from 10,000 repeated trials.

The average rewards and the 95% confidence intervals obtained from the four methods are listed in Table 1. First, note that AE performs better than the other three methods for all sensing intervals. The average rewards drop monotonically for all methods when the sensing interval is increased. It takes AE, SE, and EV, 0.282 ms, 0.247 ms, and 0.226 ms, respectively, to calculate a sensing action. The average simulation time of a complete trial, including the offline time required for solving the policy, of AE, SE, EV, and RN, are 12.132 ms, 11.735 ms, 24.429 ms, and 9.641 ms, respectively. Prior to the simulations, the policy for AE and SE is calculated via policy iteration, which converges in 6.034 ms. The value function for EV is calculated via value iteration, which converges in 18.438 ms. So, while EV is the fastest in sensing action calculation, it takes longer to initialize. DESPOT has an average reward of 78.97, and it takes 5.75 s on average to complete a trial.

B. EXAMPLE: SYMMETRIC CORRIDOR

The second example, shown in Fig. 3, is also a 5 × 2 grid-world problem. This example is inspired by the active localization in a symmetric corridor problem in [40], where being in the right state has an impact on how well the robot can localize itself. In this example, the opening is now in the middle instead of at the bottom. The initial belief is uniformly distributed on the left side. The reward is the same except the penalty at the top-left corner is now -1 instead of -100. Everything else is the same as the previous example. The interval between two sensing actions is varied to see how well the active sensing algorithms handle diminishing information in the same way as in the first example. The average rewards and run times for each simulation are taken from 10,000 repeated trials.

The average rewards and the 95% confidence intervals for the four methods are listed in Table 2. In this example, AE, SE, and EV perform similarly in terms of rewards across all
sensing intervals, with AE performs slightly better than SE and EV most of the time, and RN always performs worst. Computational time is very similar to the previous example. It takes AE, SE, and EV, 0.281 ms, 0.249 ms, and 0.237 ms, respectively, to calculate a sensing action. The average simulation time of a complete trial, including the offline time required for solving for the policy, of AE, SE, EV, and RN, are 11.529 ms, 11.211 ms, 23.114 ms, and 9.004 ms, respectively. Policy iteration for AE and SE takes 5.33 ms, while value iteration for EV takes 17.70 ms, prior to the simulations. DESPOT has an average reward of 76.579, and it takes 16.97 s on average to complete a trial.

C. DISCUSSION

AE yields higher reward than the other methods in the first example, where the early decisions can lead to a large reward or penalty. The key difference that leads to AE performing better in the fork-in-the-road example is that AE selects the sensing action that minimizes the uncertainty in the next task action. Thus, when the belief is distributed between the two columns of the map, AE will pick the sensing action that resolves the uncertainty regarding the side of the map the robot is in. EV seems to share the same characteristic with AE in this regard. However, as the information become more scarce, i.e., the interval between two sensing opportunities increases, EV’s accumulated reward drops faster than AE’s. SE performs poorly in this example because it simply tries to minimize state uncertainty without taking the task into consideration.

In the second example, there is no clear winner among the decoupled methods. This is reasonable, because in this problem the robot has to be at the corner to localize itself. Since the active sensing algorithms can only pick what to measure in a given state, they lack the exploration characteristic presented in POMDP. An active-localization algorithm [11], which moves the robot to the corner first, is known to also work well in this scenario. The results from the second example reveal that when it comes to exploration tasks, AE does not do much better than the other methods. In Table 2, there are some non-monotonicity in the rewards as the sensing interval is increased. This could be due to the fact that the problem is rather small, so the number of steps before an action is taken could affect the results.

In the two examples, AE takes slightly longer than the SE because it maps the belief through the policy first. However, entropy calculation is faster because there are less task actions than there are states, so the AE is not significantly slower than the SE. Since policy iteration is faster than value iteration in general [32], AE and SE do not require as much preprocessing time as the EV.

While the decoupled methods have lower rewards compared to POMDP results in the two examples, they are much faster at solving the problems. This trade-off between suboptimality and speed is essential in choosing the tool to solve a problem. In smaller problems such as in the two examples presented in this section, a POMDP solver may be a better tool since the problems can be solved in a reasonable amount of time. However, if the state space is large, or even continuous, the decoupled methods may offer a better trade-off.

VIII. SIMULATIONS WITH CONTINUOUS SYSTEMS

Two examples are presented in this section. The first example is a different take on the classic peg-in-hole problem, which represents a very common insertion task in assemblies [26]. The second example generalizes this to a sequential peg-in-hole, also known as the peg-in-maze problem [5]. The purpose of the examples is to compare the action-entropy active sensing algorithm with the state-entropy active sensing algorithms in decision making for continuous problems. State-entropy active sensing [20], [29] is chosen for comparison because it is widely used and it is closely related to the proposed method.

The simulations were performed on a machine running...
Ubuntu 14.04 with Intel Core-i5 3.10 GHz processor and 8 GB memory. The entropy estimation algorithm and the simulations are written in C++. For brevity, the action-entropy and the state-entropy active sensing algorithms shall be denoted by AE and SE in this section. The two methods are compared with a baseline method that selects a sensing action uniformly at random, which is denoted by RN.

A. EXAMPLE: PEG-IN-HOLE PROBLEM

The peg-in-hole problem is an example of a common process in assemblies, where a peg is inserted into a slightly larger hole [23]. Traditionally, the peg-in-hole problem is solved by sequentially reducing the uncertainty of the position of the peg relative to the hole through manipulation and force feedback [26]. The peg-in-hole problem is chosen as an example because it has the desired characteristic where the state space can be decomposed into multiple subspaces depending on the stage of the task. First, when the peg is not in front of the hole, the peg is moved toward the hole. The subspace that is important here is the position of the peg relative to the hole’s axis. Once the peg is in front of the hole, it is reoriented and inserted into the hole. In this case, the orientation and the distance along the hole’s axis are more important. In this paper, a planar version of the peg-in-hole problem is considered.

The state of the peg at time $t$, denoted by $x_t \in \mathbb{R}^3$, is the $x$- and $y$-axis positions and the orientation of the peg with respect to the hole. Without loss of generality, the hole’s center is placed at the origin, with the axis pointing along the positive $y$-axis. The initial belief is $b_0 = \mathcal{N}(\mu_x, \sigma_x)$. The motion model is $x_{t+1} = x_t + u t \min(1, \alpha/\|u\|) + n_u$, where $x_t \in \mathbb{R}^3$ is the position and orientation of the peg at time $t$, and $u_t \in \mathbb{R}^3$ is the control action that translates and rotates the peg at time $t$, $n_u \sim \mathcal{N}(0, \sigma_u)$ is the motion noise, and $\alpha$ is the simulation step size. The sensing action, $v_t \in \{1, 2, 3\}$ determines which dimension of the state space is to be observed. In other words, let’s $x_{1:t}$ denotes the $i$-th element of $x_t$, then the measurement model is $z_t = x_{v_t:t} + n_v$, where $n_v \sim \mathcal{N}(0, \sigma_v)$ is the measurement noise. The state-space policy for the peg-in-hole example is illustrated in Fig.4.

The parameters used in the simulation is as follows. The peg’s width and height are 1 and 2, respectively. The hole has a tolerance of 0.1. $\mu_x = [4, 2, 0]^T$, $\sigma_x^2 = \text{diag}([2, 1, 1.57])$, $\sigma_u^2 = \text{diag}([0.01, 0.01, 0.01])$, and $\alpha = 0.1$. The translation and rotation step size in the simulation is 0.1 and the simulation is repeated for 1,000 trials. Each trial terminates once the peg reaches the goal, or the number of steps exceeds 500 iterations. If the peg is not inserted within the iteration limit, the task ends in failure.

The results are shown in Table 3. Two metrics are used to evaluate different active sensing methods. The first metric is the ratio between the number of successful trials and the number of trials. AE has higher success ratios than the other two method across all sensing intervals. AE’s success ratio does not drop as fast as the other two methods as the sensing interval is increased, which indicates that when sensing is more limited, AE is more effective in picking the
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**TABLE 2.** Symmetric corridor simulation results

<table>
<thead>
<tr>
<th>Sensing Interval</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AE Reward</td>
</tr>
<tr>
<td>0</td>
<td>58.70 ± 0.43</td>
</tr>
<tr>
<td>1</td>
<td>54.54 ± 0.74</td>
</tr>
<tr>
<td>2</td>
<td>50.96 ± 0.81</td>
</tr>
<tr>
<td>3</td>
<td>44.10 ± 0.92</td>
</tr>
<tr>
<td>4</td>
<td>48.17 ± 0.91</td>
</tr>
</tbody>
</table>

---

**FIGURE 4.** This flowchart illustrates the policy of the peg-in-hole problem, where $p_w$ and $p_h$ are the peg’s width and height, and $\epsilon$ is the hole’s tolerance. The policy first initializes $u$ to zero. Then it moves the peg along the x-axis toward to the hole. The first conditional statement checks whether or not the peg is within half of peg’s width to the hole along the x-axis. If x-axis position is within that range, the policy reorients the peg. The second conditional statement is a heuristic that determines if the peg is too tilted or not. If the orientation is within that range, the policy lowers the peg into the hole.
sensing action that is important to the task. Also note that
the number successful trials goes down when the sensing interval
increase, which is reasonable, since we have less information
to complete the task.

The other metric considered here is the total distance the
peg travels before reaching the goal. The average distances
and the 95% confidence intervals are listed in Table 3. The
travel distance can be thought of as the negative cost associ-
ated with moving the peg to the goal. While the distance
generally goes up with the sensing interval, AE has the lowest
distances in all cases. For the computational time, AE and
SE use 0.139 s and 0.131 s, respectively, to calculate each
sensing action, while RN’s computational time is negligible.

B. EXAMPLE: PEG-IN-MAZE PROBLEM

This example is a generalization of the peg-in-hole problem,
in which the peg has to be inserted through a sequence
of holes. Real world examples of the peg-in-maze problem
includes clutch mating and gear meshing [5].

The system the same as in the peg-in-hole problem. The
main difference is that instead of one going one hole, the peg
has to go though a series of holes to complete the task. The
policy in Fig. 4 is used for each hole.

The parameters used in the simulation is as follows. The
peg’s width and height are 1 and 2, respectively. The holes
are centered at (4, 6), (-4, 0), (0, -6), and they have tol-
erances of 0.1. $\mu_x = [0, 9, 0]^T$, $\sigma_x^2 = \text{diag}([2, 1, 1.57])$, $\sigma_0^2 = \text{diag}([0.01, 0.01, 0.01])$, and $\alpha = 0.1$.
The configuration of the map is shown in Fig. 5. The trans-
lation and rotation step size in the simulation is 0.1 and the
simulation is repeated for 1,000 trials. Each trial terminates
once the peg reaches the goal, or the number of steps exceeds
1,500 iterations. If the peg is not inserted within the iteration
limit, the task ends in failure. In this example we continue to
increase the sensing interval from the previous example.

From the results in Table 4, the AE’s success ratios are
higher than the other two methods in all cases. AE’s travel
distances are also lower than SE’s, but higher than RN’s. Success ratios of the three methods decrease monotonically
when the sensing interval goes up.

C. DISCUSSION

In both the peg-in-hole and peg-in-maze examples, AE per-
forms better than SE and RN, while the computation time
is comparable to the state-entropy method. The reason the compu-
tational time is comparable to the state-entropy method is
that the active sensing calculation of AE is dominated by
entropy estimation.

The reason why AE performs better in the two examples
is due to the fact AE takes advantage of how the tasks can be
decomposed into searching and insertion stages. When
the peg is far away from the hole, AE only considers the
uncertainty on the distance of the peg with respect to the
hole’s axis. Once the peg is close enough, AE considers
the orientation. Similarly, when the orientation is sufficiently
small, AE focuses on the insertion distance. In other words,
AE minimizes the uncertainty of the action as required by the
policy.

While it is possible to model some continuous decision
making under uncertainty problems as continuous POMDPs
[30], there are restrictions on the model, e.g., Gaussian mix-
ture reward function, and the computation time is likely to
be high as suggested by discrete POMDPs. The expected-
value method is not included in the continuous examples
because the expected-value method requires a value function.
Continuous MDP is an active research topic that is beyond
the scope of this paper.

The sensing actions in the two examples are observing
the x-coordinate position, the y-coordinate position, and the
orientation. The sensing actions in the two continuous exam-
pies are meant to illustrate the point that different subspaces
are important during different stages of the tasks. In a more
realistic setting, the measurement model can be replaced by a
mobile stereo camera system, where depth perception along
the axis perpendicular to the image plane is limited. So, we
can obtain more information by moving the camera around
and looking at different angles.

IX. DISCUSSION AND CONCLUSIONS

This paper presents action-entropy active sensing algorithms
that are designed to be used in conjunction with a task planner
to perform tasks in discrete and continuous environments.
The proposed method incorporates the objective of the task
into active sensing by selecting the sensing action that min-
imizes the ambiguity of the next task action. For discrete
systems, the active sensing algorithm selects the sensing action
that minimizes the conditional entropy of the next task
action. The basic characteristics of the proposed algorithm
is explored in two simulation examples. For continuous sys-
tems, belief propagation is approximated by the particle filter,
and the active sensing algorithm minimizes an estimate of
the conditional differential entropy based on the particles.
Two examples demonstrate the performance of the proposed method in comparison with the state-entropy method. The proposed method not only has higher success rates, but it also completes the tasks with lowest cost (travel distance).

POMDP is a general framework that allows many sequential decision making under uncertainty problems to be defined in a consistent manner. Problems that cannot be decoupled into sensing and acting aspects can be modeled and solved more effectively as POMDPs. This is demonstrated in the symmetric corridor example in Section VII-B, where the states at the end of the hallway on the left is essential for localization. Consequently, the difference in the reward between the proposed method and DESPOT is larger in the symmetric corridor example than in the fork-in-the-road example.

The proposed solution to the decision making uncertainty problem is to combine a state-space policy with an active sensing algorithm. Motion uncertainty can be considered in calculating the state-space policy. In the discrete examples, we solve the state-space planning problems as MDPs, which inherently consider motion uncertainty. For the continuous examples, the policies are funnel-like, in the sense that they funnel the states into smaller and smaller regions [26]. For the discrete examples, we have included POMDP results, which show that while the proposed method is suboptimal, they are much faster than POMDPs.

The proposed decoupled method borrows from the principle of separation in classical control, where we separate state estimation from control when the system can be described well enough locally using a linear approximation with Gaussian noise. This leads to the LQG controller, where we have the LQR controller designed in the state space, and EKF as the state estimator.

One possible limitation of the action entropy method is when the policy does not decompose the state space into subspaces. For example, when the policy is a simple linear feedback control law $\pi(x) = -x$, the action-entropy method becomes the state-entropy method. Or in general, if the policy is “too smooth”, then the belief in the action space will be similar to belief in the state space, and there will be little benefit in using action entropy. Conversely, if the policy maps all of the states to the same action, which can happen in the case that the policy or the actuator saturates, then action entropy becomes negative infinity for all sensing actions. In this case, it might be useful to use a hybrid method, where the active sensing algorithm switches to state-entropy when the belief in the state space is mapped to one point in the action space.

Algorithm 2 assumes the availability of a policy that maps a state into an action. A very common family of planning methods in robotics is sampling-based methods. In practical implementations, the sampling-based methods are used in conjunction with a feedback controller. In this case, policy evaluation takes $O(d \log N)$ because we have to find the closest node for all the particles, and AE’s computation complexity will be different from SE’s by a constant factor, as discussed in Section VI-C. This planner-controller scheme provides a finite-parametric planner that could work well with the active sensing algorithm. A feedback planner that has a built-in feedback controller is also a good candidate for the state-space planner. Examples of feedback planners include LQR-tree [39], Sampling-Based Neighborhood Graph [43], etc. While it is possible to use an online planner as the policy, the online planner could make the action-entropy

### TABLE 3. Peg-in-Hole Simulation Results

<table>
<thead>
<tr>
<th>Sensing Interval</th>
<th>AE Success Ratio</th>
<th>SE Success Ratio</th>
<th>RN Success Ratio</th>
<th>AE Travel Distance</th>
<th>SE Travel Distance</th>
<th>RN Travel Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.957</td>
<td>0.914</td>
<td>0.876</td>
<td>16.64 ± 0.61</td>
<td>20.95 ± 0.71</td>
<td>23.46 ± 0.79</td>
</tr>
<tr>
<td>2</td>
<td>0.929</td>
<td>0.868</td>
<td>0.845</td>
<td>25.06 ± 0.91</td>
<td>26.62 ± 0.93</td>
<td>29.10 ± 1.04</td>
</tr>
<tr>
<td>4</td>
<td>0.862</td>
<td>0.851</td>
<td>0.791</td>
<td>112.90 ± 2.66</td>
<td>113.68 ± 2.64</td>
<td>111.79 ± 3.17</td>
</tr>
<tr>
<td>6</td>
<td>0.945</td>
<td>0.902</td>
<td>0.876</td>
<td>29.10 ± 3.18</td>
<td>29.99 ± 3.42</td>
<td>25.06 ± 3.77</td>
</tr>
</tbody>
</table>

### TABLE 4. Peg-in-Maze Simulation Results

<table>
<thead>
<tr>
<th>Sensing Interval</th>
<th>AE Success Ratio</th>
<th>SE Success Ratio</th>
<th>RN Success Ratio</th>
<th>AE Travel Distance</th>
<th>SE Travel Distance</th>
<th>RN Travel Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.656</td>
<td>0.572</td>
<td>0.475</td>
<td>0.403</td>
<td>0.463</td>
<td>0.532</td>
</tr>
<tr>
<td>10</td>
<td>0.573</td>
<td>0.532</td>
<td>0.448</td>
<td>0.393</td>
<td>0.463</td>
<td>0.532</td>
</tr>
<tr>
<td>12</td>
<td>0.238</td>
<td>0.210</td>
<td>0.192</td>
<td>0.170</td>
<td>0.210</td>
<td>0.192</td>
</tr>
<tr>
<td>14</td>
<td>105.12 ± 2.30</td>
<td>106.05 ± 2.48</td>
<td>106.33 ± 2.58</td>
<td>106.78 ± 2.79</td>
<td>110.65 ± 2.85</td>
<td>111.79 ± 3.17</td>
</tr>
<tr>
<td>16</td>
<td>112.90 ± 2.66</td>
<td>113.68 ± 2.64</td>
<td>112.65 ± 2.85</td>
<td>111.79 ± 3.17</td>
<td>112.65 ± 2.85</td>
<td>111.79 ± 3.17</td>
</tr>
<tr>
<td>18</td>
<td>96.93 ± 3.18</td>
<td>99.90 ± 3.42</td>
<td>98.99 ± 3.77</td>
<td>105.21 ± 4.22</td>
<td>105.21 ± 4.22</td>
<td>105.21 ± 4.22</td>
</tr>
</tbody>
</table>
method much slower than the state-entropy method if online planning has to be done inside of the active sensing algorithm, i.e., in Line 8 of Algorithm 2. However, if the online planner generates a plan concurrently with the active sensing algorithm, i.e., a receding horizon plan is generated independently with the active sensing algorithm, then the active sensing algorithm can potentially use the policy as if it is precomputed.

There are several possible directions for future work. In this work, we have studied the effect of the scarcity of information on the performance by increasing the interval between two sensing opportunities. It will be interesting to solve the inverse problem where we use the action entropy to measure the degree of uncertainty, and determine when a sensing action has to be performed. Physical robot implementation or more sophisticated simulations are two possible future directions. Kulick et al. propose a new objective function for information gathering based on cross entropy [21], which will be explored in future work. Another interesting future direction is to try different ways of selecting the task action from the belief in the state space. In this paper, we focus on the sensing aspect of decision make and select task actions based on the most likely state from the belief. Other possibilities include, the expected value of action value function based on the most likely state from the belief. Other possibilities include, the expected value of action value function based on the most likely state from the belief. Other possibilities include, the expected value of action value function based on the most likely state from the belief. Other possibilities include, the expected value of action value function based on the most likely state from the belief.
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