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ABSTRACT Filter bank multicarrier with offset quadrature amplitude modulation (FBMC-OQAM) can achieve very low out-of-band radiation and is considered to be an important candidate waveform for future communication networks. However, the synchronization sequence design and channel estimation issues are complicated in FBMC-OQAM systems owing to the pulses overlap and the intrinsic interference. In this paper, we propose a new training sequence pattern with a high bandwidth efficiency. A pilot symbol and two auxiliary data symbols are used to generate a conjugate symmetric sequence in the time domain while protecting the pilots from the intrinsic interference. Thus, channel estimation can be performed directly by the pilots, and an auto-correlation symbol timing algorithm is introduced by exploiting the conjugate symmetry property. In addition, a pulse tail truncation method is proposed to improve the bandwidth efficiency for burst-mode transmission. Finally, some numerical simulation results are presented to validate the proposed symbol timing, channel estimation, and truncation methods in various scenarios.

INDEX TERMS Channel estimation, FBMC-OQAM, signal detection, timing.

I. INTRODUCTION

In recent years, the filter bank multicarrier (FBMC) was proposed as an important candidate waveform technique to efficiently support the asynchronous and heterogeneous network scenarios expected in the future [1], e.g., massive machine-type communications (mMTC) [2] and cognitive radio (CR) [3]. Compared with orthogonal frequency division multiplexing (OFDM), which has been extensively used in many communication systems, such as long-term evolution (LTE), the FBMC employs pulse shaping to suppress the out-of-band (OOB) radiation [1]. Thus, FBMC systems can reduce the inter-carrier interference (ICI) and more flexibly utilize the spectrum than OFDM systems [4] [5].

One notable FBMC variant is the FBMC with offset quadrature amplitude modulation (FBMC-OQAM). Different from conventional OFDM that transmits complex-valued quadrature amplitude modulation (QAM) symbols at a given symbol rate, the FBMC-OQAM transmits real-valued pulse amplitude modulated (PAM) symbols at twice this symbol rate, with the orthogonality of the waveform restricted only to the real field [1]. With this type of modulation, the FBMC-OQAM achieves the highest spectral efficiency of an OFDM system without the cyclic prefix while the signal maintains good time-frequency localization (TFL) [1] [6].

Although the FBMC-OQAM has these merits, some signal processing issues are complicated owing to the pulse shaping and OQAM modulation, e.g., synchronization and channel estimation, which are two important issues for the performance of wireless communication systems [7] [8].

In FBMC-OQAM systems, multiple symbols overlap with each other in the time domain because of the long pulse tail; thus, the synchronization sequence design is not as straightforward as that for OFDM. Synchronization methods for FBMC-OQAM systems, including both blind and data-aided schemes, have been investigated in the literature. Most blind schemes are dedicated to carrier frequency offset (CFO) estimation [9] [10] [11]. Based on the conjugate cyclostationarity property of FBMC-OQAM signals, a blind CFO estimation algorithm was proposed [9]. In addition to the conjugate cyclostationarity property, the unconjugate cyclostationarity property was also considered to further improve the CFO estimation.

For continuous-mode transmission, to address both the timing offset (TO) and CFO estimation, data-aided synchronization schemes are usually considered. A training sequence scheme with two identical parts was proposed in [12], and the training sequence was generated by transmitting a series of successive training data symbols to counteract the symbol overlapping effect. Because this scheme requires many training symbols, it decreases the bandwidth efficiency. As with most OFDM synchronization schemes, a constant-amplitude zero auto-correlation (CAZAC) sequence was considered for symbol timing in [13]. To construct a CAZAC sequence in the presence of pulse shaping and symbol overlapping effects, the value of the training data symbol must be calculated according to the preceding and following payload data symbol values. In [14], a method to generate a timing synchronization sequence with conjugate symmetry (CS) property applicable to continuous transmission was introduced; this sequence scheme only involves two symbols and thus maintains a very high bandwidth efficiency.

For burst mode-transmission, the start of the FBMC-OQAM signal approximately has CS property; a blind synchronization scheme was proposed in [15]. To further improve the synchronization performance, a data-aided preamble scheme that also used the CS property was investigated in [16]. A data preloading and truncation technique [17] was adopted to generate the preamble to increase the bandwidth efficiency. Recently, another synchronization sequence with a repeated conjugate symmetric (RCS) property was proposed in [18]. Both the preamble sequences with the CS property in [16] and [18] were generated with zero guard symbols to partly counteract the symbol overlapping effect.

Because the orthogonality only holds in the real field, the FBMC-OQAM signal suffers from imaginary intrinsic interference, and thus channel estimation can not be performed directly [22]. Guard symbols are usually employed to protect the pilots from the intrinsic interference in preamble-based channel estimation [19] [20] [21]. In the case of scattered-pilot patterns, an auxiliary pilot (AP) symbol can be used to mitigate the imaginary interference at each pilot position [22]. However, it turns out that the average power of the AP is boosted relative to that of payload data symbols. To avoid this energy waste, a preceding scheme was proposed in [23]. The neighboring symbols were linearly coded so that the imaginary interference caused by them was counteracted.

In OFDM systems, usually only one training symbol is used to generate a synchronization sequence, and this training symbol, e.g., the primary synchronization signal (PSS) in LTE, can also be used for channel estimation [24]. For the FBMC-OQAM, using only one symbol to perform the joint synchronization and channel estimation is difficult, owing to the issues mentioned above. The synchronization sequence and pilot sequence are usually designed separately [25], which will cause a large bandwidth efficiency loss. Joint synchronization and channel estimation schemes in the frequency domain have also been proposed [26] [27] [28]; however, no symbol TO [26] or only a fractional TO [27] [28] was assumed.

Inspired by these works, in this paper, we aim to present a novel FBMC-OQAM training sequence pattern that can perform joint symbol timing and channel estimation with a high bandwidth efficiency. Although the proposed training sequence is applicable to both burst and continuous transmission cases, it may be more suitable for the uplink of LTE-like systems, where the uplink signal is transmitted in burst mode and the CFO is compensated by downlink synchronization [29]. A pulse tail truncation scheme for the training sequence for the burst mode is also investigated to improve the bandwidth efficiency.

The remainder of this paper is organized as follows. Section II is devoted to describing the baseband system model of the FBMC-OQAM signal. The polyphase network system is described in matrix form. The scheme to generate a time synchronization sequence with CS property and a pulse tail truncation method for burst-mode transmissions are given in Section III. The symbol timing algorithm and channel estimation issue is addressed in Section IV. Some simulation results and discussions for a validation of the approach are presented in Section V. Finally, the conclusions are drawn in Section VI.

The following notations are used in this paper. $j \triangleq \sqrt{-1}$, $| \cdot |$ denotes an absolute value, $\Re\{\cdot\}$ denotes a real part, and $\mathbb{E}[\cdot]$ the expectation. The superscripts $(\cdot)^*$, $(\cdot)^T$, and $(\cdot)^H$ represent the conjugate, transpose, and Hermitian conjugate operations, respectively. Bold lowercase letters denote column vectors, bold uppercase are used for matrices, $[X]_{m,n}$ denotes the $(m, n)$-th entry of the matrix $X$, $\text{tr}(X)$ denotes the trace of $X$, $\text{diag}(x)$ denotes the diagonal matrix whose diagonal entries are the components of the vector $x$, and $1_{m,n}$ means an $m \times n$ matrix with all its elements being 1. In addition, $\otimes$ and $\circ$ denote the Kroneker product and Hadamard product, respectively, $\| \cdot \|$ denotes the Frobenius norm, and $\text{vec}(\cdot)$ denotes the vectorization operator.

II. SYSTEM MODEL

A. BASEBAND MODEL OF FBMC-OQAM SYSTEMS

The basic idea of QAM modulation is to separate the real and imaginary parts of a QAM symbol and stagger them by half of the QAM symbol period with a phase rotation. Namely, it can be considered that the modulated data symbols are real, i.e., PAM symbols, and the symbol period is half of that of QAM symbols to achieve the same bandwidth efficiency [1] [5].

Considering an FBMC-OQAM system with even number subcarriers $M$ and let $x_{m,n}$ denote the real data transmitted by the $m$-th subcarrier and the $n$-th symbol, the transmitted baseband signal $s(t)$ can be expressed as

$$s(t) = \sum_{n=0}^{M-1} \sum_{m=0}^{n} x_{m,n} e^{j2\pi m Ft} p(t - nT),$$

(1)
where \( j^{m+n} \) is the phase shift required to fulfill the real orthogonality condition for OQAM modulation, \( p(t) \) denotes the prototype filter, which is usually a real symmetric filter with good TFL (e.g., PHYDYAS [30], IOTA [31] and Hermite [32] filters), and \( T \) and \( F \), which satisfy \( TF = 1/2 \), are the symbol period and subcarrier bandwidth, respectively. The addends in (1) can be viewed as the data symbol \( x_{m,n} \) passing a synthesis filter \( p_{m,n}(t) \) in each subchannel.

Considering a multipath fading channel with the impulse response denoted by \( h(\tau, t) \), the received signal can be represented as

\[
 r(t) = \int h(\tau, t)s(t - \tau)\,d\tau + \omega(t),
\]

where \( \omega(t) \sim \mathcal{CN}(0, P_\omega) \) denotes additive white Gaussian noise (AWGN).

By performing filtering to the received signal \( r(t) \) at the receiver, we can obtain the \((m, n)\)-th filtered signal \( y_{m,n} \):

\[
 y_{m,n} = \int r(t)q_{m,n}(t)\,dt = x_{m,n}H_{m,n}^{0,0} + \sum_{(m',n') \neq (m,n)} x_{m',n'}H_{m,n}^{m'-m,n'-n} + \omega_{m,n}',
\]

where \( q_{m,n}(t) \) denotes the corresponding analysis filter, \( \omega_{m,n}' \) is the effective noise after filtering, and \( H_{m,n}^{m'-m,n'-n} \) represents the effective channel coefficient [8] [33] given by

\[
 H_{m,n}^{m'-m,n'-n} = \int \int h(\tau, t)p_{m',n'}(t)q_{m,n}(t)\,d\tau\,dt. \tag{4}
\]

Even if the channel is ideal, the received symbol \( y_{m,n} \) still suffers the imaginary intrinsic interference from the surrounding data points, and then \( H_{m,n}^{m'-m,n'-n} = jw_{m',n}' \), where the intrinsic interference weight \( jw_{m',n}' \) can be obtained as follows:

\[
 jw_{m',n}' = \int p_{m',n'}(t)q_{m,n}(t)\,dt. \tag{5}
\]

Owing to the intrinsic interference, the channel coefficient \( H_{m,n}^{0,0} \) cannot be estimated directly by transmitting a pilot at the \((m, n)\)-th position. Nevertheless, if \( H_{m,n}^{0,0} \) is known, we can obtain the received decision statistic \( x'_{m,n} \) by performing the single-tap equalization and taking the real part of equalized signal to cancel the intrinsic interference, as follows:

\[
 x'_{m,n} = \Re \left\{ \frac{y_{m,n}}{H_{m,n}^{0,0}} \right\}. \tag{6}
\]

### B. MATRIX FORM OF THE BASEBAND TRANSMITTED SIGNAL

Let \( T_s \) denote the signal sampling period with the sampling rate \( 1/T_s = MF \), and the discrete time version of \( s(t) \) is given by

\[
 s(k) = s(kT_s) = \sum_{n} \sum_{m=0}^{M-1} x_{m,n}p_{m,n}(kT_s) = \sum_{n} \sum_{m=0}^{M-1} (j^{m+n}x_{m,n}) e^{j2\pi nk/M} p((k-nM/2)T_s), \tag{7}
\]

the \( n \)-th FBMC symbol signal

\[
 \text{IDFT sequence } b_n(k) \quad \text{prototype filter.} \tag{8}
\]

According to (8), \( s(k) \) consists of a series of single FBMC symbol signals, and each FBMC symbol signal can be regarded as the multiplication result of the sequence \( b_n(k) \) and the prototype filter \( p(k) \). It can be easily found that \( b_n(k) \) is the inverse discrete Fourier transform (IDFT) of the sequence \( j^{m+n}x_{m,n} \).

For convenience, we represent the baseband system in matrix form. To simplify the analysis, \( M \) is chosen as a power of two, which is usually greater than 4. Let \( s \) denote the vector of the transmitted signal \( s(k) \) with a total of \( K_{\text{total}} \) samples for \( N \) symbols and \( x = [x_{0,0}, x_{1,0}, \ldots, x_{M-1,0}, x_{0,1}, \ldots, x_{M-1,N-1}]^T \) denote the vectorized forms of the data symbols, namely

\[
 x = \text{vec}(X), \quad \text{where} \quad X = [x_{0,0}, x_{1,1}, \ldots, x_{N-1,N-1}]^T. \quad \text{(9)}
\]

\[
 X = \begin{bmatrix}
 x_{0,0} & x_{0,1} & \cdots & x_{0,N-1} \\
 x_{1,0} & x_{1,1} & \cdots & x_{1,N-1} \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{M-1,0} & x_{M-1,1} & \cdots & x_{M-1,N-1}
\end{bmatrix}. \quad \text{(10)}
\]

\( \text{denotes the data symbol matrix. Similarly, let } P = [p_{0,0}, p_{1,0}, \ldots, p_{M-1,0}, p_{0,1}, \ldots, p_{M-1,N-1}] \text{ denote the corresponding synthesis filter signal matrix where } P_{m,n} = [p_{m,n}(0), p_{m,n}(1), \ldots, p_{m,n}(K_{\text{total}}-1)]^T \text{ denotes the samples of signal } p_{m,n}(t) \text{ during the whole signal duration. Then, (7) can be rewritten as}

\[
 s = Px. \quad \text{(11)}
\]

To further investigate the composition of the transmitted signal, we first focus on the single FBMC symbol signal contained in \( s \).

Let \( x_n \) and \( a_n \) denote the \( n \)-th input data sequence without and with the phase rotation, respectively, and \( a_n \) is given by

\[
 a_n = \theta_n \circ x_n, \quad \text{(12)}
\]

where

\[
 \theta_n = [j^n, j^{n+1}, \ldots, j^{n+M-1}]^T \quad \text{(13)}
\]
denotes the phase factor added to \( x_n \). Then \( b_n \), the vector of \( b_n(l) \) with \( l = (k \mod M) \), is obtained by performing an IFFT of \( a_n \), namely

\[
b_n = \mathbf{F}_M^H a_n,
\]

where \( \mathbf{F}_M \in \mathbb{C}^{M \times M} \) denotes the discrete Fourier transform (DFT) matrix with the \((l, m)\)-th element being \( e^{-j2\pi lm/M} \).

Typically, the number of non-zero samples of the prototype filter is \( KM - 1 \), where \( K \) is the overlapping factor [34]. For simplicity, let the vector \( p \) with length \( KM \) denote the prototype filter signal by adding a zero sample \( p(0) \) as the first sample. Similarly, let the vector \( f_n \) with length \( KM \) denote the valid samples of the \( n\)-th FBMC symbol signal. According to (8) and the fact that the IFFT sequence \( b_n(k) \) is periodic, \( f_n \) can be calculated as

\[
f_n = (1_{K \times 1} \otimes b_n) \circ p.
\]

According to (15), the FBMC-OQAM transmitter can be implemented efficiently using the polyphase network (PPN) architecture [35] [36], which is shown in Fig. 1. The final transmitted signal \( s \) is a summation of \( 2K \) overlapped FBMC symbols with a time shift of \( M/2 \) samples. Considering that the lengths of \( s \) and \( f_n \) are \( K_{\text{total}} = (N + 2K - 1)M/2 \) and \( KM \), respectively, if we divide \( s \) and \( f_n \) into sections with length \( M/2 \), namely,

\[
s = \left[ s_0^T, s_1^T, \ldots, s_{N+2K-1}^T \right]^T,
\]

\[
f_n = \left[ f_{n,0}^T, f_{n,1}^T, \ldots, f_{n,2K-1}^T \right]^T.
\]

then the \( n\)-th section of \( s \) can be represented by

\[
s_n = \sum_{i=0}^{2K-1} f_{n-i,i}.
\]

C. THE CONJUGATE SYMMETRY PROPERTY OF THE FBMC-OQAM SIGNAL

Because \( x_n \) is a real data sequence, a CS or conjugate antisymmetry property can be found for the IFFT output sequence \( b_n \). To be specific, \( b_n(M/2 - l) = (-1)^n b_n(l) \) for \( l = 0, 1, \ldots, M/2 \), which can be derived as follows:

\[
b_n(l) = j^n \sum_{m=0}^{M-1} j^m x_{m,n} e^{j2\pi m l/M},
\]

\[
\sum m = 0
\]

\[
b_n \left( \frac{M}{2} - l \right) = j^n \sum_{m=0}^{M-1} x_{m,n} e^{j2\pi (m(M/2 - 1 + M/4))/M},
\]

\[
n
\sum m = 0
\]

\[
= (-1)^n b_n(l).
\]

Similarly, for \( l = M/2 + 1, \ldots, 3M/4 - 1 \), we obtain a similar relation:

\[
b_n \left( \frac{3M}{2} - l \right) = (-1)^n b_n(l).
\]

For simplicity, we treat both conjugate symmetry and conjugate antisymmetry as conjugate symmetry in this paper. Namely, \( b_n \) consists of two sequence sections that are conjugate symmetric. This CS property is shown in Fig. 2, and \( b_n \) can be divided into two half blocks, i.e.,

\[
b_n = \left[ b_{n,0}^T, b_{n,1}^T \right]^T.
\]

FIGURE 1. A conceptional point of view for FBMC-OQAM systems using a PPN.
Then, for \( l = 1, 2, \ldots, M/2 - 1 \), the following CS relationship is obtained:

\[
\begin{align*}
    b_{n,0} \left( \frac{M}{2} - l \right) &= (-1)^n b_{n,0}^\ast(l), \\
    b_{n,1} \left( \frac{M}{2} - l \right) &= (-1)^n b_{n,1}^\ast(l).
\end{align*}
\]  

(23) (24)

As in (17), if we also equally divide the prototype filter \( p \) into \( 2K \) sections, namely

\[
P = \left[ p_0^T, p_1^T, \ldots, p_{2K-1}^T \right]^T.
\]

(25)

we can represent the \( i \)-th section \( f_{n,i} \) in (17) as

\[
f_{n,i} = b_{n,(i \mod 2)} \circ p_i.
\]

(26)

Although \( b_{n,(i \mod 2)} \) is self-conjugate symmetric as in (23) and (24), it is easy to find that the exact CS property does not hold for \( f_{n,i} \), after element-wise multiplication with the asymmetric pulse shaping filter section \( p_i \). Fig. 3 presents a view of the symmetric elements of \( f_{n} \) and \( p \). In addition to the pulse shaping effect, the symbol overlap as described in (18) further destroys the CS.

III. TRAINING SEQUENCE WITH CS

A. THE METHOD FOR GENERATING A SEQUENCE WITH CS

As discussed in the previous subsection, the CS of the sequence \( b_{n} \) is destroyed by the pulse shaping and the symbol overlapping. In this section we introduce a method to generate a sequence with approximate CS property while maintaining a high bandwidth efficiency.

Fig. 4 shows the pulse shape of FBMC-OQAM symbols in the case of the Hermite filter, and we assume the sample values of \( b_{n} \) to be constant for clarity. Most of the energy of each FBMC symbol is concentrated in the several central sections, e.g., \( f_{K-1} \) and \( f_{K} \). Namely, only the immediately adjacent symbols significantly overlap with each other. In the following, we make an approximation to \( s_{n} \) by only considering three overlapped sections in (18). To be specific, \( s_{n+K} \), the \((n+K)\)-th section of \( s \) is given by

\[
s_{n+K} \approx f_{n,K} + f_{n+1,K-1} + f_{n+2,K-2}
\]

(27)

or

\[
s_{n+K} \approx f_{n,K} + f_{n+1,K-1} + f_{n-1,K+1}.
\]

(28)

Given that filter \( p \) is symmetric, the mean power of \( f_{n+2,K-2} \) and \( f_{n-1,K+1} \) can be considered the same and thus (27) and (28) have the same approximation accuracy. To evaluate the approximation accuracy, we also define the approximation ratio \( \gamma_{\text{appr},n} \), which is given by

\[
\gamma_{\text{appr},n} = \frac{\sum_{i=0, i \neq K-2,K-1}^{2K-1} \mathbb{E} \left[ \| f_{n+K-i,i} \|^2 \right]}{\mathbb{E} \left[ \| f_{n,K} \|^2 + \| f_{n+1,K-1} \|^2 + \| f_{n+2,K-2} \|^2 \right]}
\]

(29)

where

\[
\begin{align*}
    \gamma_{\text{appr},n} &= \frac{\sum_{i=0, i \neq K-1,K+1}^{2K-1} \mathbb{E} \left[ \| f_{n+K-i,i} \|^2 \right]}{\mathbb{E} \left[ \| f_{n,K} \|^2 + \| f_{n+1,K-1} \|^2 + \| f_{n+2,K-2} \|^2 \right]}
    \\
    &= \frac{\sum_{i=0, i \neq K-1,K+1}^{2K-1} \mathbb{E} \left[ \| f_{n+K-i,i} \|^2 \right]}{\mathbb{E} \left[ \| f_{n,K} \|^2 + \| f_{n+1,K-1} \|^2 + \| f_{n-1,K+1} \|^2 \right]}.
\end{align*}
\]

The mean values of \( \gamma_{\text{appr},n} \) for different filters are shown in Table 1. In the case of burst-mode transmission, if \( n = 0 \), there are no previous interference data symbols; thus, \( \gamma_{\text{appr},0} \).
Table 1. The mean value of the approximation ratio $\gamma_{appr.}$ in dB for the Hermite, PHYDYAS, and IOTA filters.

<table>
<thead>
<tr>
<th>Transmission mode</th>
<th>Hermite</th>
<th>PHYDYAS</th>
<th>IOTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burst ($n = 0$)</td>
<td>26.42</td>
<td>18.39</td>
<td>25.68</td>
</tr>
<tr>
<td>Continuous ($n \geq K - 1$)</td>
<td>23.41</td>
<td>15.38</td>
<td>22.67</td>
</tr>
</tbody>
</table>

Figure 5. Frame structure of the proposed training sequence scheme in the time-frequency plane with $M$ subcarriers.

is 3 dB better than that for $n \geq K - 1$ during continuous transmission. The Hermite filter has the best time localization characteristics and thus the highest approximation ratio, and the PHYDYAS filter performs the worst. Although more signal sections can be considered to reduce the approximation error, it will be shown in Section V that the approximation in (27) and (28) introduces very limited performance loss to the symbol timing.

To exploit the conjugate symmetry property hidden in the FBMC-OQAM signal, we propose a preamble training sequence pattern as shown in Fig. 5. The first three symbols, a pilot symbol between two auxiliary data symbols, are used to generate the training sequence. The corresponding data sequences $x_0$, $x_1$, and $x_2$ are given by

\[
\begin{align*}
    x_{m,1} &= c(m/2), \quad \text{for} \quad m = 0, 2, \ldots, M - 2; \\
    x_{m,1} &= 0, \quad \text{for} \quad m = 1, 3, \ldots, M - 1. \quad (30) \\
    x_{m,2} &= x_{m,0} = d(m), \quad \text{for} \quad m = 0, 2, \ldots, M - 2; \\
    x_{m,2} &= -x_{m,0} = d(m), \quad \text{for} \quad m = 1, 3, \ldots, M - 1. \quad (31)
\end{align*}
\]

Figure 6. Time domain signal structure of the proposed training sequence and a CS property is hold between the $K$-th and $(K+1)$-th sections of the transmitted signal.

where $c(l)$ may denote a known pilot sequence used for the channel estimation discussed in next section, and $d(l)$ denotes an auxiliary data sequence. In the 1-st symbol, only even subcarriers are used for carrying data. The two auxiliary data symbols, namely $x_0$ and $x_2$, are the same, except that the data signs are opposite for the odd subcarriers. In fact, in (31), $x_2$ can be regarded as a phase rotation of $x_0$, as follows:

\[
x_{m,2} = (-1)^m x_{m,0} = e^{j\pi m x_{m,0}}.
\]

According to (30) and (32), the corresponding IDFT sequences $b_1$ and $b_2$ can be obtained by

\[
\begin{align*}
    b_1 &= \left[ b_{1,0}^T, b_{1,1}^T \right]^T = \left[ (F_{M/2}^H c)^T, (F_{M/2}^H c)^T \right]^T, \quad (33) \\
    b_2 &= \left[ b_{2,0}^T, b_{2,1}^T \right]^T = \left[ j^2 \cdot b_{0,1}^T, b_{0,0}^T \right]^T = [-b_{0,1}^T, -b_{0,0}^T]^T, \quad (34)
\end{align*}
\]

where $c$ denotes the sequence $c(k)$. As in (33) and (34), the two half parts of $b_1$ are the same, and $b_2$ is a $M/2$ point circular shift of $b_0$. Then, according to (27) and (28), $s_K$ and $s_{K+1}$ are given by

\[
\begin{align*}
    s_K &\approx f_{0,K} + f_{1,K-1} + f_{2,K-2} \\
    &= b_{0,0} \circ p_K + b_{1,0} \circ p_{K-1} + b_{2,0} \circ p_{K-2} \quad \text{item } 1 \\
    &= b_{0,0} \circ p_K + b_{1,0} \circ p_{K-1} + (-1) \cdot b_{0,1} \circ p_{K-2} \quad \text{item 2} \\
    &= b_{0,0} \circ p_K + b_{1,0} \circ p_{K-1} + (-1) \cdot b_{0,1} \circ p_{K-2} \quad \text{item 3} \quad (35)
\end{align*}
\]

\[
\begin{align*}
    s_{K+1} &\approx f_{2,K-1} + f_{1,K} + f_{0,K+1} \\
    &= b_{2,1} \circ p_{K-1} + b_{1,0} \circ p_K + b_{0,1} \circ p_{K+1} \quad \text{item 1} \\
    &\quad - b_{0,0} \circ p_{K-1} + b_{1,0} \circ p_K + b_{0,1} \circ p_{K+1} \quad \text{item 2} \\
    &\quad - b_{0,0} \circ p_{K-1} + b_{1,0} \circ p_K + b_{0,1} \circ p_{K+1} \quad \text{item 3} \quad (36)
\end{align*}
\]
Considering the CS property of \( b_{0,0} \) and \( p \), we can find that items 1-3 in (35) are conjugate symmetric to those in (36); thus, \( s_K \) is conjugate symmetric to \( s_{K+1} \) as follows:

\[
s_{K+1}\left(\frac{M}{2} - l\right) = -s_{K}^*(l), \quad \text{for } l = 1, 2, \ldots, \frac{M}{2} - 1.
\]

(37)

The derivation details of (37) are shown in (38) at the top of the next page. The signal composition and the CS relationship of \( s_K \) and \( s_{K+1} \) can also be observed in Fig. 6.

In addition, the proposed training sequence can also be applied to continuous-mode transmission. In this case, we assume that the pilot symbol is indexed by \( n \) and that the two auxiliary data symbols are indexed by \( n - 1 \) and \( n + 1 \). Then, the conjugate symmetric sequence sections are \( s_{n+K-1} \) and \( s_{n+K} \), and the following relationship can be similarly derived:

\[
s_{n+K}\left(\frac{M}{2} - l\right) = (-1)^n s_{n+K-1}^*(l), \quad \text{for } l = 1, 2, \ldots, \frac{M}{2} - 1.
\]

(39)

### B. TRUNCATION OF THE TRAINING SEQUENCE

For burst-mode transmission, the long pulse tail, as shown in Fig. 4, may cause a bandwidth efficiency loss and additional latency [37]. In the multiuser uplink transmission of LTE-like systems, different users experience different phase rotations; thus, a long guard time is needed [37] [38]. To overcome this problem, several schemes including circulation filtering [39] [40], virtual symbols [37], and direct truncation [41] [17] have been proposed. In this paper, we propose a truncation scheme to improve the bandwidth efficiency.

As shown in Fig. 4, the signal during the first \( 2.5T_2 \), i.e., \( f_{0,0}, f_{0,1}, \) and the first half part of \( f_{0,2} \), is considered to be truncated. To evaluate the effect of this truncation, we investigate the signal-to-interference ratio (SIR) of the truncated symbols in the following.

Like the synthesis filter matrix \( P \) in (11), let \( Q = [q_{0,0}, q_{1,0}, \ldots, q_{M-1,0}, q_{0,1}, \ldots, q_{M-1,N-1}] \) denote the analysis filter signal matrix. Ignoring the channel and the noise, we can obtain the \((m,n)\)-th received symbol as

\[
y_{m,n} = q_{m,n}^T s = q_{m,n}^T P x.
\]

(40)

If there is a truncation, the corresponding samples in \( P \) are set to zero. After taking the real part of received symbols, the effective power of \( y_{m,n} \) can be calculated as

\[
|\Re\{y_{m,n}\}|^2 = x^T \Gamma x,
\]

(41)

where

\[
\Gamma = \Re\{P^T q_{m,n}\} \Re\{q_{m,n}^T P\}.
\]

(42)

If the data symbols are uncorrelated and have unit power, the mean SIR of the \( i \)-th symbol of \( x \) can be calculated as

\[
\text{SIR}_i = \frac{|\Gamma|_{i,i}}{\text{tr}(\Gamma) - |\Gamma|_{i,i}}.
\]

(43)

### TABLE 2. Mean SIRs of the truncated symbols for different filters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Signal-to-interference ratio (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hermite</td>
<td>78.38</td>
</tr>
<tr>
<td>PHYDYAS</td>
<td>51.76</td>
</tr>
<tr>
<td>IOTA</td>
<td>62.92</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Signal-to-interference ratio (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The 0th symbol</td>
<td>90.75</td>
</tr>
<tr>
<td>The 1st symbol</td>
<td>59.22</td>
</tr>
<tr>
<td>The 2nd symbol</td>
<td>66.45</td>
</tr>
</tbody>
</table>

According to (43), the mean SIRs among all the subcarriers of the first 3 truncated symbols are shown in Table 2. Because the energy of the truncated signal part is very low, the SIRs remain very high. Thus, it can be considered that the truncation has a negligible effect on the signal orthogonality. Considering that the truncation point is near a zero crossing of the filter signal, the truncated signal is supposed to maintain relatively low OOB radiation. The truncation effects on the bit error probability (BEP) and OOB are shown and discussed in Section V.

### IV. SYMBOL TIMING AND CHANNEL ESTIMATION USING THE TRAINING SEQUENCE

#### A. SYMBOL TIMING ALGORITHM

Considering the CS relationship in (37), an auto-correlation-based TO estimation algorithm can be used for the symbol timing [42]. Let \( r(k) \) denote the received baseband signal. The timing metric can be expressed as

\[
W(l) = \frac{|V(l)|}{U(l)},
\]

(44)

where

\[
V(l) = \sum_{\Delta l=1}^{M/2-1} 2 r(l + \Delta l) r(l - \Delta l),
\]

(45)

\[
U(l) = \sum_{\Delta l=1}^{M/2-1} |r(l + \Delta l)|^2 + |r(l - \Delta l)|^2.
\]

(46)

Owing to the CS property of the training sequence, \( W(l) \) has a peak value at the correct sample index, while the values are trivial at all other positions. Thus, the correct sample index \( \hat{\epsilon} \) can be estimated from

\[
\hat{\epsilon} = \arg \max_{l} W(l).
\]

(47)

Because at least one payload data symbol can be transmitted via the two auxiliary data symbols, the actual number of
weights transmitted at the time and frequency domains, the pilot is interfered by only preamble-based channel estimation method in [19]. Nevertheless, we will show that the pilots in the proposed several existing synchronization sequences and the proposed training sequences can be used for channel estimation directly. This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2019.2939383, IEEE Access

\[ s_{K+1}(M/2-l) = -b_{0,0}(M/2-l)p_{K-1}(M/2-l) + b_{1,0}(M/2-l)p_K(M/2-l) + b_{0,1}(M/2-l)p_{K+1}(M/2-l) - b_{1,0}^2(l)p_{K-1}(M/2-l) - b_{1,0}(l)p_{K-1}(M/2-l) + b_{0,1}(l)p_{K-1}(M/2-l) = -s_k^m(l) \quad \text{for } l = 1, 2, \ldots, M/2 - 1. \] (38)

![FIGURE 7. Imaginary interference \( jv_{m,n} \) in the FBMC-OQAM using the Hermite filter with an overlapping factor of 4.](image)

additional symbols needed for training is 2. Thus, the bandwidth efficiency loss of the proposed training sequence is very limited, especially after the truncation. For burst-mode transmission, the number of required training symbols for several existing synchronization sequences and the proposed scheme is summarized in Table 3.

B. FREQUENCY DOMAIN CHANNEL ESTIMATION

As described in Section II, the received signal suffers from intrinsic interference. Thus, the channel estimation cannot be performed straightforwardly in FBMC-OQAM systems. Nevertheless, we will show that the pilots in the proposed training sequence can be used for channel estimation directly. This is because the intrinsic interference caused by the symbols surrounding the pilots cancels, which is similar to the preamble-based channel estimation method in [19].

Given that the prototype filter is well localized in both the time and frequency domains, the pilot is interfered by only nearby data points [23] [43] [44]. Considering that a pilot is transmitted at the \((m, n)\)-th position in the time-frequency plane, Fig. 7 shows the values of the intrinsic interference weights \( jv_{m,n} \) in (5) for the case of the Hermite filter.

As shown in Fig. 7, the intrinsic interference is mainly caused by several adjacent data symbols. Usually, the nearest 8 data points are considered [23] [43], and we denote this neighborhood as \( \Omega_{m,n} \), i.e., \( 0 < m'-m \leq 1 \) and \( 0 < n'-n \leq 1 \). In most cases, the interference caused by the data points out of \( \Omega_{m,n} \) is negligible compared with the noise. In addition, the channel can be supposed to be flat with respect to \( \Omega_{m,n} \) with a small size [23]. Accordingly, the received signal \( y_{m,n} \) can be expressed as follows [44] [23]:

\[ y_{m,n} \approx H_{m,n}^{0,0}(x_{m,n} + jv_{m,n}) + \omega_{m,n}', \] (48)

where \( jv_{m,n} \) denotes the intrinsic interference from the data points in \( \Omega_{m,n} \) and is given by

\[ jv_{m,n} = \sum_{(m',n') \in \Omega} x_{m',n'}jv_{m',n}'. \] (49)

Under the effect of the phase factor \( j^{m+n} \) in (1), a specific symmetry pattern of \( jv_{m,n} \), as shown in Fig. 7, can be observed as follows [21]:

\[ \begin{align*}
  u_{m,n}^{m+\Delta m,n+1} &= -u_{m,n}^{m-\Delta m,n}, \quad \text{for } \Delta m = 0, 2, \ldots, M - 2; \\
  u_{m,n}^{m+\Delta m,n+1} &= u_{m,n}^{m+\Delta m,n-1}, \quad \text{for } \Delta m = 1, 3, \ldots, M - 1; \\
  u_{m,n}^{m+\Delta m,n} &= 0, \quad \text{for } \Delta m = 2, 4, \ldots, M - 2.
\end{align*} \] (50)

Comparing the above symmetry pattern with the training sequence pattern in (30) and (31), we can easily find that for each pilot \( c(l) \), the intrinsic interference from the adjacent auxiliary data points is canceled with each other. This process can be justified in the following equation:

\[ jv_{m,1} = \sum_{0 < \Delta n \leq 1 < \Delta m \leq 1} x_{m+\Delta m,n+\Delta n}jv_{m,n}^{m+\Delta m,n+\Delta n} = j \left( d(m)(u_{m,1}^{m,0} + u_{m,1}^{m,2}) + d(m + 1)(u_{m,1}^{m+1,0}) \right) \]

\[ = 0 \quad \text{for } m = 0, 2, \ldots, M - 2. \] (51)

According to (48), the channel coefficient at the \( m \)-th subcarrier in the 1-st symbol can thus be estimated by

\[ H_{m,1}^{0,0} = \frac{y_{m,1}}{c(m/2)} \quad \text{for } m = 0, 2, \ldots, M - 2. \] (52)

Note that not all the even subcarriers in the 1-st symbol should be occupied by pilots. If the frequency selectivity of the channel is not severe, a part of the even subcarriers can be used for payload data to further improve the bandwidth efficiency.

V. NUMERICAL SIMULATION RESULTS

In this section, the proposed scheme is validated via simulations. The symbol timing accuracy is evaluated by the root mean square error (RMSE) defined as \( \left( \mathbb{E}[(\hat{\epsilon} - \epsilon)^2] \right)^{1/2} \). The BEPs for the cases of the estimated channel and perfect channel are compared. Both the RMSE and the BEP are functions of the signal-to-noise ratio (SNR). The SNR for the
FBMC-OQAM is defined as $\mathbb{E}[|x_{m,n}|^2]/(P_o/2)$ [4]. In the simulation, $1 \times 10^4$ Monte Carlo trials are performed with the following conditions:

1) The subcarrier bandwidth is set as $F = 15$ kHz, the number of subcarriers $M$ is 256, and the sampling rate is 15.36 MHz.

2) The payload data symbols are the real and imaginary parts of 4QAM or 16-QAM data symbols.

3) The Hermite filter with an overlapping factor of $K = 4$ is considered as the prototype filter, and the exceptions are specified.

4) Three channel models, including AWGN and two multipath channels, ITU Pedestrian A (Ped-A) at 3 km/hour and Vehicular A (Veh-A) at 60 km/hour [45], are considered.

5) The number of FBMC symbols is 10. The symbols indexed by the 0 to 2 are used to generate the proposed training sequence, and the 3rd symbol is used for the BEP calculation. Six symbol intervals of pure noise are included at the beginning of the transmitted signal.

6) The number of pilots is 64; i.e., half of the even subcarriers of the 1st symbol are used to carry pilots, and the rest are used for payload data. The pilot sequence $c(m)$ is chosen as a pseudo-noise sequence. Because the odd subcarriers are null, all the data in the 1st symbol are multiplied by a power boost factor of 2 so that all the FBMC symbols have the same power.

Fig. 8 shows a realization of the timing metric $W(l)$ ignoring the channel distortion and noise. A main peak point that denotes the right time index and a side peak point can be observed. The side peak point is caused by a part of the starting signal that also preserves an approximated CS property [15]. However, the amplitude of the side peak point is much lower than the main peak point, and the number of peak points is much less than that for the methods in [16] [18]. Thus, better symbol timing is supposed for the proposed method.

Fig. 9 shows the RMSEs of the proposed TO estimator. Because in [18] the authors showed that the method proposed in [16] has the best symbol timing RMSE compared with that in [18] [12], its performance is also presented as a comparison. In Fig. 9, it can be found that the proposed method is superior to the method in [16] in all three channels. The timing performance in the AWGN channel is much better than that in the multipath channels. In the high-SNR region, both methods show timing error floors in the Veh-A and Ped-A channels. This is because that there are multiple delay taps in these channels and the strongest tap is not always the first one, which we treat as the right timing baseline, owing to the Rayleigh fading process, and the detection error exists even without the noise. The error floor is higher in the Veh-A channel.
A channel owing to the longer mean delay spread compared with the Ped-A channel. However, in the low-SNR region, the performance in the Veh-A channel is better than that in the Ped-A channel. This is because there are several strong delay taps in the Veh-A channel, and the probability that all taps are in deep fade is lower than that in the Ped-A channel; thus, the RMSE is smaller.

As discussed in Section III, the proposed training sequence is conjugate symmetric when the approximation in (27) and (28) is made, and the approximation error is larger in continuous-mode transmission. Fig. 10 shows the RMSE of the proposed scheme in continuous-mode transmission where the training sequence is placed in the middle of the transmitted signal. A higher modulation type, 16QAM, is used for payload data symbols including the auxiliary symbols. In addition, the symbol timing performance of an exact conjugate symmetric sequence that is generated by $2K$ auxiliary symbols according to (31) is also presented. We can observe that the proposed approximation method shows a negligible effect on the symbol timing performance when the Hermite filter is used. Similar results can also be observed for the PHYDYAS and IOTA filters for most SNR values.

The truncation effect on the BEP of the truncated symbols is described in Fig. 11. The 0th and 2nd symbols, namely the auxiliary data symbols, are considered. As discussed in Section III, the BEP of the 0th symbol using the PHYDYAS filter degrades the most owing to the lowest SIR. The BEP of the 2nd symbols is slightly better than that of the 0th symbol, which is consistent with the data in Table 2. Nevertheless, the BEP performance loss of all the truncated symbols is very limited. On one hand, this is due to that the SIRs of the truncated symbols are relatively high. On the other hand, the noise power is possibly higher than the truncated part of the signal because the power of the truncated part is very low; thus, the truncation also helps to reduce the noise power when the SNR is not very high.

The OOB radiation of the truncated signal is relatively low, as shown in Fig. 12. If there is no truncation, the PHYDYAS filter has the lowest OOB radiation according to the signal power spectrum density (PSD) curves. In the case of the proposed truncation, however, the OOB radiation of the PHYDYAS filter is obviously increased. The truncation effect on the IOTA and Hermite filters are much smaller. That is because the time localization of the Hermite and IOTA filters is superior to that of the PHYDYAS filter. The Hermite filter with the truncation shows good OOB performance in terms of both a fast sidelobe decay and high stop-band attenuation. Because the truncation point is near a zero-crossing point, the proposed sequence shows much better OOB performance than that of the sequence scheme in [16] and the OFDM signal while maintaining a high bandwidth efficiency. In addition, we can observe that there is a larger in-band ripple for the training sequence in [16].
Fig. 13 shows the BEP for the channel estimation. As a comparison, the results of the AP [22] and the coding [23] channel estimation methods are also presented. The same pilot pattern is used for all methods, and the channel coefficients of the positions without pilots are obtained by linear interpolation. Considering the pilot density, the largest 8 interference signals from adjacent data points are canceled in the AP and the coding methods. We can observe that the BEP degradation caused by the channel estimation does not decrease as the SNR increases. The proposed method and the coding method perform slightly better than the AP method in the Ped-A channel, given that the AP method introduces a power penalty to payload data assuming the same transmitting power. However, when the SNR is larger than 18 dB in the Veh-A channel, the performance of the coding method also deteriorates. This indicates that large inter symbol interference (ISI) and ICI will seriously affect the performance of the coding method.

The BEPs for the proposed symbol TO estimator are presented in Fig. 14. Compared with the time synchronization, the channel estimation degrades the BEP more distinctly. If the channel is perfectly known and only the proposed time synchronization scheme is considered, there is nearly no performance degradation over the AWGN channel when the SNR is larger than 0 dB, and the Veh-A channel is 6 dB. In the case of the Ped-A channel, owing to the slower rate of decrease in the symbol timing RMSE, as shown in Fig. 9, the BEP degradation exists for a larger SNR region.

VI. CONCLUSION

In this paper, a new training sequence pattern has been proposed for joint symbol timing and channel estimation in FBMC-OQAM systems. By exploiting the CS property of the training sequence, a symbol timing algorithm has been introduced. Meanwhile, the imaginary interference introduced to the pilots in the training sequence is canceled by symmetric auxiliary data points; thus, the channel coefficients can be estimated directly by the pilots. Because the auxiliary data symbols in the training sequence can also be used to transmit payload data, the proposed training sequence achieves a very high bandwidth efficiency. In particular, a pulse tail truncation scheme has also been proposed to further improve the bandwidth efficiency for burst-mode transmission. The SIRs of the truncated symbols have been analyzed and show a negligible effect on the signal orthogonality. The simulation results demonstrate that the proposed scheme achieves good performances in terms of timing accuracy, BEP, and OOB radiation and is applicable to both burst- and continuous-mode transmission.
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