PuVAE: A Variational Autoencoder to Purify Adversarial Examples
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ABSTRACT Deep neural networks are widely used and exhibit excellent performance in many areas. However, they are vulnerable to adversarial attacks that compromise networks at inference time by applying elaborately designed perturbations to input data. Although several defense methods have been proposed to address specific attacks, other types of attacks can circumvent these defense mechanisms. Therefore, we propose Purifying Variational AutoEncoder (PuVAE), a method to purify adversarial examples. The proposed method eliminates an adversarial perturbation by projecting an adversarial example on the manifold of each class and determining the closest projection as a purified sample. We experimentally illustrate the robustness of PuVAE against various attack methods without any prior knowledge about the attacks. In our experiments, the proposed method exhibits performances that are competitive with state-of-the-art defense methods, and the inference time is approximately 130 times faster than that of Defense-GAN which is a state-of-the-art purifier method.

INDEX TERMS Adversarial attack, variational autoencoder, deep learning

I. INTRODUCTION

Significant developments in deep learning has led to its use in several areas including image recognition [1]–[4], disease prediction [5], and autonomous driving [6]. However, security issues in deep neural networks, especially vulnerability to adversarial attacks, are emerging [7], [8]. The goal of adversarial attacks is to fool a target deep neural network via applying elaborately designed perturbation to input data [7]. Adversarial attacks make real-world application of deep neural networks hazardous. In autonomous driving [9], such attacks can cause an accident by tricks an object detector to recognize pedestrians as roads.

Adversarial attacks can be classified into white-box attacks and black-box attacks [10]. In white-box attacks, an attacker can access both the model parameters and training dataset. She/he uses the information to perturb test data so that the target classifier predicts the adversarial example into one of other classes different from the ground truth. In black-box attacks, an attacker cannot obtain the model parameters. Therefore, several samples need to be fed to the target classifier to obtain the predicted labels [11]. Black-box attacks create attack samples by applying a white-box method to a trained substitute model with labels inferred from the target classifier. This mechanism is derived from the fact that adversarial examples that successfully trick a model can deceive other models as well [12]. The target model is attacked based on the transferability of adversarial examples.

To address these attacks, several defense mechanisms have been proposed. There are three categories of defense mechanisms. The first category involves modifying the training dataset such that the target classifier is robust against adversarial attacks [7], [8], [13], [14]. This method is easy to apply but blocks only the type of attacks used while training. The second category blocks gradient calculation via changing the training procedure [15]–[18]. However, this mechanism is effective only for gradient-based attacks. The third category involves removing adversarial noises from the samples fed to the target classifier [19]–[21].
Our main focus of defense mechanisms is the purification of input data that may have adversarial perturbations. These mechanisms can effectively address adversarial examples regardless of the attack methods. Purifying methods use a generative model to learn the data distribution and project the adversarial example onto the learned data distribution \( p(x) \). The generative models are called purifiers. Recently, MagNet \[20\] and Defense-GAN \[19\] were proposed. MagNet uses autoencoders to suggest fast and simple method to defend adversarial attacks. However, MagNet produces unstable performances depending on the datasets and attack methods. Our experiments show that Defense-GAN using a generative adversarial network (GAN) has a better defense performance than MagNet. However, Defense-GAN takes a lot of time to purify adversarial examples. Figure 1 shows the overview of defense mechanisms using a purifier model.

In this paper, we aim to rapidly generate well-classified samples from adversarial examples. The purified samples are fed to the target classifier so that they can be classified without being affected by adversarial perturbations. To solve the limitations of MagNet and Defense-GAN, we propose Purifying Variational AutoEncoder (PuVAE), which purifies adversarial examples using a variational autoencoder (VAE). The proposed method uses variational inference to generate samples, and provides comparable or better defense performance than that of state-of-the-art methods. In contrast to Defense-GAN, PuVAE generates clean samples with one feed-forward step. Therefore, our method is robust against adversarial attacks within a reasonable time limit.

In summary, our contributions in this paper are as follows:

- We propose a VAE-based defense method, PuVAE, to effectively purify adversarial attacks. The proposed method shows a remarkable performance over other defense methods.
- The proposed method significantly reduces the time to generate purified samples. Within a reasonable time limit, PuVAE outperforms state-of-the-art defense methods.
- Experimental results demonstrate that the proposed method functions robustly against a variety of attack methods and datasets.

We explain various adversarial attacks and defense methods followed by comparison with our proposed method in Section II and explain the motivation of PuVAE in Section III.

The mechanism of PuVAE and the experimental results are explained in Section IV and Section V, respectively. Finally, we conclude our findings in Section VI.

II. ADVERSARIAL ATTACK AND DEFENSE

A. ADVERSARIAL ATTACK METHODS

An adversarial example is a sample that is misclassified by the target classifier by using an intended noise that is not perceivable by humans. Various adversarial attacks for deep neural networks have been proposed since the work of Szegedy et al. \[7\]. Depending on the intention of an attacker, attacks are categorized as untargeted and targeted attacks. Untargeted attacks make a model misclassify an input to other class except the true label. Targeted attacks aim to fake a model to classify an input to a specific class as chosen by the attacker. As defending targeted attacks is difficult than defending untargeted attacks \[22\], we use targeted attacks for our study.

Goodfellow et al. \[8\] claimed that the cause of vulnerability to adversarial examples is a linear characteristic of neural networks and proposed the fast gradient sign method (FGSM) that uses the gradient of the objective function of neural networks. As FGSM uses simple operations compared to the previous method \[7\] and its linearity assumption is easy to analyze, various attacks based on FGSM have been proposed \[13, 23, 24\]. Among them, we use targeted FGSM \[23\], which is a one-step gradient-based method. The mechanism to generate adversarial examples is presented as follows:

\[
\hat{x} = x - \varepsilon \cdot \text{sign}(\nabla_x \mathcal{L}(x, y_{\text{target}}; \theta)),
\]

where \( \hat{x} \) is the adversarial example of targeted FGSM, \( x \) denotes the original sample, \( \varepsilon \) is the perturbation size, \( \mathcal{L} \) is the objective function of the target classifier, \( \theta \) is the parameters of the target classifier, and \( y_{\text{target}} \) is the selected label that is randomly chosen among classes except the true label of \( x \). Although FGSM is a fast algorithm, it is easy to defend the one-step gradient-based approach.

To overcome this problem, iterative methods \[25, 26\] were proposed to optimize an adversarial noise in several steps with a small perturbation allowing more sophisticated attack. For our study, we use the targeted-version of iterative FGSM.
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(targeted iFGSM) [25], and the perturbation is generated as follows:

\[
\hat{x}_i = x, \\
\hat{x}_{i+1} = \text{Clip}_{x,\varepsilon}\{\hat{x}_i - \alpha \cdot \text{sign}(\nabla_x L(\hat{x}_i, y_{\text{target}}; \theta))\},
\]

where \(\hat{x}_i\) is the intermediate result of the targeted adversarial example in \(i\)-th iteration, \(x\) is the original image, \(\varepsilon\) denotes the possible perturbation range, \(\alpha\) is the size of small perturbation at each step, \(L\) denotes the objective function of the target classifier, \(\theta\) is the parameters of the target classifier, and \(y_{\text{target}}\) is a randomly selected class except the true label of \(x\). Targeted iFGSM shows powerful attack performances with a small perturbation size than that of targeted FGSM.

In addition to attacks based on FGSM, convex optimization based methods are also widely used to create an adversarial perturbation [7], [27]. The Carlini and Wagner (CW) attack [27] defeats defensive distillation [28] and conveys that it is the most powerful attack method among all the existing methods. CW attack is quasi-imperceptible using restriction of \(l_0, l_2\) and \(l_{\infty}\) norm constraints. The adversarial perturbation is derived as follows:

\[
\begin{align*}
\text{minimize} & \quad ||\delta||_p + c \cdot f(x + \delta) \\
\text{subject to} & \quad x + \delta \in [0, 1]^N,
\end{align*}
\]

where \(f(x)\) denotes the function that aims to lead model misclassification, \(\delta\) denotes the perturbation added to the input image \(x\), \(N\) is the input dimension, and \(c\) is a positive scalar value that is found empirically. In this study, we use default \(p\) and \(c\) values from open source software CleverHans[^1] by Papernot [29] to verify whether our proposed method can defend the CW attack. Further details on solving Equation [3] are presented in [27].

To compare the defense performances, we use three attack mechanisms, targeted FGSM, targeted iFGSM and the CW attack. For convenience of notation, we dub targeted FGSM and iFGSM as FGSM and iFGSM, respectively, throughout this paper.

### B. DEFENSE METHODS

Defense methods can be categorized into three types. The first type modifies training data to regularize a target classifier. The second type blocks gradients calculations of the target classifier. The third type purifies inputs that enter the target classifier. In this paper, we use the regularization method and purifying method as baselines to compare the performance of PuVAE.

Regularization methods are easy to apply, and adversarial training [3] is one of the most famous regularization methods. Adversarial training utilizes training data mixed with adversarial attacks to train a target classifier. The objective function of adversarial training is as follows:

\[
\hat{L}(x, y; \theta) = \alpha L(x, y; \theta) + (1 - \alpha) L(x + \varepsilon \cdot \text{sign}(\nabla_x L(x, y; \theta)), y; \theta),
\]

where \(y\) is the true label of the input \(x\). \(L\) is the objective function (e.g., cross-entropy function) of the target classifier and \(\alpha\) is the hyperparameter tuning the ratio between normal objective function and adversarial objective function based on FGSM. \(\theta\) denotes the parameters of the target classifier. The method successfully defends the attacks similar to the ones used while training, but fails to defend other kinds of attacks.

However, purifying methods are not concerned with the types of attacks because training data is only used to train a purifier for defending purpose. The methods use a generative model to generate cleaned samples from attack samples. Specifically, MagNet [20] learns the distribution of original data using one or more autoencoders called the reformer networks and trained using reconstruction loss as follows:

\[
L(x; \theta) = ||x - \hat{x}||_2^2,
\]

where \(x\) denotes the input image and \(\hat{x}\) denotes the reconstructed image by the autoencoders. \(\theta\) represents the parameters of the autoencoders. At inference time, MagNet passes an input data to the autoencoders that move the input data closer to the training data manifold and purified data are supplied to the classifier. However, the method exhibits poor performances when compared with that of Defense-GAN.
Defense-GAN [19] uses the characteristics of GANs to defend a target model against adversarial attacks. It uses the fact that optimizing the objective function of a GAN is equivalent to making the generator distribution defend a target model against adversarial attacks. It uses nature of Defense-GAN. Hence, for real-time applications GAN, which occasionally reproduces the adversarial noise input. Defense-GAN relies on the unstable performance of the latent vector distribution, and uses it to reconstruct the analogous images from latent vectors that have similar values.
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**FIGURE 3.** Illustration of properties of VAE related to adversarial attacks. Each pair of an original sample and adversarial example generated from it is represented by similar colored boxes. The images that share the same geometric properties are projected to contiguous areas in the latent space. The decoder generates analogous images from latent vectors that have similar values.

where \( \log(p_\theta(x)) \) denotes the marginal log-likelihood of the data, \( L(x; \theta, \phi) \) denotes the variational lower bound of marginal likelihood, \( p_\theta(x|z) \) denotes the output distribution of the decoder, \( q_\phi(z|x) \) denotes the output distribution of the encoder, \( p_\theta(z) \) denotes the normal distribution, and \( p_\theta(z|x) \) is the true posterior. Because \( p_\theta(z|x) \) is intractable [31], maximizing the lower bound \( L(x; \theta, \phi) \) is generally used to maximize marginal likelihood of data.

Sohn et al. [32] indicated that a conditional VAE (cVAE) is specifically used to learn a multimodal distribution via additional class information. The basic idea of cVAE is similar to that of VAE except that cVAE aims to learn data distribution for each class. Therefore, both of the encoder and decoder of cVAE take a class label as an additional input. The objective function of cVAE is represented as follows:

\[
\log(p_\theta(x|y)) = D_{KL}(q_\phi(z|x, y)||p_\theta(z|x, y)) + L(x; y, \theta, \phi),
\]

\[
L(x, y; \theta, \phi) = -D_{KL}(q_\phi(z|x, y)||p_\theta(z)) + \mathbb{E}_{q_\phi(z|x, y)}[\log(p_\theta(x|z, y))],
\]

where \( y \) denotes the class label of an input \( x \), \( \log(p_\theta(x|y)) \) denotes the conditional marginal log-likelihood of the data, \( L(x, y; \theta, \phi) \) denotes the variational lower bound of conditional marginal likelihood, \( p_\theta(x|z, y) \) denotes the conditional output distribution of the decoder, \( q_\phi(z|x, y) \) denotes the conditional output distribution of the encoder, \( p_\theta(z) \) denotes the normal distribution, and \( p_\theta(z|x, y) \) is conditional true posterior. Since \( p_\theta(z|x, y) \) is intractable, maximizing the lower bound \( L(x, y; \theta, \phi) \) is generally used to maximize the marginal likelihood of data.

Figure 3 describes the properties of VAE related to adversarial attacks. The original goal of cVAE is to get the decoder that generates class conditional data following real data distribution. Although the encoder has been only used for learning purposes, its characteristics could also be suitable for erasing adversarial perturbations. Maximizing \(-D_{KL}(q_\phi(z|x, y)||p_\theta(z))\) forces the latent vector \( z \) extracted by the encoder to present the normal distribution. We postulate that not just the diverse training samples but also the adversarial examples are mapped to the normal latent space.

Zhu et al. [33] showed that a cyclic structure (e.g., A \( \rightarrow \) B \( \rightarrow \) A), with the use of reconstruction loss, learns to change
the detail or low-level texture while relatively maintaining the geometric characteristics in the translated domain. cVAE uses the cyclic reconstruction loss. Therefore, we expect the encoder to be robust against the perturbation of low level features including an adversarial noise. We also expect the encoder to map the input image and adversarial sample, created using the input image, to nearby locations while maintaining geometric features.

Kingma et al. [31] visualized generated samples from latent vectors at similar positions in latent space, and showed that the generated samples have the same morphological attributes. From this observation, the decoder can generate images that have the same morphological attributes from contiguous latent vectors.

Finally, using the above two losses (the Kullback-Leibler divergence and the reconstruction loss), we anticipate that the encoder outputs similar latent vectors in normal distribution regardless of adversarial perturbations. That is, the encoder is a function that maps the clean image and the image with adversarial perturbation very closely in latent space. In addition, since the decoder has only learned the clean samples in the learning process, the decoder works as a generator to output a sample on the manifold of the clean images. Through the entire encoder-decoder process, we deduce that an image similar to the clean image is generated when a clean image is entered. On the other hand, when an adversarial example is entered, the adversarial perturbation is removed in the encoder and the purified sample is generated in the decoder.

We analyze the purified images on the MNIST and Fashion-MNIST datasets through experiments. Figures 4 and 5 are the visualizations of the experimental results on the MNIST and Fashion-MNIST datasets, respectively. Particularly, the PuVAE purifies adversarial examples while maintaining the angle of number 1 in the first row of Figure 4. Therefore, we confirm that cVAE selectively removes the adversarial noise while preserving the original shape and position of the image as we expect.

Based on the above reasons, we use cVAE as the base model for our proposed method. We confirm that the forwarding process via the encoder-decoder model effectively purifies adversarial noises from data.

### IV. PROPOSED METHOD

In this paper, we propose a VAE-based defense method called PuVAE to purify adversarial noise from data. We consider a training dataset \( X_{\text{data}} \) that consists of data instances \( X_{\text{data}} \in \mathbb{R}^d \) where \( d \) denotes the dimension of the data space. Corresponding class labels (one-hot vectors) are denoted by \( Y_{\text{data}} \in \mathbb{R}^c \) in a set of classes \( C \) where \( c \) is the number of classes.

We then consider a target classifier \( M_t \) which is the model that an attacker wants to deceive. We introduce a source classifier \( M_s \) which learns the decision boundaries on the training data space. Here, \( M_s \) is independent of \( M_t \). We also assume a set \( X_{\text{adv}} \) that consists of adversarial examples \( X_{\text{adv}} \in \mathbb{R}^d \). We define a set \( \mathcal{X} \) that contains clean samples and adversarial examples. Instances \( x \) from the set \( \mathcal{X} \) are predicted at inference time. The overview of the proposed method is shown in Figure 6.
A. TRAINING PROCESS OF PUVAE

PuVAE is comprised of an encoder network and a decoder network. The encoder receives a data-label pair and outputs the mean \( \mu \) and standard deviation \( \sigma \) of the Gaussian distribution on the latent space corresponding to the input label. This is expressed as follows:

\[
\mu, \sigma = \text{Encoder}(x_{\text{data}}, y_{\text{data}}). \tag{11}
\]

Using \( \mu \) and \( \sigma \) obtained from the encoder, the latent vector \( z \) on the latent space is sampled as follows:

\[
z = \mu + \epsilon \cdot \sigma, \tag{12}
\]

\[
\epsilon \sim N(0, \sigma^2), \tag{13}
\]

where \( \epsilon \) denotes a random variable for the reparameterization trick, and \( \sigma_\epsilon \) denotes a hyperparameter that controls the magnitude of the standard deviation used to sample the latent vector. In the experiments, we use \( \sigma_\epsilon = 1 \) in the training time as regular VAE.

In classification tasks, convolutional neural networks (CNNs) using pooling and strides are used to select useful features and to widen the receptive field. However, this selective nature of pooling and strides is a disadvantage for generative models, since the feature selection causes information loss. Therefore, we use a dilated CNN \(^24\) as the encoder to get the latent vector \( z \). Dilated convolution inserts zeros in the filter, so that the receptive field is widened and information loss is effectively reduced.

The sampled \( z \) enters the decoder with the label and produces an output instance \( \hat{x} \) with the same dimension \( d \) as the input:

\[
\hat{x} = \text{Decoder}(z, y_{\text{data}}). \tag{14}
\]

At the training time, PuVAE is trained to maximize the variational lower bound in a manner similar to cVAE. This process allows PuVAE to construct the mapping of legitimate data on the latent space. Loss functions from the encoder and decoder are calculated as follows:

\[
L_{\text{RC}} = -x_{\text{data}} \log \hat{x} - (1 - x_{\text{data}}) \log(1 - \hat{x}) \tag{15}
\]

where \( L_{\text{RC}} \) denotes the reconstruction loss function to minimize the difference between the input and output instances, and \( L_{\text{KL}} \) denotes the Kullback-Leibler (KL) divergence between the output latent vector distribution of the encoder and the normal distribution. The mean squared error (MSE) is one of the most widely used measures for reconstruction loss. However, we use the cross-entropy between \( x_{\text{data}} \) and \( \hat{x} \) as the reconstruction loss \( L_{\text{RC}} \). The derivatives of MSE and cross-entropy have similar forms when the sigmoid function is used in the last layer. In addition, the derivative of the sigmoid function in the derivative of MSE approaches 0 at both ends, which makes learning slow \(^{35}\). On the other hand, cross-entropy does not result in this problem.

Additionally, we use the cross-entropy calculated from a classifier as a loss function for PuVAE. Then, trained \( M_s \) is used to ensure that the output instance reflects the characteristic of the classes in \( C \). The cross-entropy loss from \( M_s \) is as follows:

\[
y_s = M_s(\hat{x}), \tag{17}
\]

\[
L_{\text{CE}} = -y_{\text{data}} \log y_s - (1 - y_{\text{data}}) \log(1 - y_s). \tag{18}
\]

Finally, PuVAE is trained using the following total loss:

\[
L_{\text{total}} = \lambda_{\text{RC}} L_{\text{RC}} + \lambda_{\text{KL}} L_{\text{KL}} + \lambda_{\text{CE}} L_{\text{CE}}, \tag{19}
\]

where \( \lambda_{\text{KL}}, \lambda_{\text{RC}}, \) and \( \lambda_{\text{CE}} \) are coefficients for each loss functions. We conduct grid search with all combinations of \( \lambda_{\text{RC}}, \lambda_{\text{KL}}, \) and \( \lambda_{\text{CE}} \) in \( \{0.01, 0.1, 1, 10, 100, 1000\} \), and obtain the best performance with the combination of 0.01, 0.1, and 10, respectively. Therefore, we set the coefficients to this combination.

B. GENERATING PURIFIED SAMPLES

At the inference time, PuVAE projects an input sample to the data manifolds of all classes in \( C \) as follows:

\[
\hat{x}_{yi} = \text{PuVAE}(x, y_i), \tag{20}
\]

where \( y_i \) denotes the \( i \)-th class label in \( C \) to guide the input to the corresponding latent space, and \( \hat{x}_{yi} \) denotes a candidate for the purified sample. The inference follows the Equations \((11), (12), \) and \((13)\) as when training. \( \sigma_\epsilon \) is used to sample the latent vector \( z \), and we perform a hyperparameter search on the classification accuracy of \( M_s \) using purified samples.
TABLE 1. Neural network architectures used for classifiers

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv(64, 5×5, 1)</td>
<td>Conv(128, 3×3, 1)</td>
<td>Conv(64, 5×5, 1)</td>
<td>Conv(128, 3×3, 1)</td>
<td>Dropout(0.2)</td>
</tr>
<tr>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>Conv(64, 8×8, 2)</td>
</tr>
<tr>
<td>Conv(64, 5×5, 2)</td>
<td>Conv(64, 3×3, 2)</td>
<td>Conv(128, 5×5, 1)</td>
<td>Conv(256, 3×3, 1)</td>
<td>ReLU</td>
</tr>
<tr>
<td>ReLU</td>
<td>Dropout(0.25)</td>
<td>ReLU</td>
<td>ReLU</td>
<td>Conv(128, 6×6, 2)</td>
</tr>
<tr>
<td>Dropout(0.25)</td>
<td>FC(128)</td>
<td>Dropout(0.25)</td>
<td>Dropout(0.25)</td>
<td>ReLU</td>
</tr>
<tr>
<td>FC(10) + Softmax</td>
<td>FC(128)</td>
<td>FC(10) + Softmax</td>
<td>FC(512)</td>
<td>Dropout(0.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Dropout(0.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FC(10) + Softmax</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 2. Neural network architectures for PuVAE.

<table>
<thead>
<tr>
<th>Encoder</th>
<th>Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilated Conv(32, 7×7, 2)</td>
<td>FC(512)</td>
</tr>
<tr>
<td>ReLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>Dilated Conv(32, 7×7, 2)</td>
<td>Deconv(32, 7×7, 2)</td>
</tr>
<tr>
<td>ReLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>Dilated Conv(32, 7×7, 2)</td>
<td>Deconv(32, 7×7, 2)</td>
</tr>
<tr>
<td>ReLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>FC(1024)</td>
<td>Deconv(32, 7×7, 2)</td>
</tr>
<tr>
<td>ReLU</td>
<td>Sigmoid</td>
</tr>
<tr>
<td>FC(1024)</td>
<td></td>
</tr>
<tr>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td>FC(64)</td>
<td></td>
</tr>
<tr>
<td>Softplus (for σ only)</td>
<td></td>
</tr>
</tbody>
</table>

σc among {0, 0.01, 0.1, 1, 10, 100} for the inference. We find 0.1 as the most optimal value for σc.

Then, the class label corresponding to the closest projection, y*, is selected as follows:

\[ y^* = \arg \min_{y \in C} D(x, x_y^*), \]  \hspace{1cm} (21)

where D denotes the distance measure to determine the closest projection. We use the root mean square error (RMSE) as the distance measure. The candidate generated with label y* is the purified sample that goes into Mt as follows:

\[ x_{\text{purified}} = \hat{x}_{y^*}. \]  \hspace{1cm} (22)

Finally, the purified sample is fed into the target classifier Mt. y† is the predicted label of Mt as follows:

\[ y_t = M_t(x_{\text{purified}}). \]  \hspace{1cm} (23)

The complete process of generating the purified sample using PuVAE is illustrated in Figure 2.

V. EXPERIMENTS

In this section, we determine the optimal setting for PuVAE, and present the defense performances of PuVAE against adversarial attacks. We use Tensorflow (1.12.0) for the experiments. A GPU, an NVIDIA TITAN V (12 GB), and a CPU, an Intel Xeon E5-2690 v4 (2.6 GHz), are used. We use MNIST [30] which is a handwritten digit dataset, Fashion-MNIST [37] which is a database of fashion images, and CIFAR-10 [38] which is an established computer-vision dataset used for object recognition. Each dataset consists of 50,000 training instances and 10,000 test instances. We normalize the data between 0 and 1.

We use FGSM, iFGSM, and the CW attack for the experiments. FGSM and iFGSM are generated with an adversarial perturbation size ε of 0.3 for the MNIST and Fashion-MNIST datasets, and 0.06 for the CIFAR-10 dataset. We set the maximum bound of the adversarial perturbation ε of iFGSM to 0.3 for the MNIST and Fashion-MNIST datasets, and to 0.06 for the CIFAR-10 dataset, and the size of small perturbation α is set to 0.03 for all datasets. We set the number of iterations of the CW attack to 100 for all datasets. The performance of defense mechanisms is measured by the accuracy of the target classifier.

The architectures of the encoder and decoder of PuVAE are shown in Table 2. Dilated Conv(n, k × k, r) denotes a dilated convolution layer with n feature maps, filter size k × k, and dilation rate r. Deconv(n, k × k, s) denotes a deconvolution layer [39] with n feature maps, filter size k × k, and stride s. FC(m) denotes a fully connected layer with m units. ReLU denotes the rectified linear unit. We use the first half of the last layer of the encoder, 32 output units, as μ and the second half is passed to the softplus function to infer σ. We use the architectures of Defense-GAN and the reformer network of MagNet as suggested in [19] and [20], respectively. The architectures of the classifiers used in our experiments are presented in Table 1. Architectures A and B are used for the MNIST and Fashion-MNIST datasets respectively, and architectures C and D are used for the CIFAR-10 dataset. Architecture E is used as a substitute model for black-box attacks.
TABLE 3. Defense performance (accuracy) on the MNIST dataset under the white-box setting (%). The numbers in parentheses next to attack methods indicate the value of the hyperparameter of the attack methods.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Attacks</th>
<th>No Attack</th>
<th>No Defense</th>
<th>Adv. Tr.</th>
<th>MagNet</th>
<th>Defense-GAN</th>
<th>PuVAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>FGSM (0.3)</td>
<td>99.51</td>
<td>12.46</td>
<td>78.57</td>
<td>26.90</td>
<td><strong>85.29</strong></td>
<td>81.33</td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.3)</td>
<td>99.51</td>
<td>0.00</td>
<td>91.72</td>
<td>72.48</td>
<td>87.40</td>
<td><strong>92.33</strong></td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>99.51</td>
<td>0.43</td>
<td>18.80</td>
<td>18.80</td>
<td>90.04</td>
<td><strong>90.80</strong></td>
</tr>
<tr>
<td>B</td>
<td>FGSM (0.3)</td>
<td>99.29</td>
<td>28.85</td>
<td><strong>88.49</strong></td>
<td>71.70</td>
<td>86.03</td>
<td>88.25</td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.3)</td>
<td>99.29</td>
<td>0.04</td>
<td><strong>93.56</strong></td>
<td>86.29</td>
<td>88.55</td>
<td>92.25</td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>99.29</td>
<td>0.59</td>
<td>19.20</td>
<td>19.10</td>
<td>90.76</td>
<td><strong>92.92</strong></td>
</tr>
</tbody>
</table>

TABLE 4. Defense performance (accuracy) on the Fashion-MNIST dataset under the white-box setting (%). The numbers in parentheses next to attack methods indicate the value of the hyperparameter of the attack methods.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Attacks</th>
<th>No Attack</th>
<th>No Defense</th>
<th>Adv. Tr.</th>
<th>MagNet</th>
<th>Defense-GAN</th>
<th>PuVAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>FGSM (0.3)</td>
<td>93.46</td>
<td>4.06</td>
<td>11.51</td>
<td>11.71</td>
<td>56.67</td>
<td><strong>59.18</strong></td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.3)</td>
<td>93.46</td>
<td>0.00</td>
<td>50.31</td>
<td>34.70</td>
<td>65.11</td>
<td>72.51</td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>93.46</td>
<td>5.01</td>
<td>18.00</td>
<td>15.50</td>
<td>68.60</td>
<td><strong>80.59</strong></td>
</tr>
<tr>
<td>B</td>
<td>FGSM (0.3)</td>
<td>93.54</td>
<td>2.75</td>
<td>8.00</td>
<td>15.30</td>
<td><strong>58.20</strong></td>
<td>52.46</td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.3)</td>
<td>93.54</td>
<td>0.00</td>
<td>46.97</td>
<td>41.84</td>
<td>66.06</td>
<td>71.04</td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>93.54</td>
<td>4.87</td>
<td>16.70</td>
<td>16.70</td>
<td>67.62</td>
<td><strong>79.42</strong></td>
</tr>
</tbody>
</table>

TABLE 5. Defense performance (accuracy) on the CIFAR-10 dataset under the white-box setting (%). The numbers in parentheses next to attack methods indicate the value of the hyperparameter of the attack methods.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Attacks</th>
<th>No Attack</th>
<th>No Defense</th>
<th>Adv. Tr.</th>
<th>MagNet</th>
<th>Defense-GAN</th>
<th>PuVAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>FGSM (0.06)</td>
<td>82.13</td>
<td>3.82</td>
<td>19.07</td>
<td>18.58</td>
<td>29.74</td>
<td><strong>33.71</strong></td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.06)</td>
<td>82.13</td>
<td>0.32</td>
<td>24.13</td>
<td>27.00</td>
<td>33.69</td>
<td><strong>35.49</strong></td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>82.13</td>
<td>9.88</td>
<td><strong>56.48</strong></td>
<td>40.13</td>
<td>38.13</td>
<td>36.36</td>
</tr>
<tr>
<td>D</td>
<td>FGSM (0.06)</td>
<td>80.30</td>
<td>3.19</td>
<td>15.00</td>
<td>18.98</td>
<td>30.11</td>
<td><strong>33.20</strong></td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.06)</td>
<td>80.30</td>
<td>0.43</td>
<td>21.51</td>
<td>29.95</td>
<td>32.47</td>
<td><strong>34.48</strong></td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>80.30</td>
<td>9.92</td>
<td>13.64</td>
<td>15.71</td>
<td>28.10</td>
<td><strong>31.70</strong></td>
</tr>
</tbody>
</table>

A. EFFECT OF COEFFICIENTS ON TRAINING PUVAE

Figure 7 demonstrates the characteristics of the generated samples based on the combinations of three coefficients λ_RC, λ_KL, and λ_CE. The first row of Figure 7 shows the generated images when the relative ratio of λ_KL is smaller than that of λ_RC. In this case, the constraint of the posterior distribution of the encoder is relieved. Thus, the encoder easily maps the input samples to the low likelihood area of the latent space. In addition, the encoder focuses on reconstructing the original input rather than mapping the input to prior latent space, so that the decoder restores even adversarial perturbations in the input images. These characteristics cause the decoder to generate strange images.

If λ_KL increases as in the second row of Figure 7, the generated images are organized by comparison with the first row, but is still affected by adversarial noise such as numbers 0, 1, 6 and 7. As a result of the greed search, PuVAE shows the best performance when the ratio between λ_RC and λ_KL is 1:10. The third row of Figure 7 is one of the configurations with the ratio. The performance results from the collaboration of L_RC and L_KL. L_KL constraints the mapped area of input images for the decoder to generate images similar to the training data. L_RC makes the generated images maintain their morphological structure.

B. DEFENSE PERFORMANCE

In this section, we compare the defense performance of PuVAE with the defense ability of adversarial training, MagNet and Defense-GAN. To obtain the best performance of Defense-GAN, we set the number of iterations to 200 and the number of candidates to 20. We alternately switch the architectures of the source and target classifiers. For example, when the architecture of the target classifier is A, architecture B is used as the source classifier, and vice versa. Tables 3, 4, and 5 show the performances of defense methods against white-box attacks on the MNIST, Fashion-MNIST, and CIFAR-10 datasets respectively.

As shown in Table 5, the performance of PuVAE exceeds that of MagNet on all the attacks and is comparable to that of Defense-GAN. Adversarial training is also comparable...
TABLE 6. Defense performance (accuracy) on the Fashion-MNIST dataset under the black-box setting (%). The numbers in parentheses next to attack methods indicate the value of the hyperparameter of the attack methods.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Attacks</th>
<th>No defense</th>
<th>MagNet</th>
<th>Defense-GAN</th>
<th>PuVAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>FGSM (0.3)</td>
<td>36.32</td>
<td>33.92</td>
<td>66.94</td>
<td>44.62</td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.3)</td>
<td>68.18</td>
<td>67.7</td>
<td>68.07</td>
<td>77.76</td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>21.49</td>
<td>89.52</td>
<td>69.39</td>
<td>81.32</td>
</tr>
<tr>
<td>B</td>
<td>FGSM (0.3)</td>
<td>34.13</td>
<td>32.51</td>
<td>66.25</td>
<td>45.19</td>
</tr>
<tr>
<td></td>
<td>iFGSM (0.3)</td>
<td>62.76</td>
<td>60.84</td>
<td>67.64</td>
<td>74.91</td>
</tr>
<tr>
<td></td>
<td>CW (100)</td>
<td>16.1</td>
<td>76.95</td>
<td>68.36</td>
<td>81.22</td>
</tr>
</tbody>
</table>

with our method in FGSM and iFGSM despite of a very low performance in the CW attack. Since we use the gradients from $M_t$ for adversarial training, it is robust against FGSM based attacks (FGSM and iFGSM), but weak against the other attack (CW). As shown in Table 4, PuVAE shows the best performance against iFGSM and the CW attack in both architectures. Even though iFGSM is a strong attack when there is no defense, the proposed model effectively defends the attack.

In general, the defense performances on the CIFAR-10 dataset shows overall low accuracy as shown in Table 5. Although adversarial training exhibits the best performance at a certain setting, it shows unstable results depending on models and attacks. However, PuVAE shows the best performance in various attacks and model architectures. Our method also exhibits a robust performance in settings where it is not first, indicating that it possesses a general defense ability across various attacks.

We compare the defense performance of PuVAE and purifier models (MagNet and Defense-GAN) against black-box attacks in the Fashion-MNIST dataset. As shown in Table 6, Defense-GAN shows better performance for FGSM than PuVAE, but PuVAE outperforms Defense-GAN for the iFGSM and CW attacks.

C. DEFENSE PERFORMANCE AGAINST STRONG WHITE-BOX ATTACKS

To verify the robustness of PuVAE, we assume strong white-box attacks where the attacker is aware of the architecture, parameters, and hyperparameters of PuVAE as well as the target network. The MNIST, Fashion-MNIST and CIFAR-10 datasets are used in this experiment. We use architecture A and B as the source and target classifier, respectively. Figure 8 shows the performances against white-box FGSMs and strong white-box FGSMs. The blue bar represents a defense performance against a white-box attack, and the orange bar represents a defense performance against a strong white-box attack. Experimental results show that the classification performance is slightly decreased, or even increased when adversary has additional information on PuVAE. This suggests that PuVAE successfully projects adversarial examples onto the manifold of true data, so that there is little benefit for the
adversary to acquire additional information of PuVAE.

D. PERFORMANCE IN A REASONABLE TIME CONSTRAINT

Defense mechanisms including Defense-GAN, MagNet, and PuVAE purify adversarial examples in a pre-processing manner. In contrast to PuVAE and MagNet, Defense-GAN takes a significant amount of time to derive the maximum performance. While Defense-GAN takes approximately 14.8 seconds, PuVAE takes 0.114 seconds to purify a mini-batch with 128 MNIST images, allowing nearly 130 times faster inference as shown in Table 7. Although, MagNet takes only 0.01 seconds to purify a mini-batch, it is still vulnerable to adversarial attacks.

As an example of real-world applications, autonomous driving needs rapid and accurate object detection. However, the object detection model is vulnerable to adversarial attacks that can cause a severe accident. Therefore, a defense method that works in tandem with the object detection model is essential. For applicability of the defense method, the defense performance needs to be measured on a reasonable time limit.

In the experiments, we set the time limit as one second. Figure 9 represents performance comparison of defense methods in a reasonable time limit on a mini-batch of 128 MNIST images.

PuVAE is more efficient than the state-of-the-art method for real-time applications. MagNet also performs with one inference, but its accuracy is lower than that of PuVAE.

It is unfair to compare PuVAE and Defense-GAN without time constraint because the inference time of Defense-GAN significantly exceeds that of PuVAE. As shown in Table 8, the performance of Defense-GAN is significantly lower than its maximum performance in reasonable time limit. Therefore, PuVAE is more practical in real-world scenarios because it exhibits the highest performance within a reasonable time condition.

VI. CONCLUSION

In this paper, we propose PuVAE, a novel VAE-based defense method that effectively purifies adversarial attacks. PuVAE is robust against various attacks and overcomes the disadvantages of adversarial training. The performance of PuVAE is also comparable to the best performance of Defense-GAN. In addition, PuVAE significantly outperforms Defense-GAN given a reasonable time limit. We demonstrate the advantages of the proposed method on various datasets and adversarial attacks. For future work, we plan to apply our method to real-time applications such as autonomous-driving, face identification, and surveillance systems.
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