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ABSTRACT In this paper, an off-policy game Q-learning algorithm is proposed for solving linear discrete-time non-zero sum multi-player game problems. Unlike the existing Q-learning methods for solving the Riccati equation by on-policy learning approaches for multi-player games, an off-policy game Q-learning method is developed for achieving the Nash equilibrium of multiple players. To this end, first, a non-zero sum game problem is formulated, and the value function and the Q-function defined according to each-player individual performance index are rigorously proved to be linear quadratic forms. Then, based on the dynamic programming and Q-learning methods, an off-policy game Q-learning algorithm is developed to find the control policies for multi-player games, such that the Nash equilibrium is reached under the learned control policies. The merit of this paper lies in that the proposed algorithm does not require the system model parameters to be known a priori and fully utilizes measurable data to learn the Nash equilibrium solution. Moreover, there is no bias of Nash equilibrium solution when implementing the proposed off-policy game Q-learning algorithm even though probing noises are added to control policies for maintaining the persistent excitation condition. While bias of the Nash equilibrium solution could be produced if on-policy game Q-learning is employed. This is another contribution of this paper.

INDEX TERMS Adaptive dynamic programming, Off-policy Q-learning, Non-zero sum game, Nash equilibrium, Discrete-time systems

I. INTRODUCTION

REINFORCEMENT learning (RL), as one of machine learning methods, has been widely used in solving optimal control problems [1]–[4] by using partially or completely unknown dynamics for systems with [5]–[12]. The approximate optimal control strategies for varieties of control issues and control systems have been reported in the latest decade, such as [3] for MIMO systems, [5] for multi-agent graphical games, [8], [10], [12] for $H_{\infty}$ control, [13]–[17] for optimal tracking control, and [18], [19] for Q-learning based controller design, etc.

The on-policy RL and the off-policy RL are two kinds of RL approaches. When conducting the on-policy RL, the data used for learning the optimal control policies are generated by the same control policy as the one under evaluation, while two types of control policies are needed in the off-policy RL. One is the behavior policy used for generating systems data, and the other is the target policy updated until convergence to the optimal control policy. In the literature as mentioned before, the Q-learning algorithms in [18] and [19] are actually the on-policy RL. Other on-policy RL research results can be found in [18]–[22]. Compared with the off-policy learning method, the remarkable shortcomings of the on-policy RL algorithm [6]–[10] lie in 1) insufficient exploration of the systems; 2) interfering with the operation of systems in the learning process; 3) under the condition of satisfying the persistence of excitation (PE), adding probing noises to the system is proved to produce deviation of solutions to the focused optimization problems.

Q-Learning is a behavior-dependent heuristic dynamic programming, and the research on the off-policy Q-learning has been attracted increasing attention by scholars. For linear discrete-time (DT) systems, Al-Tamimi et al. [21] derived an $H_{\infty}$ optimal state feedback controller, Kim and
Lewis [23] designed the optimal tracking controller and Jiang et al. [24] settled the optimal regulation problem. For linear continuous-time (CT) systems, Lee et al. [19] and Vamvoudakis [25] focused on the linear quadratic regulation problem. Vamvoudakis [26] engaged in the linear graphical game problem. For nonlinear systems, Luo et al. [27] aimed at solving the model-free optimal tracking control problem for affine DT systems and proposed an adaptive optimal controller method of general DT systems [28]. Modares and Lewis [13] focused on the optimal tracking control problem of continuous-time systems. Moreover, an off-policy interleaved Q-learning algorithm was developed for affine nonlinear systems in [29]. It is worth pointing out that the above-mentioned off-policy Q-learning results can be implemented only for designing one single controller that leads systems to the optimum.

Since large scale, complexity and multiple subsystems are the basic features in modern practical industries, then Q-learning of multi-player systems for finding multiple optimal controllers should be investigated by researchers. In non-zero sum or zero sum multi-player games, each player makes efforts to optimize its own performance or reward by learning feedback from the environment and improving its behavior. In [21], the application of model-free Q-learning zero sum game to $H_\infty$ problem has been studied. Vamvoudakis et al [30] systematically summarized game theory-based RL methods to solve two-player games including DT and CT systems. Notice that the off-policy RL algorithm has been proposed in [30] for linear DT multi-player systems, then whether the off-policy Q-learning method can be used to study the optimal control problem of the completely unknown linear DT multi-player games or not? And if it can work, then how to design the off-policy Q-learning algorithm for the Nash equilibrium of linear DT multi-player games using only measured data is the key point. This drops down into our focus. To the authors’ best knowledge, the off-policy game Q-learning using only measured data for linear DT multi-player systems with completely unknown model parameters has not been reported up to now.

In this paper, we devote to developing an off-policy game Q-learning algorithm for achieving the Nash equilibrium of linear DT multi-player systems by combining game theory and Q-learning. The contributions of this paper are summarized as follows.

1) Referring to the existed on-policy Q-learning methods [21], [23]–[26], [31] and the off-policy RL method [30] which is for linear DT two-player games, this is the first time to propose an off-policy game Q-learning for solving linear DT multi-player non-zero sum games using only measured data.

2) No bias and bias of Nash equilibrium solution when adding probing noises into multi-player systems are rigorously proved, which are the extension of [8] where the systems with single player or agent are concerned.

The rest of this paper is organized as follows. In Section II, the non-zero sum games problem of linear DT multi-player systems is formulated. Section III devotes to solving the non-zero sum games. In Section IV, an on-policy game Q-learning algorithm is proposed and the bias of the solution is analyzed. In Section V, an off-policy game Q-learning algorithm is proposed, and the rigorous proof of the unbiased solution is presented. The effectiveness of the proposed algorithm is verified by numerical simulations, and the comparisons between the off-policy game Q-learning algorithm and the on-policy game Q-learning algorithm are carried out in Section VI. Section VII states the conclusions in this paper.

**Notations I:** $\mathbb{R}^p$ denotes the $p$ dimensional Euclidean space. $\mathbb{R}^{p \times q}$ is the set of all real $p$ by $q$ matrices. $\otimes$ stands for the Kronecker product. $\text{vec}(L)$ is used to turn any matrix $L$ into a single column vector.

**II. PROBLEM STATEMENT**

In this section, the optimal control problem of linear DT multi-player systems is formulated. Moreover, the value function and the Q-function defined in terms of the cost function of each player are proved to be linear quadratic forms.

Consider the following linear DT multi-player system

$$ x_{k+1} = Ax_k + \sum_{i=1}^{n} B_{ik}u_{ik} $$

where $x_k = x(k) \in \mathbb{R}^p$ is the system state, $u_{ik} = u_i(k) \in \mathbb{R}^{m_i}$ ($i = 1, \ldots, n$) are the control inputs. $A \in \mathbb{R}^{p \times p}$, $B_i \in \mathbb{R}^{p \times m_i}$ and $k$ is the sampling time instant. The full state of system (1) can be accessed by each of the agents or players $i$. The target of each player is to minimize its own performance index by its efforts, regardless of the performance of other players. The performance index $J_i$ of each player $i$ ($i = 1, 2, \ldots, n$) is defined as the accumulative sum of utility functions from time instant 0 to infinity as given below [5]:

$$ J_i(x_0, u_1, \ldots, u_n) = \sum_{k=0}^{\infty} (x_k^TQ_i x_k + \sum_{q=1}^{n} u_{iq}^T R_q u_{qk}) $$

where $Q_i$ and $R_q$ are respectively positive semi-definite matrices and positive definite matrices. $x_0$ represents the initial state of system (1) at time instant 0. Minimizing (2) subject to (1) is indeed a standard multi-player non-zero sum games problem, and all players will finally reach the Nash equilibrium. The objective of this article is to find the stabilizable control policies $u_{1k}, u_{2k}, \ldots, u_{nk}$ by using RL combined with game theory, such that the performance index of each player shown in (2) is minimized.

The definition of admissible control policies is given below, which is useful for Assumption 1 and Lemma 1.

**Definition I:** [21], [32] Control policies $u_1(x_k), u_2(x_k), \ldots, u_n(x_k)$ are called the admissible with respect to (2)
on $\Omega \in \mathbb{R}^p$, if $u_1(x_k), u_2(x_k), \ldots, u_n(x_k)$ are continuous on $\Omega$, $u_1(0) = 0, u_2(0) = 0, \ldots, u_n(0) = 0, u_1(x_k), u_2(x_k), \ldots, u_n(x_k)$ stabilize (1) on $\Omega$ and (2) is finite $\forall x_0 \in \Omega$.

**Assumption 1:** The $n$-player system (1) is controllable and there exists at least one set of admissible control policies [32].

According to performance indicator (2), suppose there exists a set of admissible control policies $u_1(x), u_2(x), \ldots, u_n(x)$, one can respectively define the following optimal value function and the optimal $Q$-function for each player $i$ ($i = 1, 2, \ldots, n$) as [5]:

$$V^*_i(x_k) = \min_{u_i} \sum_{l=k}^{\infty} (x_l^T Q_i x_l + \sum_{q=1}^{n} u_q^T R_q u_q)$$  \hspace{1cm} (3)

and

$$Q^*_i(x_k, u_{ik}, u_{-ik}) = x_k^T Q_i x_k + \sum_{q=1}^{n} u_q^T R_q u_q + V^*_i(x_{k+1})$$  \hspace{1cm} (4)

$u_{-ik} = [u_{1k}, \ldots, u_{ik-1}, k, \ldots, u_{nk}]^T$. Thus, the following relation holds

$$V^*_i(x_k) = Q^*_i(x_k, u^*_i, u_{-ik}) \quad (i = 1, 2, \ldots, n)$$  \hspace{1cm} (5)

**Lemma 1:** Suppose that the control policies $u_{ik} = -K_i x_k$ and they are admissible, the value function $V_i(x_k)$ and the $Q$-function $Q_i(x_k, u_{ik}, u_{-ik})$ of each player $i$ can be respectively expressed as the following quadratic forms.

$$V_i(x_k) = x_k^T P_i x_k$$  \hspace{1cm} (6)

and

$$Q_i(x_k, u_{ik}, u_{-ik}) = z_k^T H_i z_k$$  \hspace{1cm} (7)

where $P_i$ and $H_i$ are positive definite matrices. And

$$z_k = [x_k^T \quad u_{1k}^T \quad u_{2k}^T \ldots \quad u_{nk}^T]^T$$  \hspace{1cm} (8)

**Proof:**

$$V_i(x_k) = \sum_{l=k}^{\infty} (x_l^T Q_i x_l + \sum_{q=1}^{n} u_q^T R_q u_q)$$

$$= \sum_{l=k}^{\infty} \left[ x_l^T Q_i x_l + \sum_{q=1}^{n} (-K_q x_l)^T R_q (-K_q x_l) \right]$$

$$= \sum_{l=k}^{\infty} x_{l+k}^T \left[ Q_i + \sum_{q=1}^{n} (K_q)^T R_q (K_q) \right] x_{l+k}$$  \hspace{1cm} (9)

where $x_{l+k} = (A - \sum_{i=1}^{n} B_i K_i)^l x_k = G^l x_k$. Further, one has

$$V_i(x_k) = \sum_{l=0}^{\infty} x_k^T (G_i)^l \left[ Q_i + \sum_{q=1}^{n} (K_q)^T R_q (K_q) \right] (G_i)^l x_k$$  \hspace{1cm} (10)

then, one has

$$V_i(x_k) = x_k^T P_i x_k$$  \hspace{1cm} (11)

where

$$P_i = \sum_{l=0}^{\infty} (G_i)^l \left[ Q_i + \sum_{q=1}^{n} (K_q)^T R_q (K_q) \right] (G_i)^l$$

Then, one has

$$Q_i(x_k, u_{ik}, u_{-ik}) = x_k^T Q_i x_k + \sum_{q=1}^{n} u_q^T R_q u_q + V_i(x_{k+1})$$

$$= x_k^T Q_i x_k + \sum_{q=1}^{n} u_q^T R_q u_q + (Ax_k + \sum_{i=1}^{n} B_i u_i)^T P_i$$

$$\times (Ax_k + \sum_{i=1}^{n} B_i u_i)$$

$$= z_k^T H_i z_k$$  \hspace{1cm} (12)

By (11) and (12), one can get

$$P_i = M^T H_i M$$  \hspace{1cm} (14)

where

$$M = [I - K_1^T - K_2^T \ldots - K_n^T]^T$$

**III. SOLVING NON-ZERO SUM GAME PROBLEMS**

This section deals with solving the non-zero sum games problem.

In the non-zero sum games, it is desired for all players to reach the Nash equilibrium by assuming that each player has the same hierarchical level as others. The definition of Nash equilibrium is given as following.

**Definition 2:** [30] If there exists an $n$-tuple of control strategies $(u^*_1, u^*_2, \ldots, u^*_n)$ satisfying the following $n$ inequalities

$$J^*_i = J_i(u^*_1, u^*_2, \ldots, u^*_i, \ldots, u^*_n) \leq J_i(u^*_{1}, u^*_{2}, \ldots, u^*_i, \ldots, u^*_n) \quad (i = 1, 2, \ldots, n)$$

then, this $n$-tuple of control strategies constitutes the Nash equilibrium solution of $n$-player finite game (1). And the $n$-tuple of quantities $(J^*_1, \ldots, J^*_n)$ is the Nash equilibrium outcome of $n$-player games (1) with respect to (2).

Now, we are in the position of solving the non-zero sum game to find the Nash equilibrium solution. According to
the dynamic programming, the following Q-function based game Bellman equations can be derived based on Lemma 1.

\[ z_k^T H_i z_k = x_k^T Q_i x_k + \sum_{q=1}^{n} u_{qk}^T R_q u_{qk} + z_{k+1}^T H_i z_{k+1} \tag{15} \]

The optimal control policy \( u^*_k \) of each player \( i \) should satisfy

\[ \frac{\partial Q_i}{\partial u_{ik}} = 0 \] in terms of the necessary condition of optimality. Therefore, one has

\[ u^*_k (k) = -K_i^* x_k \tag{16} \]

where

\[ K_i^* = H_i^{-1} \left[ H_i^T x_{ui} - \left( H_i^T u_{ui} K_1 + \ldots + H_i^T u_{ui} K_{i-1} \right) + H_i^T u_{ui} K_{i+1} + \ldots + H_i^T u_{ui} K_n \right] \]

Substituting \( K_i^* \) in (17) into (15) yields the optimal Q-function based Riccati equations.

\[ (z_k)^T H_i^* z_k = x_k^T Q_i x_k + \sum_{q=1}^{n} (u_{qk}^*)^T R_q u_{qk} + (z_{k+1})^T H_i^* z_{k+1} \tag{18} \]

Where \( u_{qk}^* = -K_i^* x_k \). Note that Vamvoudakis et al [30] has proven that the following \( K_i^* (i = 1, 2, \ldots, n) \) guarantee system (1) to be stable and achieved Nash equilibrium of all players can be.

\[ K_i^* = (H_i^* u_{ui} K_1)^{-1} \left( (H_i^* u_{ui} K_1)^T - (H_i^* u_{ui} K_1^*) \right) + \ldots + \left[ H_i^* u_{ui} K_{i-1}^* + \ldots + H_i^* u_{ui} K_n^* \right] \]

\[ \sum_{q=1}^{n} \] (19)

**Remark 1:** From (17) and (19), it can be seen that in Riccati equations (18) the matrices \( H_i^* \) are coupled with each other, and the values of matrices \( K_i^* \) are also coupled with each other, which make it difficult to solve Riccati equations (18).

Therefore, the on-policy game Q-learning algorithm and off-policy game Q-learning algorithm are given in Section IV and Section V to learn the optimal control laws \( u^*_k (k) = -K_i^* x_k \).

**IV. FINDING \( K_i^* (i = 1, 2, \ldots, n) \) BY THE ON-POLICY APPROACH**

In this section, the model-free on-policy game Q-learning algorithm is presented and the bias of solution to iterative Q-function based Bellman equations is proved. By learning the Q-function matrices \( H_i^* \) in (18), the approximately optimal controller gains of multiple players can be obtained.

**A. ON-POLICY GAME Q-LEARNING ALGORITHM**

The on-policy RL methods in [18]–[22] are extended to the case of multi-player systems, thus we present on-policy game Q-learning algorithm.

**Remark 2:** Algorithm 1 calculating Q-function matrices \( H_{i}^{j+1} \) yields the updated \( K_{i}^{j+1} \). As \( j \to \infty \), \( H_{i}^{j+1} \) converge to \( H_{i}^{*} \) result in the convergence of \( K_{i}^{j+1} \) to \( K_{i}^{*} \) for all players, which can be proved in the similar way to [29], [30], [33].

**Algorithm 1 On-Policy Game Q-Learning**

1. Initialization: Given the admissible controller gains for \( n \) players \( K_1^0, K_2^0, \ldots, K_n^0 \). Let \( j = 0 \) and \( i = 1 \), where \( j \) denotes the iteration index and \( i \) stands for player \( i (i = 1, 2, \ldots, n) \);
2. Policies evaluation: solve the Q-function matrices \( H_{i}^{j+1} \)

\[ z_k^T H_{i}^{j+1} z_k = x_k^T Q_i x_k + \sum_{q=1}^{n} (u_{qk}^j)^T R_q u_{qk}^j + z_{k+1}^T H_{i}^{j+1} z_{k+1} \tag{20} \]

3. Policies update:

\[ u_{ik}^{j+1} = -K_{i}^{j+1} x_k \tag{21} \]

where

\[ K_{i}^{j+1} = (H_{i}^{j} u_{ui} K_1)^{-1} \left( (H_{i}^{j} u_{ui} K_1)^T - (H_{i}^{j+1} u_{ui} K_1^*) \right) + \ldots + \left[ H_{i}^{j} u_{ui} K_{i-1}^* + \ldots + H_{i}^{j} u_{ui} K_n^* \right] \]

\[ \sum_{q=1}^{n} \] (22)

4. If \( i < n \), then \( i = i + 1 \) and go back to Step 2. Otherwise \( j = j + 1 \), \( i = 1 \), and go to Step 5;
5. Stop when

\[ \left\| H_i^{j-1} - H_i^* \right\| \leq \varepsilon (\varepsilon = 1, 2, \ldots, n) \]

with a small constant \( \varepsilon (\varepsilon > 0) \). Otherwise go back to Step 2.

**B. BIAS ANALYSIS OF SOLUTION FOR THE ON-POLICY GAME Q-LEARNING ALGORITHM**

To satisfy the PE condition in Algorithm 1, probing noises are added to system (1). Thus, the actual control inputs applied to the system for collecting data are

\[ \tilde{u}_{ik} = u_{ik} + e_{ik} \tag{23} \]

with \( e_{ik} = e_{ik}(k) \) being probing noises and \( u_{ik} \) given by (21). Theorem 1 will prove the bias of solution to (20).

**Theorem 1:** Rewrite Bellman equation (20) as

\[ x_k^T (M_j^i)^T H_{i}^{j+1} M_j^i x_k \]

\[ = x_k^T Q_i x_k + \sum_{q=1}^{n} \sum_{q=1}^{n} (u_{qk}^j)^T R_q u_{qk}^j + x_{k+1}^T (M_j^i)^T H_{i}^{j+1} M_j^i x_{k+1} \tag{24} \]

where

\[ M_j^i = \left[ I - (K_1^j)^T \ldots - (K_n^j)^T \right] \]

Let \( H_{i}^{j+1} \) be the solution to (24) with \( e_{ik} = 0 \) and \( H_{i}^{j+1} \) be the solution to (24) with \( e_{ik} \neq 0 \). Then, \( H_{i}^{j+1} \neq H_{i}^{j+1} \).

**Proof:** Using (23) with \( e_{ik} \neq 0 \) in (24), Bellman equation (24) becomes the following

\[ x_k^T (M_j^i)^T H_{i}^{j+1} M_j^i x_k = x_k^T Q_i x_k + \sum_{q=1}^{n} \sum_{q=1}^{n} (u_{qk}^j + e_{qk})^T R_q \]

\[ \times (u_{qk}^j + e_{qk}) + x_{k+1}^T (M_j^i)^T H_{i}^{j+1} M_j^i x_{k+1} \tag{25} \]
where

\[ x_{k+1} = Ax_k + \sum_{i=1}^{n} B_i (u_{ik}^j + e_{ik}) \]  

(26)

Further, (25) is rewritten as

\[
x_k^T (M^j)^T \hat{H}_{i+1}^j M^j x_k = x_k^T Q_i x_k \\
+ \sum_{q=1}^{n} (u_q^j + e_q^j)^T R_q (u_q^j + e_q^j) \\
+ (Ax_k + \sum_{i=1}^{n} B_i (u_{ik}^j + e_{ik}))^T (M^j)^T \hat{H}_{i+1}^j \\
\times M^j (Ax_k + \sum_{i=1}^{n} B_i (u_{ik}^j + e_{ik})) \\
= x_k^T Q_i x_k + \sum_{q=1}^{n} (u_q^j)^T R_q u_q^j \\
+ x_k^T (M^j)^T \hat{H}_{i+1}^j M^j x_k + 2 \sum_{q=1}^{n} e_q^T R_q e_q^j \\
+ \sum_{i=1}^{n} e_{ik}^T (B_i^T (M^j)^T \hat{H}_{i+1}^j M^j B_i + R_i) e_{ik} \\
+ 2 \sum_{i=1}^{n} e_{ik}^T B_i^T (M^j)^T \hat{H}_{i+1}^j M^j x_{k+1} \]  

(27)

It can be concluded that the solution to (27) is not the solution to (24) if \( e_{ik} \neq 0 \). Since the solution to (24) is equivalent to the solution to (20), then one has \( H_{i+1}^j \neq \hat{H}_{i+1}^j \). Hence, adding probing noises during implementing the proposed on-policy game Q-learning Algorithm 1 can produce bias of solution. This completes the proof. ■

Remark 3: It is worth noting that data are generated by \( u_{ik}^j (k) = -K_{i+1}^j x_k \) in Algorithm 1, which is the typical characteristic of the on-policy approach. Theorem 1 proves that the solution of the on-policy game Q-learning algorithm is biased.

Remark 4: In contrast to [8], we extend the proof of biased solution to iterative Bellman equations in [8] to the case of multi-player non-zero sum games.

V. FINDING \( K_i^j (I = 1, 2, \ldots, N) \) BY THE OFF-POLICY APPROACH

In this section, an off-policy game Q-learning method is proposed to solve the non-zero sum game problem of multiple players. Moreover, the unbiasedness of solution to Q-learning based iterative game Bellman equation is rigorously proved even though adding probing noises ensures the PE condition.
Manipulating (32) can get the following form

\[ \hat{\theta}_i(k) \tilde{L}_i^{j+1} = \hat{\rho}_{i,k} \] (33)

where

\[ \hat{\rho}_{i,k} = x_k^T Q x_k + \sum_{i=1}^n u_{ik}^T R_i u_{ik} \]

\[ \tilde{L}_i^{j+1} = \left( vec(\tilde{L}_{i,rz}^{j+1})^T, \ldots, vec(\tilde{L}_{i,nn}^{j+1})^T \right)^T \]

\[ \hat{\theta}_i^j(k) = \left[ \hat{\theta}_{i,rz}^j, \ldots, \hat{\theta}_{i,nn}^j \right] \]

with \( r = 0, 1, 2, \ldots, n \), \( z = r, r+1, r+2, \ldots, n \).

\[ \hat{\theta}_{i,00} = x_k^T \otimes x_k^T - x_{k+1}^T \otimes x_{k+1}^T \]

\[ \hat{L}_{i,00}^{j+1} = H_i^{j+1,xx} \]

\[ \hat{\theta}_{i,ss}^j = -(K_i^j x_{k+1})^T \otimes (K_i^j x_{k+1})^T + u_{k}^T \otimes u_{s}^T \]

\[ \hat{L}_{i,ss}^{j+1} = H_i^{j+1,ss} \]

\[ \hat{\theta}_{i,os}^j = 2x_{k+1}^T \otimes (K_i^j x_{k+1})^T + 2u_{s}^T \otimes u_{s}^T \]

\[ \hat{L}_{i,os}^{j+1} = H_i^{j+1,os} \]

\[ \hat{\theta}_{i,st}^j = -2(K_i^j x_{k+1})^T \otimes (K_i^j x_{k+1})^T + 2u_{s}^T \otimes u_{s}^T \]

\[ \hat{L}_{i,st}^{j+1} = H_i^{j+1,ts} \]

with \( s \neq t \) and \( s, t = 1, 2, \ldots, n \).

Based on the above part, \( K_i^{j+1}, K_2^{j+1}, \ldots, K_n^{j+1} \) can be expressed as the form of \( \tilde{L}_i^{j+1} \)

\[ K_i^{j+1} = (\tilde{L}_i^{j+1})^{-1} \left( (\tilde{L}_i^{j+1})^T \hat{\theta}_i^j + \cdots + (\tilde{L}_i^{j+1})^T \hat{\theta}_{i,(i-1)}^j + \cdots + (\tilde{L}_i^{j+1})^T \hat{\theta}_{i,nn}^j \right) \] (34)

**Theorem 2:** \( (H_i^{j+1}, K_i^{j+1}) \) are the solution of (33) and (34) if and only if they are the solution of (20) and (22).

**Proof:** From the derivation of (33) and (34), one can conclude that if \( (H_i^{j+1}, K_i^{j+1}) \) are the solution of (20) and (22), then \( (H_i^{j+1}, K_i^{j+1}) \) satisfies (33) and (34). Next, we will prove that the solution to (33) and (34) is also the solution to (20) and (22).

It is obvious that (33) is equivalent to (31), so the solutions of both (33) and (31) are going to be the same. If \( (H_i^{j+1}, K_i^{j+1}) \) is the solution to (31), then it is also the solution to (30) based on Lemma 1. Subtracting (31) from (30) yields (20), then the solution to (31) is the same one to (20). Thus \( (H_i^{j+1}, K_i^{j+1}) \) satisfied with (33) makes (20) hold resulting in (34) being (22).

**Algorithm 2** Off-Policy Game Q-Learning

1. Data collection: Collect data \( x_k \) by using behavior control policies \( u_{ik} \) \( (i = 1, 2, \ldots, n) \);
2. Initialization: Given initial admissible controller gains of multiple players \( K_1^0, K_2^0, \ldots, K_n^0 \). Let \( j = 1 \) and \( i = 1 \), where \( j \) denotes the iteration index and \( i \) stands for player \( i \);
3. Implementing the off-policy game Q-learning: By using recursive least-square methods, \( \tilde{L}_i^{j+1} \) can be calculated using (33). And then \( K_i^{j+1} \) is updated by (34);
4. If \( i < n \), then \( i = i + 1 \) and go back to Step 3. Otherwise \( j = j + 1 \), \( i = 1 \) and go to Step 5;
5. Stop when \( \| K_i^j - K_i^{j-1} \| \leq \varepsilon \) \( (i = 1, 2, \ldots, n) \), the optimal control policy is obtained. Otherwise, \( i = 1 \), and go back to Step 3.

**Remark 5:** If \( \tilde{L}_i^{j+1} \) are solved correctly, then the \( u_{ik}^j = -K_i^j x_k \) can be learned by Algorithm 2. When \( j \to \infty \), \( u_{ik}^j \to u_{ik}^* \). Since the solution to Algorithm 2 is the same as the solution to Algorithm 1, and \( u_{ik}^j \) learned by Algorithm 1 have been proven to converge to \( u_{ik}^* \), then \( u_{ik}^j \) found by using Algorithm 2 can converge to \( u_{ik}^* \), under which the Nash equilibrium of multi-player games can be reached.

**Remark 6:** Algorithm 2 is indeed an off-policy Q-learning approach, since the target control policies are updated but
they are not applied to the learning process. The use of arbitrary admissible behavior control policies \( u_{ik} \) to generate data and enrich data exploration is the essential feature of the off-policy learning as opposed to the on-policy learning [4], [23]–[26].

**B. NO BIAS ANALYSIS OF SOLUTION FOR THE OFF-POLICY Q-LEARNING ALGORITHM**

To satisfy the condition of PE, probing noises are added into (20) in Algorithm 1. It has been proven that Algorithm 1 could produce bias of solution if adding probing noises into systems. The following will prove that the proposed Algorithm 2 does not produce deviation of the solution under the circumstance of adding probing noises.

**Theorem 3:** Add probing noises to the behavior control policies in Algorithm 2. Let \( \hat{H}_i^{j+1} \) be the solution to (30) with \( e_{ik} = 0 \) and \( \hat{H}_i^{j+1} \) be the solution to (30) with \( e_{ik} \neq 0 \), then \( \hat{H}_i^{j+1} = \hat{H}_i^{j+1} \).

**Proof:** After probing noises are added to the behavior control policies, that is \( u_{ik} + e_{ik} \), solving (30) is equivalent to solving the following form

\[
\hat{x}_k^T (M_j)^T \hat{H}_i^{j+1} M_j \hat{x}_k = \hat{x}_k^T (M_j)^T \Lambda_i M_j \hat{x}_k + \hat{x}_k^T \left( A - \sum_{i=1}^{n} B_i K_i^j \right) (M_j)^T \hat{H}_i^{j+1} \times M_j \left( A - \sum_{i=1}^{n} B_i K_i^j \right) \hat{x}_k
\]

Notice that if adding probing noises into system (29), then it becomes

\[
\hat{x}_{k+1} = A \hat{x}_k + \sum_{i=1}^{n} B_i \left( u_{ik} + e_{ik} + K_i^j \right) \hat{x}_k
\]

In this case, (30) becomes

\[
\hat{x}_k^T (M_j)^T \hat{H}_i^{j+1} M_j \hat{x}_k - \left( \hat{x}_{k+1} - \sum_{i=1}^{n} B_i \left( u_{ik} + e_{ik} + K_i^j \right) \hat{x}_k \right) (M_j)^T \hat{H}_i^{j+1} M_j \times \left( \hat{x}_{k+1} - \sum_{i=1}^{n} B_i \left( u_{ik} + e_{ik} + K_i^j \right) \hat{x}_k \right) = \hat{x}_k^T (M_j)^T \Lambda_i M_j \hat{x}_k
\]

Substituting (36) into (37), (37) becomes (35). So the solution to (35) is the same as (30). From the proof of Theorem 2, one can find that the solution to (33) is equal to that to (30). Therefore, it is impossible for the off-policy game Q-learning algorithm to produce deviations when adding probing noises. The unbiasedness of the solution of the off-policy game Q-learning is proved.

**Remark 7:** Different from [8], where the unbiased proof of the solution of the off-policy RL algorithm for solving the zero sum game problem with two players was developed, while here the unbiased proof of the solution of the off-policy game Q-learning algorithm is for the non-zero sum multi-player games.

**Remark 8:** Compared with the off-policy RL algorithm for zero sum games [30], the off-policy game Q-learning algorithm is put forward for the first time for non-zero sum multi-players games and the rigorous proof of unbiased solution even though adding probing noises to keep PE condition is presented in this paper, which has not been reported up to now.

**VI. SIMULATION RESULTS**

In this section, the effectiveness of the proposed off-policy game Q-learning algorithm is verified respectively for the three-player games and the five-player games.

**A. SIMULATION RESULTS FOR THE THREE-PLAYER SYSTEM**

Consider the following linear DT system with three players, which play non-zero sum game.

\[
x_{k+1} = A x_k + B_1 u_1 + B_2 u_2 + B_3 u_3 \quad (38)
\]

where

\[
A = \begin{bmatrix} 0.906488 & 0.0816012 & -0.0005 \\ 0.074349 & 0.90121 & -0.000708383 \\ 0 & 0 & 0.132655 \end{bmatrix}, B_1 = \begin{bmatrix} -0.00150808 \\ -0.0096 \\ 0.867345 \end{bmatrix}, B_2 = \begin{bmatrix} 0.00951892 \\ -0.00563451 \\ -0.08962 \end{bmatrix}, B_3 = \begin{bmatrix} 0.0038373 \\ 0.356478 \end{bmatrix}
\]

Choose \( Q_1 = diag(4, 4, 4), Q_2 = diag(5, 5, 5) \) \( Q_3 = diag(6, 6, 6) \) and \( R_1 = R_2 = R_3 = 1 \). Rewrite (18) as

\[
H_i^* = \Lambda_i + \begin{bmatrix} A & B_1 & B_2 & B_3 \\ K_1 A & K_1 B_1 & K_1 B_2 & K_1 B_3 \\ K_2 A & K_2 B_1 & K_2 B_2 & K_2 B_3 \\ K_3 A & K_3 B_1 & K_3 B_2 & K_3 B_3 \end{bmatrix}^T \begin{bmatrix} A & B_1 & B_2 & B_3 \\ K_1 A & K_1 B_1 & K_1 B_2 & K_1 B_3 \\ K_2 A & K_2 B_1 & K_2 B_2 & K_2 B_3 \\ K_3 A & K_3 B_1 & K_3 B_2 & K_3 B_3 \end{bmatrix} \quad (39)
\]

The model-based iterative algorithm in terms of (39) is used in MATLAB to obtain the real solution. Thus, the optimal Q-function matrices \( (H_1^*, H_2^*, H_3^*) \) and the optimal controller gains \( (K_1^*, K_2^*, K_3^*) \) can be obtained.


\[ H_1^* = \begin{bmatrix}
26.6577 & 11.7777 & -0.0150 & -0.1100 \\
11.7777 & 21.4849 & -0.0111 & -0.1434 \\
-0.0150 & -0.0111 & 4.0707 & 0.4622 \\
-0.1100 & -0.1434 & 0.4622 & 4.0223 \\
0.2336 & 0.1164 & -0.0002 & -0.0011 \\
-1.0988 & -1.6897 & 0.1910 & 1.2555 \\
\end{bmatrix} \]

2) Case 2:

\[ e_i = \sum_{j=1}^{100} 6 \sin(noise_{eq}(1,j) \ast k) \]  

3) Case 3:

\[ e_i = \sum_{j=1}^{100} 10 \sin(noise_{eq}(1,j) \ast k) \]

where

\[ noise_{eq}(1,j) = 500 \ast rand(1,100) - 200 \ast ones(1,100) \]

Table 1 shows the optimal controller gains when implementing Algorithm 1 and Algorithm 2 under the three cases of probing noises. It can be observed that the solution when using on-policy game Q-learning Algorithm 1 is affected by the probing noises interference and the learned controller gains are biased. On the contrary, for all of the three probing noises, the Q-function matrices \( H_1^* \) and controller gains \( K_i^* \) always converge to the optimal values when implementing off-policy game Q-learning Algorithm 2.

Simulation results when utilizing the on-policy game Q-learning Algorithm 1: Under the probing noises Case 1, Fig. 2 and Fig. 3 show the errors between the matrices \( H_i \) and \( H_i^* \) and the errors between the controller gains \( K_i \) and \( K_i^* \). Fig. 4 shows the state responses of the game system. The optimal performance \( J_i \) is plotted using the learned optimal control policy in Fig. 5.

Three different probing noises were added to verify the unbiasedness of the off-policy game Q-learning algorithm, and compare it with the on-policy game Q-learning algorithm. For ensuring PE conditions when solving (20) and (33) used the following three cases of probing noises are

1) Case 1:

\[ e_i = \sum_{j=1}^{100} 0.5 \sin(noise_{eq}(1,j) \ast k) \]

FIGURE 2: Case 1: Convergence of \( H_i \) in on-policy game Q-learning
TABLE 1: Optimal Controller Gains Under Three Probing Noises

<table>
<thead>
<tr>
<th>Case</th>
<th>on-policy Q-learning</th>
<th>off-policy Q-learning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K_1 = -0.2671 -0.4377 -0.0992$</td>
<td>$K_1 = -0.2671 -0.4385 -0.0992$</td>
</tr>
<tr>
<td></td>
<td>$K_2 = -0.2679 -0.1124 -0.0005$</td>
<td>$K_2 = -0.2678 -0.1127 -0.0006$</td>
</tr>
<tr>
<td></td>
<td>$K_3 = 0.9416 1.5184 -0.0504$</td>
<td>$K_3 = 0.9431 1.5190 -0.0504$</td>
</tr>
</tbody>
</table>

Case 2

|        | $K_1 = -0.2927 -0.5853 -0.1019$ | $K_1 = -0.2671 -0.4385 -0.0992$ |
|        | $K_2 = -0.4230 -0.5780 -0.0241$ | $K_2 = -0.2678 -0.1127 -0.0006$ |
|        | $K_3 = 1.0261 1.9871 -0.0415$   | $K_3 = 0.9431 1.5190 -0.0504$   |

Case 3

|        | $K_1 = -0.4736 0.0436 -0.0942$  | $K_1 = -0.2671 -0.4385 -0.0992$ |
|        | $K_2 = -0.6749 3.7554 0.0575$  | $K_2 = -0.2678 -0.1127 -0.0006$ |
|        | $K_3 = 1.6008 -0.0117 -0.0660$ | $K_3 = 0.9431 1.5190 -0.0504$   |

Fig. 6 and Fig. 7 show the errors between the matrices $H_i$ and $H_i^*$ and the errors between the controller gains $K_i$ and $K_i^*$ under the probing noises Case 2 during the implementing of on-policy game Q-learning Algorithm 1. Fig. 8 shows the state responses of the game system.
Under the probing noises Case 3, Fig. 9 and Fig. 10 show the errors of matrices $H_i$ and $H_i^*$, and the errors of controller gains $K_i$ and $K_i^*$. Fig. 11 shows the state responses of the game system.

Simulation results when using the off-policy game Q-learning Algorithm 2: Since there is no bias of solution $(H_i, K_i)$ caused by adding probing noises, then the convergence results of $(H_i, K_i)$ only under the probing noises Case 1 are plotted Fig. 12 and Fig. 13. Fig. 14 shows the state responses of the game system. The performance $J_i$ along the system trajectories under the learned optimal control policies are plotted in Fig. 15.
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\[ H_3^* = \begin{bmatrix}
34.0812 & 12.2688 & -0.0196 & -0.1290 \\
12.2688 & 19.3802 & -0.0066 & -0.0893 \\
-0.0196 & -0.0066 & 6.1059 & 0.6926 \\
-0.1290 & -0.0893 & 0.6926 & 5.5288 \\
0.2906 & 0.1234 & -0.0002 & -0.0013 \\
-1.1368 & -1.2747 & 0.2852 & 1.8694 \\
1.1121 & 1.0830 & -0.0459 & -0.3037 \\
0.5830 & 3.9032 & -0.3906 & -2.5747 \\
0.2906 & -1.1368 & 1.1121 & 0.5830 \\
0.1234 & -1.2747 & 1.0830 & 3.9032 \\
-0.0002 & 0.2852 & -0.0459 & -0.3906 \\
-0.0013 & 1.8694 & -0.3037 & -2.5747 \\
1.0030 & -0.0114 & 0.0112 & 0.0044 \\
-0.0114 & 1.8864 & -0.2247 & -1.4285 \\
0.0112 & -0.2247 & 1.1079 & 0.4620 \\
0.0044 & -1.4285 & 0.4620 & 4.1159 \\
\end{bmatrix} \]

\[ K_1^* = \begin{bmatrix}
-0.1559 & -0.4921 & -0.1018 \\
-0.2372 & -0.0944 & -0.0006 \\
0.8838 & 0.5288 & -0.0597 \\
-1.1014 & -0.7778 & 0.0084 \\
0.3424 & -0.7149 & -0.0138 \\
\end{bmatrix} \]  \hspace{1cm} (47)

Simulation results when using off-policy game Q-learning

Algorithm 2: Under the probing noises Case 1, Fig. 16 and Fig. 17 show the convergences of the Q-function matrices \( H_i \) and the learned control gains \( K_i \). Fig. 18 shows the state responses of the game system. The above three figures are obtained by implementing the proposed off-policy game Q-learning algorithm. The performance \( J_i \) is plotted in Fig. 19 under the learned Nash equilibrium solution.

**FIGURE 16: Convergence of \( H_i \) in off-policy game Q-learning**

**FIGURE 17: Convergence of \( K_i \) in off-policy game Q-learning**
C. RESULTS ANALYSIS AND COMPARISONS

From Table 1, one can find that solution deviation indeed existed when using the on-policy game Q-learning for multiplayer games, while there is no bias of solution of Q-function matrices $H_i$ and the optimal controller gains $K_i$ when implementing the off-policy game Q-learning for the multi-player games. With the increasing of probing noises, the state response in Fig. 4, 8 and 11 and the cost in Fig. 5 is more remarkably affected since the system is disturbed by adding probing noises. However, as shown in Fig. 14 and 15 for the case of three-player games and Fig. 18 and 19 for the case of five-player games, the systems converge with fast velocity and without overshoot, and the costs are smaller than those using the on-policy game Q-learning algorithm.

VII. CONCLUSION

In this paper, an off-policy game Q-learning algorithm is proposed to solve multi-player non-zero sum game problems in linear DT systems without knowing the dynamics of models. The probing noises are added into control inputs during learning solutions and the convergence and unbiasedness of the proposed off-policy game Q-learning are presented with rigorously theoretical proofs. Simulation results have demonstrated the effectiveness of the proposed method.

REFERENCES


