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ABSTRACT The economic operation of power transformers is analyzed in the present paper, which is performed by the clustering analysis method. In order to overcome the disadvantages of the conventional k-means algorithm lacking the stability and accuracy, we propose a novel boost k-means algorithm by optimizing the choice of initial cluster centers, and no additional parameters are required. The proposed approach outperforms the conventional approach in most experiments, for the best one, the accuracy of the proposed approach is 20.37% higher than that of the traditional approach. More importantly, empirical research is conducted in the paper. The index system reflecting the load characteristics of power transformers is established, and using the boost k-means algorithm, the economic operation analysis of power transformers is conducted. The clustering results of different transformers are obtained and the relevant suggestions are given as well. The empirical analysis results prove the validity of the proposed approach, and it can be efficiently applied for the economic operation analysis of transformers.

INDEX TERMS Index system; Boost k-means; Transformer; Economic operation

I. INTRODUCTION

The power transformer is one of the most critical equipment in the power system, and the energy loss of the transformer occupies a large proportion in the distribution network. In general, the energy loss of the transformer takes possession of about 50% in the entire energy loss of area power system and about 10% of the total installed capacity [1]. Obviously, the economic operation of transformers plays an important role in the energy conservation of power system [2], [3]. Based on the actual load and combined with the parameter information of transformers, the traditional method mainly evaluates the economic operation of the transformer by the size of the load rate. This kind of method may depict the current operating state of the transformers, but it is difficult to reflect the historical situation and the future trend of the transformer load. Therefore, it is necessary to conduct a comprehensive load analysis for the power transformers, seek more scientific characteristic indicators which can reflect the load situation, and establish a data analysis model for the economic operation of the power transformers.

At present, many data mining techniques have presented promising performance to analyze the power transformer operation data. In the literature [4], [5], the fuzzy set methods are applied to monitor the transformer condition based on IEC/IEEE standards. The fuzzy method improves the identification accuracy of transformers and gives remarkable effects, whereas it needs to determine the input/output membership functions, diagnostic rules, and defuzzification. Additionally, the classification algorithms, particularly various artificial neural networks (ANNs), have been widely used in this study [6]-[9], because of their learning capability, parallel distributed process, recognition performance, and nonlinear classification ability. The limitations of ANNs are the required training process, determining a proper design, and network parameters assignment [10]. Clustering analysis is an important branch of data mining, and clustering algorithms play a critical role in data analysis, data mining and engineering signal processing, etc. Among them, k-means is one of the most popular in reality because of its simplicity and effectiveness [11], it is a partition-based and fast convergence speed clustering algorithm that can effectively handle large data [12]-[13]. However, due to different settings of the parameters and random selection of initial cluster centers, the conventional k-means algorithm is not stable, and it may produce different clustering partitions for the same dataset.
Therefore, it is necessary to improve the performance of the algorithm before the economic operation analysis of power transformers.

This paper makes two main contributions. First, we improve the conventional algorithm and propose a boost k-means to optimize the choice of initial cluster centers. Through calculating the distance between different points and sets, the nearest points are classified as a set and the unclassified point is moved to the sets using the fast-moving approach, then the average value can be got as the initial center. The procedure is repeated until all the initial cluster centers are found. Moreover, the index system for the economic operation analysis of power transformers is established, and based on the load intensity and time change information, the characteristic indicators including ALR, LRF, LRG, etc. are extracted, which reflect the situation of load intensity, load dispersion, and load change trend separately. Thus, according to the characteristic indicators, the various transformers are clustered using the proposed boost k-means method, and the final results are obtained to determine whether the transformers are economically operated.

II. PROBLEM DESCRIPTION

Generally, there are two major problems for the classical k-means algorithms, one is the selection of initial cluster centers, which is selected at random [14], the other is the determination of cluster number. The basic idea of this algorithm is to give a database \( D \), the \( k \) value of clusters is input by the user, at the beginning, the \( D \) is divided into \( k \) parts randomly, then the division is adjusted by updating the center of the clusters, when the global difference function converges, the process is ended. The sum function of squared errors is used as the objective function of k-means algorithms, as expressed in Eq. (1).

\[
J_c = \sum_{i=1}^{k} \sum_{p \in C_i} \| p - M_i \|^2
\]

where \( M_i \) is the mean value of the data in class \( C_i \), \( p \) is the point in class \( C_i \).

By minimizing the objective function with multiple iterations, the cluster centers of the algorithm are constantly updated, that is, the algorithm is to find the clustering center vector \( V=(v_1, v_2, \ldots, v_l) \) of categories to minimize the objective function \( J_c \). The search direction of the objective function is always along the direction of decreased error square, and different initial values make the vector \( V \) proceed in different paths, in this case, the final clustering result of the object depends largely on the initial partition or the choice of seed points. Therefore, the conventional k-means algorithm is sensitive to the initial clustering center in theory based on the above analysis.

There are also many research efforts focusing on the selection of initial cluster centers. For example, the k-means++ algorithm [15] is proposed to address the challenge, in this algorithm, only the first cluster center is randomly selected while the remainder initial cluster centers are selected as far as possible from the first point. However, random selection is still commonly used in practice [16]. Erisolgu [17] proposed an incremental approach for computing initial cluster centers. In this approach, the reduced dataset is partitioned one by one until the number of clusters equals the predefined number of clusters. But the number of clusters must be known in advance, and how to get it is not given, which falls into the egg-chicken loop again. The others include using an optimization algorithm to fine-tune the initial cluster centers, such as in [18], the genetic algorithm (GA) is used for the selection. However, the parameters of optimization algorithms are much, which even exceed that of the k-means algorithm itself. Actually, it is considered that the algorithm should be free of parameters [19].

Additionally, the determination of the cluster number is the other problem for the analysis. The number of clusters in the data to be analyzed must be known in advance because many clustering algorithms require the number of clusters as an input parameter to run the algorithms [20]. However, the number of clusters that exist in real data is usually unknown. Therefore, a number is often guessed in practical cluster analysis, which often results in unsatisfactory results. Although several methods for estimating the number of clusters in data have been developed [21]-[25], they either produce incorrect results or are difficult to use in real applications. Thus, finding the correct number of clusters from real data remains a traditional problem in cluster analysis. It is also an active research topic.

III. PROPOSED APPROACH

The basic purpose of clustering is to divide the data into a set of clusters in which the objects in the same clusters are close to each other, whereas the objects in different clusters are far from each other. Just as mentioned in Section II, the conventional k-means algorithm is sensitive to the initial cluster center and which makes the algorithm results unstable. So, by optimizing the choice of initial cluster center, the paper proposes a boost k-means algorithm to improve the conventional algorithm. This approach first finds the nearest points and separates them from the original dataset to form a new set, the other points in original dataset are moved to the formed set until the number of which reaches the maximum. Then, the processes are repeated until all the points are grouped to the sets, and the average values of all the sets are computed as the initial cluster centers of cluster algorithm. The main processes are listed as follows.

1. Set the total sample set as \( U \). Calculate the distance between the sample pairs and sort them by distance, as computed in Eq. (2).

\[
d(x, y) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \ldots + (x_n - y_n)^2}
\]

where \( d(x, y) \) is the distance, \( x \) and \( y \) are any two points.

2. The closest points are found, which forms the sample set \( A_m \) \( (1 \leq m \leq k) \), then they are removed from the total sample set.

3. Calculate the distance from the sample points in set \( U \) to set \( A_m \), and then the objective function is defined.
Min. $L_r = \min \sum_{d_{i,c}} d_i$  \hspace{1cm} (3)

Under the condition of $L_r$ reducing, the close points are merged into the set $A_m$ and removed from the set $U$. Particularly, the distance from a sample point $i$ to a set $C$ is defined as the following Eq. (4).

$$d(i, C) = \min(d(i, j), j \in C)$$  \hspace{1cm} (4)

4. Repeat step 3 until the number of samples in $A_m$ reach a certain threshold $c$, which can be computed using Eq. (5).

$$\varepsilon = N / k$$  \hspace{1cm} (5)

where $N$ is the total number of samples, $k$ is the class number.

5. If $m$ is less than $k$, then $m$ is equal to $m+1$. Compute the closest points from the updated set $U$, which forms a new set and these points are deleted from the set $U$. Return to step 3 and implement.

6. The arithmetic mean values of the final $k$ sets is computed using Eq. (6), which can be used as the initial cluster centers and input to the k-means for the clustering.

$$c_i = \frac{\sum x_m}{|A_m|}$$  \hspace{1cm} (6)

Generally, the details of boost k-means are presented in Algorithm 1.

\underline{Algorithm 1: boost k-means}

\begin{itemize}
  \item **Input:**
  \begin{itemize}
    \item Data size: $N$.
    \item No. threshold of each set: $\varepsilon$.
  \end{itemize}
  \item **Begin**
  \begin{itemize}
    \item Calculate the pairs and the closest points is formed the set $A_m$.
    \item $A_m$ is removed from total set $U$. Initialize $t=0$.
  \end{itemize}
  \item **Repeat**
  \begin{itemize}
    \item $t \leftarrow t+1$
    \item For each $x_i \in U$ do
    \begin{itemize}
      \item $j^* \leftarrow \arg\min_{j} \| x_i - C_j \|^2 \quad \text{// Assign $x_i$ to the closest cluster.}$
      \item $A_m = A_m \cup \{ j^* \}$.
    \end{itemize}
    \item For each $i=1$ to $k$ do
    \begin{itemize}
      \item $C_i \leftarrow \frac{\sum x_j \in C_i}{|C_i|} \quad \text{// Get the initial centers as the input of km}$
    \end{itemize}
    \item Until $\sum_{i=1}^{k} |C_i| \leq N$  \hspace{1cm} //Until all the points are clustered.
  \end{itemize}
  \item **Function KM(k, $c_i$)**
  \begin{itemize}
    \item Conduct k-means algorithm, $c_i$ is the k-means $c_i \rightarrow$ do k-means.  \hspace{1cm} //calculated centers, $k=N/\varepsilon$.
  \end{itemize}
  \item **Output:**
  \begin{itemize}
    \item The final clustering result.
  \end{itemize}
  \item **End**.
\end{itemize}

Moreover, the convergence of the algorithm can be further analyzed. As stated before, giving the loss $L_r = \sum_{d_{i,c}} d_i$, we have the objective function

$$\min \sum_{x_i \in S_k} \| C_i - x_i \|^2$$  \hspace{1cm} (7)

accordingly, Eq. (7) can be transformed as

$$\min L = \frac{1}{2} \sum_{i=1}^{k} \sum_{x_i \in S_k} (C_i - x_i)^2$$  \hspace{1cm} (8)

Then, pick $x_i$ in random ($x_i \in U$) and check $\Delta L$ when moving $x_i$ from set $S_k$ to $S_{i'}$. When the value of $L$ is declined, this algorithm process is continuous, otherwise, it ends, as expressed in Eq. (9).

$$\gamma(x_i) = \begin{cases} 1, & \text{if } \arg\min \| x_i - C_i \|^2 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (9)

In reality, the value of $\Delta L$ cannot decrease all along, so the algorithm is convergent. Additionally, the calculation and updating of the initial cluster center take the form:

$$c_i = \sum y_{m}x_i / \sum y_{m},$$  \hspace{1cm} (10)

which is also the optimized solution of the current objective function. Basically, this is a coordinate descent process, for every iteration, the value of the objective function will be decreased until it reaches a minimum. Thus, the algorithm process is convergent, as depicted in Figure 1.

There will be two approaches for the point moving, the “fast” moving and “best” moving. If the value of the objective function is decreased ($\Delta L<0$) when moving the point $x_i$ from one set to another, it is defined as the “fast” moving (Only the partial points outside of objective sets need to be compared.). On the other hand, for the “best” moving approach, it requires a negative maximum when moving the point $x_i$ from one set to another ($\Delta L<0$ & $\Delta L=\min(\Delta L)$). In this case, all the points outside of the objective set need to be compared and the closest points are merged into the objective set.

For the approach of “fast” moving, once the arithmetic mean values of each set is calculated, we can use it as the initial cluster center of classical k-means and input to run the algorithm further, the obtained results are the final results. For the approach of “best” moving, the partitioned categories can be regarded as the approximate clustering result and directly used as well. At present, the approach of “fast” move is employed in our practice. A brief example is illustrated as follows. Table 1 lists a randomly generated two-dimensional dataset, and Figure 2 shows its distribution.

\begin{table}[h]
\centering
\caption{Randomly generated two-dimensional dataset}
\begin{tabular}{|c|c|c|}
\hline
No. & 2-D data & No. & 2-D data \\
\hline
1 & 89, 49 & 6 & 65, 44 \\
2 & 61, 69 & 7 & 7, 10 \\
3 & 27, 8 & 8 & 11, 52 \\
4 & 58, 76 & 9 & 94, 40 \\
5 & 93, 87 & 10 & 80, 96 \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{The data distribution of Table 1}
\end{figure}
Suppose that the data is divided into \( k=3 \) classes, the possible number of isolated points \( m \) is taken as 1, and the threshold of sample number is set to 4. Firstly, we can find that point 2 (61.69) and point 4 (58.76) are the closest points to each other. So, the point 2 (61.69) and point 4 (58.76) are selected to form the first sample set \( A_1 \), which is deleted from the total set \( U \). Since the maximum number of samples in each sample set is set to 4, the search for the closest point from \( U \) to \( A_1 \) will be continued, it is easy to know that the point 6 (65.44) is the closest, so that the point 6 (65.44) is added to set \( A_1 \) and removed from the set \( U \). After removing 2, 4, and 6 points in the set \( U \), the nearest points are the point 1 (89.49) and point 9 (94, 40), which formed the set \( A_2 \), likewise, points 5 (93, 87), 10 (80, 96) are also added to the set \( A_2 \). Then, points 3 (27.8), 7 (7, 10) formed the \( A_3 \), in this way, the divided 3 classes are separately obtained and the classification of this dataset is performed. What is more, the arithmetic mean of these sample sets can be computed respectively, and the initial cluster centers for all categories are obtained as (61, 63), (89, 68), (17, 9), thus, the new initial cluster center is generated, which is more consistent with the actual distribution of samples and achieves better clustering results.

IV. EXPERIMENTAL ANALYSIS

UCI Machine Learning Repository [26] is an international general database for the algorithm test of machine learning, and the real-world datasets are downloaded from the UCI database. To verify the above points and evaluate the performance of the proposed approach, a lot of experiments were conducted on the downloaded UCI datasets. The algorithms were mainly implemented using C language in codeblocks tools, whereas the figures and partial algorithms were conducted in R, Matlab, and SPSS, etc.

A. VERIFICATION TEST

The iris dataset is a feature set of plant flowers, each sample consists of 4 features: sepal length (SL), sepal width (SW), petal length (PL), and petal width (PW). In this dataset, there are 150 samples classified as 3 clusters and each cluster has 50 samples. Thus, we can define the number of samples as 150, the attribute dimension is \( m=4 \), and the number of clusters is \( k=3 \). Accordingly, the different initial cluster centers are employed to cluster the samples, in the experiments, the comparison of the final results presents that 91 of the 150 samples are with the different clustering category, so the difference rate is reached to 60.67%, which shows that the different initial cluster centers have a big impact on the final results. Table 2 displays the partial results.

<table>
<thead>
<tr>
<th>SL</th>
<th>SW</th>
<th>PL</th>
<th>PW</th>
<th>CLASS</th>
<th>CAL1</th>
<th>CAL2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>3.8</td>
<td>1.6</td>
<td>0.2</td>
<td>Iris-setosa</td>
<td>Cluster-2</td>
<td>Cluster-3</td>
</tr>
<tr>
<td>4.6</td>
<td>3.2</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
<td>Cluster-2</td>
<td>Cluster-2</td>
</tr>
<tr>
<td>5.3</td>
<td>3.7</td>
<td>1.5</td>
<td>0.2</td>
<td>Iris-setosa</td>
<td>Cluster-2</td>
<td>Cluster-3</td>
</tr>
<tr>
<td>5</td>
<td>3.3</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
<td>Cluster-2</td>
<td>Cluster-3</td>
</tr>
<tr>
<td>7.0</td>
<td>3.2</td>
<td>4.7</td>
<td>1.4</td>
<td>Iris-versicolor</td>
<td>Cluster-1</td>
<td>Cluster-1</td>
</tr>
<tr>
<td>6.4</td>
<td>3.2</td>
<td>4.5</td>
<td>1.5</td>
<td>Iris-versicolor</td>
<td>Cluster-3</td>
<td>Cluster-1</td>
</tr>
<tr>
<td>6.9</td>
<td>3.1</td>
<td>4.9</td>
<td>1.5</td>
<td>Iris-versicolor</td>
<td>Cluster-1</td>
<td>Cluster-1</td>
</tr>
<tr>
<td>5.5</td>
<td>2.3</td>
<td>4.3</td>
<td>1.3</td>
<td>Iris-versicolor</td>
<td>Cluster-3</td>
<td>Cluster-1</td>
</tr>
<tr>
<td>6</td>
<td>2.2</td>
<td>5</td>
<td>1.5</td>
<td>Iris-virginica</td>
<td>Cluster-3</td>
<td>Cluster-1</td>
</tr>
<tr>
<td>6.9</td>
<td>3.2</td>
<td>5.7</td>
<td>2.3</td>
<td>Iris-virginica</td>
<td>Cluster-1</td>
<td>Cluster-1</td>
</tr>
<tr>
<td>5.6</td>
<td>2.8</td>
<td>4.9</td>
<td>2</td>
<td>Iris-virginica</td>
<td>Cluster-3</td>
<td>Cluster-1</td>
</tr>
<tr>
<td>7.7</td>
<td>2.8</td>
<td>6.7</td>
<td>2</td>
<td>Iris-virginica</td>
<td>Cluster-1</td>
<td>Cluster-1</td>
</tr>
</tbody>
</table>

The initial cluster centers used in these two groups are presented as follows.

1# : (5.1, 3.5, 1.4, 0.2), (4.7, 3.2, 1.3, 0.2), (4.9, 3.0, 1.4, 0.2)
2# : (7.7, 3.0, 6.1, 2.3), (4.4, 3.2, 1.3, 0.2), (5.7, 4.4, 1.5, 0.4)

Then, the good result of the two groups is selected to compare with the actual categories, there are 16 cluster errors in the 150 sample data, and the error rate is 10.67%. In the same way, the wine dataset is tested as well. This dataset is a chemical composition analysis for the wine brewed from three different cultivated plants in the same region of Italy. It contains 178 sample records, 13 chemical species and 3 different types of raw material cultivation, so the attribute dimension is set \( m=13 \) and the number of clusters is set \( k=3 \). For the results of two initial cluster centers, there are 89 different samples, the difference rate is 50%. Likewise, the good result of the two groups is selected to compare with the actual categories, there are 76 cluster errors in the 178 samples, and the error rate is 42.69%.

From the above verification experiments, we can see that the initial cluster centers have a great impact on the final outputs of the algorithms, and the results obtained by various initial cluster centers are quite different. The initial cluster centers are selected at random, which makes the results of the conventional k-means algorithm unstable and affects the accuracy of the algorithm.

B. COMPARISON EXPERIMENT

To investigate the performance of the proposed algorithms by experiments, seven datasets including Balance, Wine, Musk, Pendigits, Skin segmentation (seg.), etc. are downloaded from UCI database and used in the experiments. They are frequently used as the benchmark datasets in probing the performance of different algorithms.

The Balance dataset is generated to model psychological experimental results. Each example is classified as having 3 categories: the balance scale tip to the right, tip to the left, or be balanced. There are 4 attributes and 625 samples (49 balanced, 288 left, 288 right) in this dataset.

The Diabetes dataset is obtained from two sources: an automatic electronic recording device and paper records. There are 768 samples divided into 2 clusters in this dataset, and each sample is determined by 8 features.

The Musk dataset consists of 102 molecules (39 musks and 63 non-musks). Musk is a molecule that binds to a target protein. The 102 molecules consist of 6,598 data each of which is represented by a 166-dimensional feature vector derived from their surface properties.

There are 10,992 samples collected in the Pendigits dataset, which represents handwriting digits written by 44 writers. The 10,992 handwriting digits are categorized into 10 clusters with
respect to digits between 0 and 9 and each instance is described by 16 features.

The Skin seg. dataset is collected by randomly sampling B, G, R values from face images of various age, gender, and race groups. The dataset is composed of 245,057 samples classified into 2 clusters (50,859 skin samples and 194,198 non-skin samples), and each sample contains 3 features. Table 3 displays the information about the seven datasets.

According to the statistic variables of correct detections (also known as true positives), misdetections (also known as false negatives) and false positives, the accuracy is the most commonly used indicator to evaluate the performance of a data clustering system. It is defined as follows.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

where TP(true positive) is the number of instances that actually belong to cluster C and are correctly classified by the clustering algorithm. FP(false positive) is the number of instances that do not belong to cluster C but mistakenly classified as this cluster. TN (true negative) is the number of instances which are not in cluster C in reality, and they are correctly classified. FN (false negative) is the number of data which are in cluster C in reality, but they are incorrectly classified as others.

Thus, for the proposed method, the comparative experiments are performed on the above testing datasets. The 10,992 handwriting digits of Pendigits dataset, which are accurately clustered by the k-means with 6418 instances, the accuracy rate is 58.39%. In contrast, the correct clustering number of boost k-means on Pendigits dataset is 7972, which is more than that of the conventional k-means. The accuracy of boost k-means is 72.53%.

Similarly, considering the 6,598 samples of Musk dataset, 3,562 samples are classified correctly by the conventional k-means algorithm, the correct rate is 53.99%, and the 4,906 samples are classified correctly by the boost k-means (KM) algorithm, the correct rate is 74.36%. Figure 3 presents the results of confusion matrices on different datasets.

The correct classifying number of the Wine dataset is 102 for the conventional k-means algorithms, the accuracy rate is 57.30%. By contrast, for the boost k-means, the correct number of the dataset is 125 and accuracy is 70.22%., the calculated initial cluster center are:

(13.55, 2.05, 2.43, 17.89, 106.44, 2.64, 2.60, 0.32, 0.32, 5.38, 1.02, 2.98, 1033.53)

(12.67, 2.53, 2.37, 21.08, 95.37, 1.94, 1.50, 0.41, 0.41, 5.02, 0.87, 2.29, 558.78)

(12.88, 2.49, 2.41, 20.08, 103.15, 2.14, 1.66, 0.37, 0.37, 5.28, 0.90, 2.44, 707.02)

In the same way, the experiments are conducted on the other UCI datasets and all the results are displayed in Table 3.

### TABLE 3. The tested UCI dataset and the experimental results

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of Samples</th>
<th>No. of Features</th>
<th>No. of Clusters</th>
<th>K-means</th>
<th>Boost KM</th>
<th>Difference</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
<td>89.33%</td>
<td>90.67%</td>
<td>1.34%</td>
<td>2</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
<td>57.30%</td>
<td>70.22%</td>
<td>12.92%</td>
<td>5</td>
</tr>
<tr>
<td>Balance</td>
<td>625</td>
<td>4</td>
<td>3</td>
<td>51.62%</td>
<td>54.86%</td>
<td>3.24%</td>
<td>3</td>
</tr>
<tr>
<td>Diabetes</td>
<td>768</td>
<td>8</td>
<td>2</td>
<td>66.28%</td>
<td>65.76%</td>
<td>-0.52%</td>
<td>1</td>
</tr>
<tr>
<td>Musk</td>
<td>6598</td>
<td>166</td>
<td>2</td>
<td>53.99%</td>
<td>74.36%</td>
<td>20.37%</td>
<td>7</td>
</tr>
<tr>
<td>Pendigits</td>
<td>10992</td>
<td>16</td>
<td>10</td>
<td>58.39%</td>
<td>72.53%</td>
<td>14.14%</td>
<td>6</td>
</tr>
<tr>
<td>Skin Seg.</td>
<td>245057</td>
<td>3</td>
<td>2</td>
<td>53.02%</td>
<td>59.78%</td>
<td>6.76%</td>
<td>4</td>
</tr>
</tbody>
</table>

![Confusion Matrix](image1.png)

![Confusion Matrix](image2.png)

(a) Confusion matrix of k-means on Pendigits dataset

(b) Confusion matrix of boost k-means on Pendigits dataset
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As seen from the above Table 3, the accuracy results on the seven datasets for the traditional k-means algorithm and boost k-means algorithm are given separately. Thus, the method of statistic test can be used to determine whether there is a significant difference between the two algorithms. Wilcoxon signed-ranks test [27], [28], which is one of the most widely used statistical tests in behavioral studies, is a nonparametric statistical test. It makes weaker assumptions about the distribution of data than other groups of statistical tests (for example, tests based on the normal distribution include t-test, ANOVA and linear regression, etc.) [29]. Because of these features, the Wilcoxon test has been widely used in many fields, especially in algorithm comparison analysis. The brief description of the test process is illustrated as follows.

Let $d_i$ be the difference of clustering performance between the two algorithms on the $i$-th dataset, and arrange the absolute values of their difference from small to large (Take the average value if the rank is the same.), then the rank of each dataset is calculated. Let $R^+$ represent that the sum of rank for the first algorithm is better than that of the second one, and $R^-$ is on the contrary, as expressed in Eq. (12).

\[
\begin{align*}
R^+ &= \sum_{i=1}^{n} \text{rank}(d_i) + \frac{1}{2} \sum_{i \neq j} \text{rank}(d_j) \\
R^- &= \sum_{i=1}^{n} \text{rank}(d_i) + \frac{1}{2} \sum_{i \neq j} \text{rank}(d_j)
\end{align*}
\]

(12)

The above seven datasets are calculated below.

\[
\begin{align*}
R^+ &= 2 + 5 + 3 + 7 + 6 + 4 + 27 \\
R^- &= 1
\end{align*}
\]

(13)

Let $T = \min(R^+, R^-)$, it is easy to know the $T$ value is 1. Then, the critical value table of the Wilcoxon test is checked, and under the condition of $a = 0.05$, the difference between the algorithms is significant when $T$ is less or equal to 2 ($T \leq 2$). Here, the $T$ value satisfies the condition and it is less than the critical value. Therefore, the result of the statistical test rejects the null hypothesis, indicating the significant differences between the two algorithms. It means that the boost k-means outperforms the conventional algorithm in a statistical sense. Besides, there are six datasets for the boost k-means is superior to the conventional k-means, in terms of quantity, it is more than that of the conventional algorithm. On the other hand, the calculation time of initial cluster centers for the different datasets is displayed in Table 4.

Furthermore, to compare with the other algorithms, the Analog Complexing (AC) cluster algorithm [30] is selected in our experiments. This algorithm assumes each sample as a pattern, by computing the similarity between patterns, the more similar patterns are grouped into one class, and the less similar patterns are classified into different classes. The earliest application of AC algorithm in clustering analysis was by A.G.Ivakhnenko [31], [32], and many good effects were obtained for this algorithm after continuous development and improvement. Therefore, with the conventional k-means and proposed boost k-means together, the AC algorithm is implemented in the experiments using the Knowledge Miner software [38]. Figure 4 depicts the clustering effect diagram of each algorithm on the wine dataset. For the conventional k-means and boost k-means, the clustering number was set $k=3$ and the maximum iteration number was 10. The AC algorithm was computed with 95% similarity, and a total of 93 categories were clustered. Considering the actual categories, there were total 3 categories for this dataset, the categories 1 and 81 with the largest number were corresponded to the actual first and third class respectively, the other categories were processed as the second class. The detailed results of this phase are described in subsequent sections.

<table>
<thead>
<tr>
<th>TABLE 4. The calculation time of initial cluster centers (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
</tr>
<tr>
<td>0.155</td>
</tr>
</tbody>
</table>
It can be seen from the above figure that the performance of boost k-means is most consistent with the actual category status, and the number of clustered category that matches the real category is 125, the matching rate is 70.22%. The AC algorithm determines the clustering number automatically, but the clustering results are too detailed, the matched number of this algorithm is 103, the matching rate is 57.87%. For the conventional k-means algorithm, the matched number is 102 and the matching rate is 57.30%. In addition to the comparison with the actual category, the compactness and separation validity function [33] can be used to evaluate the clustering results, as defined in Eq. (14).

$$s(U, k) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{k} (u_{ij})^2 \left| x_i - c_j \right|^2$$

where the $c_p$, $c_q$, and $c_r$ refer to the cluster centers, $x_i$ is any sample in the dataset, $k$ is the number of class and $U$ is the sample set. Then, the Xie-Beni (XB) index is used for the evaluation of cluster effects, as expressed in Eq. (15).

$$XB = \max_{k} \left( \frac{\min_{i \in [1, n]} S(U, k))}{\max_{k} S(U, k))} \right) = 2,3,....n-1$$

The $S(U, k)$ is the ratio of the average distance between data objects and their corresponding cluster centers to the minimum distance of cluster centers, in principle, when the $S(U, k)$ is smaller, the clustering quality will be higher. Table 5 displays the calculated XB values of the above algorithms.

From the XB values calculated in Table 5, it can be seen that the differences between the algorithms are remarkable. The XB value of AC algorithm is the largest while that of boost k-means is the smallest, which indicates that the boost k-means outperforms the other algorithms in the experiment. Therefore, based on the cluster analysis diagram, the statistical matching results with actual categories, and the XB evaluation indicator, our method shows a significant performance comparing with the conventional algorithm and another method. Experimental results verify the effectiveness and superiority of the proposed method. Thus, it can be finally applied in the empirical analysis.

### V. EMPIRICAL ANALYSIS AND DISCUSSION

#### A. BUILDING INDEX SYSTEM

**TABLE 5. The XB evaluation value**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Iterations/Similarity</th>
<th>Category Samples</th>
<th>XB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical k-means</td>
<td>8</td>
<td>27</td>
<td>102</td>
</tr>
<tr>
<td>Boost k-means</td>
<td>4</td>
<td>47</td>
<td>69</td>
</tr>
<tr>
<td>AC algorithm</td>
<td>95%</td>
<td>27</td>
<td>126</td>
</tr>
</tbody>
</table>

In order to evaluate the operation status of power transformers effectively, it is necessary to sort out the characteristic indicators reflecting the economic operation of transformers. Initially, the raw data are collected. Including the maximum load of transformers, installation capacity, voltage grade, and others, the relevant variables are selected for the analysis, and the data preprocessing works such as checking for abnormal data, imputation of missing data, revision of holiday data, etc. are performed. Then, using the index calculation formula to calculate the characteristic indicators, the index system is established. On the basis of this, the model is built and the results are analyzed in depth. Overall, according to the information contained in the transformer records, the following characteristic attributes are collected.

1. The load intensity information. This can be obtained from the daily maximum load and the capacity parameters of the transformers.

2. The time change information. It reflects the time-series change of analysis variables, and which is obtained from the data collecting time.

Thereby, considering the load intensity and time change information, the current load level of the transformer can be divided into three levels: high, medium and low. Relatively, the load trend is classified as fast, slow and stable separately. In this way, a Nine-square grid map is formed, as depicted in Figure 5. Thus, there are 9 categories in total, and the number of clusters can be set to 9 accordingly.

In this figure, the class A shows that the current load and load trend are both high, which reflects the load of this category is large and the load trend change is on the rise. Therefore, this category needs to be focused and expanded capacity when necessary. Similarly, the situation of class I is exactly the opposite, both the current load and load trend are low, so it is recommended to reduce capacity if necessary, class E is the economic operation category currently.
Moreover, the transformer load rate is the ratio of the actual maximum load to the transformer load volume, and from which three variables reflecting the economic operation rule of the transformers are derived. These three variables are the average load rate \((ALR)\), load rate fluctuation \((LRF)\), and load rate gradient \((LRG)\) respectively, which are calculated as follows.

1. The calculation of average load rate
   The average load rate is defined using Eq. (16).
   \[
   ALR = \frac{1}{m} \sum_{i=1}^{m} [MLR_i],
   \]
   where \(j=1,2,3,\ldots,365\), and \(m\) represents the number of days, \(MLR_i\) is the load ratio of the \(i\)-th transformer. This method is simple and the result can be directly calculated according to the transformer load record.

2. The calculation of load rate fluctuation
   Referring to the formula
   \[
   LRS = \left(\frac{1}{m} \sum_{i=1}^{m} [MLR_i] - ALR\right)^2,
   \]
   the standard deviation of load rate can be calculated, where \(LRS\) denotes the standard deviation, \(j=1,2,3,\ldots,365\), \(m\) is the number of days, \(MLR_i\) is the load ratio of the \(i\)-th transformer, \(ALR\) is average load rate. Thus, based on the average load rate and standard deviation of load rate, the load rate fluctuation can be calculated in Eq. (18).
   \[
   LRF = \frac{LRS}{ALR} \times 100\%
   \]
   The load rate fluctuation is interpreted as the degree of load dispersion per unit average load, which reflects the relative size of load rate dispersion.

3. The calculation of load rate gradient
   The load rate gradient is calculated as
   \[
   LRG = (ALR_2 - ALR_1) / ALR_1
   \]
   where \(LRG\) represents the load rate gradient, \(ALR\) is the average load rate in the first half period of the transformers, \(ALR_1\) is the average load rate in the second half period of the transformers. The load rate gradient reflects the changing trend of transformer load rate, if the value of load rate gradient is 1, it implies that the trend of transformer load rate is getting larger, and this situation is probably due to the increase of user's power load. If the load rate gradient value is 0, it means that the trend of the transformer load rate is getting smaller, and this situation may be due to the decreasing power load of users.

**B. MODEL CALCULATION**

After the index system reflecting the load characteristics of the transformers is established, it can be further analyzed. For example, if the statistical period is one year, the daily average load rate can be obtained as \(MLR_i = \sum_{j=1}^{365} MLR_i / 365\), and when the transformer load rate is \(MLR_i \in [30\%,70\%]\), the operation state of the transformer is economical. However, when the transformer load rate is \(MLR_i < 30\%\), it means that the transformer is not running economically. Additionally, when the transformer load rate is \(MLR_i > 70\%\), it implies that the load of the transformer is high. In this case, the transformer is easy to be damaged, and the factors should be further investigated to improve the operation economy of the transformer.

Based on the establishment method of index system mentioned in the previous section, the data of special transformers are extracted and the relevant characteristic indicators including average load rate, load rate fluctuation and load rate gradient are calculated separately. The partial data are displayed in Table 6.

After performing the data preprocessing, the feature samples are clustered by the boost k-means, and the parameter of this algorithm is set as: the distance function is applied as the Euclidean distance, the maximum number of iterations is 500, the number of clusters is set to 9, the number of seeds is 10. Thus, the clustering results are obtained as the last column of Table 6.

Furthermore, the category 5 is randomly selected for the economic operation analysis, and the frequency density of the three characteristic variables is depicted in Figure 6. It can be observed from this figure that the average load rate of category 5 is mainly concentrated between 30% and 70%, which reflects that the transformer operation is economical and ideal. The load rate fluctuation is concentrated at 20% to 40%, which means the transformer operation is smooth and the power supply is normal. The load rate gradient is basically between -10% and 30%, and most of which is concentrated at 0 to 30%, it implies that the load trend is relatively stable, and some of the power supply load is increased, but the increased margin is not big.

For category 5, the distribution of the average load rate is depicted in Figure 7.

<table>
<thead>
<tr>
<th>Table 6. Calculation of the characteristic index and clustering result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformer_id</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>66_0319_03_1</td>
</tr>
<tr>
<td>66_0319_03_3</td>
</tr>
<tr>
<td>1169_0319_03_2</td>
</tr>
<tr>
<td>10_0319_03_2</td>
</tr>
<tr>
<td>1171_0319_03_1</td>
</tr>
<tr>
<td>1185_0319_03_1</td>
</tr>
<tr>
<td>1195_0319_03_1</td>
</tr>
<tr>
<td>21_0319_03_3</td>
</tr>
</tbody>
</table>

**FIGURE 6. The chart of frequency density**
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As stated before, the ALR (average load rate) range of the economic operation for power transformers is in [30%,70%], it is uneconomical when ALR is less than 30%, while overloaded when ALR is higher than 70%. According to this rule, most of the transformer samples in category 5 are within this range, it indicates that most of them are economical to operate and in good working condition. However, the transformers with less than 30% ALR still account for a certain proportion, which is not economical, and maybe the electricity consumption of users is decreasing. It is recommended to observe closely for a period of time, and if necessary, the capacity reduction can be suggested. In addition, as for the ALR of individuals is more than 70%, the overall load is higher, it is recommended to pay attention to these sites, and the capacity expansion is considered when necessary.

Similarly, the same analysis is performed on the other categories. After establishing index system and applying the boost k-means clustering on the load analysis of transformers, the overall operation characteristics and optimization suggestions are given, which provides an effective way for the economic operation analysis of power transformers.

VI. CONCLUSION

Accurate characteristic parameters are the key factors to analyze the operation situation of transformers, which often affect the final analysis results. Considering the load intensity and time change information, the variables including the average load rate (ALR), load rate fluctuation (LRF) and load rate gradient (LRG) are extracted as the characteristic indicators of transformers. A characteristic analysis method for the economic operation of transformers is developed, and the specific calculation processes are given, so the feature engineering is established. Meanwhile, to further monitor the operation status of transformers efficiently, the data mining techniques are introduced into the analysis, in particular, the clustering analysis method is discussed in theory and the relevant literature is reviewed. Then, on the basis of the above, the boost k-means is proposed in the paper and the comparative experiments are performed as well. After that, the empirical research is conducted in our work. The performance of experimental analysis was remarkably improved by the calculated initial cluster center using our algorithm. The clustering results are stable and the error is small, which overcomes the shortcomings of traditional algorithms. Additionally, through considering the load intensity and time change information, the number of clusters is determined according to the feature analysis results, which shows certain theoretical and practical significance. In the future, we will explore the possibility of developing a general method to automatically determine parameters and make it usable in real applications.
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