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ABSTRACT

With the nature of allowing the encryptor to define the access policy before encrypting a message, Ciphertext-policy attribute-based encryption (CP-ABE) has been widely adopted as a primitive to design cloud-assisted mobile multimedia data sharing system. However, in most previous works, the access policy sent along with ciphertext remains in the plaintext form, which would expose the user’s privacy to anyone who can get the ciphertext even if he is not authorized to decrypt. In addition, the resource-constrained mobile devices can not carry out frequent encryption and decryption task caused by CP-ABE. Such drawbacks may reduce the enthusiasm of consumers to share the multimedia data via their mobile devices. In this paper, we proposed PPCMM, a privacy-preserving cloud-assisted mobile multimedia data sharing scheme, where each attribute is described by an attribute name and an attribute value. The attribute values are embedded in the ciphertext and only the attribute names are revealed in the access policy. The encryption is divided to two phase: online and offline. In the offline stage, the data owner can prepare the intermediate ciphertext components. Once receiving the encryption requirement of a specific access policy and the multimedia data, the data owner can quickly form the final legal ciphertext in the online stage. By employing the decryption outsourcing technique, most computation overhead of matching test and decryption is offload to the cloud server. The security proof showed that PPCMM is adaptively secure in the standard model. The performance analysis indicated that PPCMM greatly reduces the computation cost in both online encryption and user decryption.


I. INTRODUCTION

Currently, the rapidly advanced cloud-assisted mobile multimedia services motivate the owner to share their multimedia data via the cloud platform. However, the data security and privacy concerns would arise while enjoying the rich computation and storage resources for saving the overhead of mobile devices. In particularly, once the multimedia data is outsourced to the cloud, the data owner has to rely on the cloud server to enforce the access control. But the cloud server can not be fully trusted and it would acquire the owner’s privacy and recommend advertisement endlessly. A well adoptable approach is to encrypt the multimedia data before offloading it to the cloud. Whereas, the adoption of traditional cryptology or identity-based encryption might lead to complicated key distribution and management.

Attribute-based encryption (ABE) \cite{1} has been seemed as
a significant solution for enforcing fine-grained access control over encrypted message. Due to the nature of linking the access policy with the data to be encrypted, ciphertext-policy ABE (CP-ABE) [2] is more appropriate for the data owner to specify and realize flexible access policy. In traditional CP-ABE schemes [2]–[5], the access policy used to encrypt is sent together with the ciphertext in the clear form. It is readable to anyone who obtains the ciphertext no matter his attributes can match the access policy or not. Such process may expose the owner’s privacy. For example, a multimedia data owner encrypts his electrocardiogram under a concrete access policy defined as ('department: cardiac surgery' and 'title: archiater'). Then everyone can deduce that this owner is suffering from a heart disease. Thus, it is necessary to conceal the specific access policy from being peeped by any unauthorized user.

With the rapidly progress of mobile communication technology [6]–[10], Internet of things (IOT) [10]–[14] and cloud computing [15]–[17], an increasing number of people are enabled to upload and access the multimedia data anywhere and anytime via their mobile devices. Unfortunately, such mobile devices are inherently lack of sufficient battery capacity and adequate computation resource, which may prevent them from executing frequently encryption or decryption operations of CP-ABE. More precisely, the encryption cost and decryption overhead are commonly caused by complicated bilinear pairings and modular exponential operations. On one hand, the encryption cost is usually linear with the scale of access policy. It is considerable to split the encryption operation into two phases: offline and online. In the offline phase, the owner prepares some intermediate ciphertext components in the charging mode or on another device. Given an access policy of multimedia data in the online phase, the owner can rapidly construct the final ABE ciphertext and significant reduce the battery consumption. On the other hand, the decryption overhead usually scales with the number of involved attributes as well, which is burdensome for the mobile devices with limited computation resources. On the contrary, the cloud server has nearly infinite computation resources. It is desirable to securely outsource the heavy decryption to the cloud server without leaking any sensitive privacy.

Aiming to solve the above mentioned issues, in this paper, we propose PPCMM, an efficient privacy-preserving cloud-assisted mobile multimedia data access control scheme, which simultaneously achieves three significant properties including partially hidden access policy, online/offline encryption and outsourced decryption. Similar to [18], PPCMM requires the matching test method to check if the user’s attributes satisfy the partially hidden access policy before decrypting the ciphertext. The main contributions are as follows:

1. **Partially hidden access policy.** Each attribute in PPCMM is composed of two parts: attribute name and attribute value. In the CP-ABE ciphertext, the concrete attribute values of the specific access policy are embedded and hidden. The access policy sent along with the ciphertext only contains the generic attribute names.

2. **Online/Offline encryption.** Different from previous works which accomplish the whole encryption task in the online phase, PPCMM allows the mobile device to pre-compute at most \(|\mathcal{A}|\) unspecified attribute ciphertext components in the offline phase. Once receiving the specific access policy, the final ciphertext can be quickly formed without invoking any complicated bilinear pairing or modular exponential operation.

3. **Outsourced decryption.** The complicated matching test operation and most decryption overhead are outsourced to the cloud without affecting the data confidentiality and the privacy. The decryption cost on the user side requires only one modular exponential operation.

4. **Adaptive security and practicability.** We prove the adaptive security of PPCMM in the standard model. The theoretical analysis and experimental results show that PPCMM is efficient and practicable.

II. RELATED WORKS

The notion of ABE was first formalized in [1]. Shortly afterwards, Goyal et al. [19] and Bethencourt et al. [2] presented the first key-policy ABE (KP-ABE) scheme and CP-ABE scheme, respectively. In contrast to CP-ABE, the user’s key is labeled by an access policy and the ciphertext is created basing on an attribute set in KP-ABE. Different from the previous ABE works, Lewko et al. [4] firstly achieved the adaptive security in both KP-ABE and CP-ABE, where the adversary is not forced to state the challenge attribute set or access policy before initializing the system parameters. On prime order groups, Rouselakis et al. [5] presented two large universe ABE schemes, where the attribute universe is exponentially large and no extra bound is imposed on the size of public parameters. Subsequently, various researches [16], [20]–[23] demonstrated how to deploy ABE in practice to protect the data confidentiality and achieve fine-grained access control. Nevertheless, the issues of attribute privacy leakage, efficient online encryption and decryption outsourcing have not been addressed.

Nishide et al. [24] first introduced a CP-ABE scheme with partially hidden policy, which is proved to be selectively secure. Whereafter, Lai et al. [25] and Jin et al. [26] separately constructed an adaptively secure CP-ABE supporting the similar AND-gate access policy as in [24]. To improve the policy expressiveness, Lai et al. [27] gave a partially hidden CP-ABE scheme supporting any monotonic policy which can be expressed by a linear secret sharing scheme (LSSS). Zhang et al. [18] proposed a CP-ABE scheme with any partially hidden LSSS policy and large universe. Different from the employed matching test before decryption [18], [27], Zhang et al. [28] developed a new verification method to check if the user possesses appropriate attributes that match the partially hidden access policy. However, their work assumes that the match is true before obtaining the final
check result, which may cause some undesired computation cost even if it requires only two bilinear pairings.

Hohenberger and Waters [29] first brought the on-line/offline technique into ABE framework. In their basic CP-ABE scheme, an intermediate ciphertext which consists of at most \( j \) attribute ciphertext elements are created in the offline phase. Each element can be regarded as an encryption of an unspecified attribute with a share of a random secret. In the online phase, once given a specific access policy, the encryptor can rapidly form the final legal ABE ciphertext. In [30], Zhang et al. proposed an online/offline and large universe multi-authority CP-ABE scheme. These two schemes [29], [30] are both proved in the selective model.

To alleviate the heavy decryption overhead of users, Green et al. [31] studied the decryption outsourcing method for ABE to leverage the abundant computation resources of cloud. In [32], Li et al. designed an attribute-based access control scheme in cloud storage with multi-authority and outsourced decryption. Ning et al. [33] proposed a verifiability method to check if the cloud correctly performs the outsourced decryption. However, the access policy in these CP-ABE schemes [31]–[33] is clear to anyone.

III. SYSTEM MODEL, DEFINITION AND SECURITY MODEL

A. SYSTEM MODEL

Fig. 1 depicts the system model of PPCMM, involving four distinct entities: attribute authority (AA), cloud service provider (CSP), multimedia data owner (MDO) and multimedia data user (MDU).

AA: It is in charge of initializing the system, publishing the public parameters and generating the keys for MDU according to his attributes.

CSP: It stores the encrypted multimedia data and the corresponding ABE ciphertext. It also provides computation outsourcing service of matching test and partial decryption.

MDO: It owns the multimedia data to be shared via CSP. Before encrypting and uploading the multimedia data to CSP, it has to define an access policy where each attribute is described by an attribute name and the corresponding attribute value. To save the battery power, MDO can prepare some intermediate ciphertext components before executing the online encryption operation on a specific access policy and a concrete multimedia data file.

MDU: It obtains the private keys from AA and wants to access the encrypted multimedia data in CSP. The access succeeds only if both the attribute names and the correspondent values match the embedded access policy. MDU can call CSP to perform the matching test and partial decryption operation.

In PPCMM, AA is fully trusted. CSP is honest-but-curious. That is, CSP honestly executes the assigned procedures. But it might try to find out the sensitive information of encrypted multimedia data as much as possible. The malicious MDUs may combine their keys to obtain the access right of the ciphertext that none of them is authorized to decrypt.

B. DEFINITION OF PPCMM

The proposed PPCMM consists of the following 8 algorithms.

- **Setup**\( (1^\lambda) \rightarrow (\text{SP}, \text{MSK}) \): This algorithm takes in a security parameter \( \lambda \). It then outputs the system public parameters SP and the master secret key MSK.
- **Offline Encryption**\( (\text{SP}) \rightarrow (\text{IC}) \): This algorithm takes in SP and outputs a intermediate ciphertext IC.
- **Online Encryption**\( (\lambda, \text{SP}, \text{IC}) \rightarrow (\text{CT}_A) \): This algorithm takes in a specific access structure \( \lambda = (A, \rho, T) \), SP and IC. It then outputs a session key Key and a ciphertext \( \text{CT}_A \).
- **KeyGen**\( (\text{SP}, \text{MSK}, S) \rightarrow (\text{UDK}, \text{SK}_S) \): This algorithm takes in SP, MSK and an attribute set \( S \). It outputs a user decryption key UDK and the corresponding intermediate key \( \text{SK}_S \).
- **Ciphertext Transmission**\( (\text{SP}, \text{UDK}, \text{CT}_A) \rightarrow (\text{CT}'_A) \): This algorithm takes in SP, UDK and \( \text{CT}_A \). It outputs a transmission ciphertext \( \text{CT}'_A \).
- **Matching Test**\( (\text{SP}, \text{SK}_S, \text{CT}_A) \rightarrow (1 \text{ or } \bot) \): This algorithm takes in SP, \( \text{SK}_S \) and \( \text{CT}_A \). If \( S \) matches \( A \), it outputs 1 and calls the Partial Decryption algorithm. Otherwise, it outputs \( \bot \).
- **Partial Decryption**\( (\text{SP}, \text{UDK}, \text{PDC}) \rightarrow (\text{Key}) \): This algorithm takes in SP, UDK and PDC. It returns Key.

C. SECURITY MODEL

The security model is described by the following game between an adversary \( A \) and a simulator \( B \).

- **Setup.** \( B \) performs the setup algorithm and sends SP to \( A \).
- **Phase 1.** \( B \) initializes an integer counter \( h = 0 \), an empty table \( T \) and an empty set \( D \). \( A \) could adaptively make the key queries as follows:
– Create(S): B sets h := h + 1. It performs KeyGen on the queried attribute set S to get UDK and SK_S. It then puts (h, S, UDK, SK_S) in T.
– Corrupt(i): B checks if the i-th entry (h, S, UDK, SK_S) can be found in T. If so, it sets D := D ∪ {S} and outputs (UDK, SK_S). Otherwise, it outputs ⊥.

- **Challenge.** A submits A^∗ as the challenge access structure under the restriction that none of the elements in D can match A^∗. B performs Offline Encryption and Online Encryption to get (Key^∗, CT^∗_A). It then randomly picks a bit µ ∈ {0, 1}, and computes the secret share CT^∗_A[µ] in the key space and gives (R, CT^∗_A[µ]) to A. Otherwise, it gives (Key^∗, CT^∗_A) to A.

- **Phase 2.** A continues the key queries as in Phase 1, under the restriction that none of the queried keys can decrypt CT^∗_A[µ].

- **Guess:** A outputs its guess µ'.

**Definition 1.** PPCMM is adaptively secure if the advantage |Pr[µ' = µ] − 1/2| of any PPT adversary A is negligible in the above game.

**IV. PRELIMINARIES**

**A. LINEAR SECRET SHARING SCHEMES (LSSS)**

We adopt the definition of LSSS from [18], [28].

**Definition 2** (LSSS). Let U = (A_1, A_2, ..., A_n) denote the system attributes universe, where each attribute A_x is composed of two parts: the attribute name A_x and n_x attribute values. ∀U_x = {i_x,1, i_x,2, ..., i_x,n_x} denotes the set of all possible values of A_x.

A ∈ Z^l_p refers to a share-generating matrix and ρ maps the i-th row of A to an attribute name A_x ∈ U. An LSSS consists of the following algorithms:

- **Secret Share:** This algorithm takes a secret value s ∈ Z_p and computes the share A_x = A_x · v for each row A_x of A, where v = (s, y_2, ..., y_n)^T and y_2, ..., y_n are randomly chosen from Z_p.

- **Secret Reconstruction:** This algorithm takes the secret shares {λ_x} and any authorized set P. It sets I = {i | ρ(i) ∈ P} ⊆ {1, 2, ..., l} and calculates the coefficients {ω_i ∈ Z_p}_i∈I such that ∑_{i∈I} ω_i A_i = (1, 0, ..., 0). Then s can be reconstructed by s = ∑_{i∈I} ω_i A_i.

In our scheme, let S = (N_AM_S, ∀U_S) be the user’s attribute set, where N_AM_S ⊆ Z_N is the attribute name index and ∀U_S = {i_x,1}x∈N_AM_S is the attribute value set. Denote A = (A, ρ, P) as the access structure, where T = (i_{ρ(1)}, i_{ρ(2)}, ..., i_{ρ(l)}) refers to the set of attribute value for each row of A. S satisfies A means that there exists I ⊆ {1, 2, ..., l} satisfying (A, ρ), {ρ(i)}_i∈I ⊆ N_AM_S and j_{ρ(i)} = i_{ρ(i)} ∀i ∈ I.

**B. COMPOSITE ORDER BILINEAR GROUPS**

The adopted composite order bilinear groups are defined as in [4] [18]. By taking in a security parameter λ, a group generator G outputs the terms (G, G_1, p_1, p_2, p_3, p_4, e). The order of cyclic groups G and G_1 is N = p_1 p_2 p_3 p_4, where p_1, p_2, p_3 and p_4 are 4 distinct primes. e : G × G → G_1 is a bilinear map with such properties:

1. Bilinearity: ∀g, w ∈ G and i, j ∈ Z_N, we have e(g^i, w^j) = e(g, w)^{ij}.
2. Non-degeneracy: ∃ g ∈ G such that e(g, g) has order N in G_1.

Let G_p be the subgroup of order p_x in G. If g_x ∈ G_p and g_y ∈ G_p, for x ≠ y, we have e(g_x, g_y) = 1.

**C. COMPLEXITY ASSUMPTION**

Let G be the terms (G, G_1, N = p_1 p_2 p_3 p_4, e) generated by G.

**Assumption 1.** Given G and the following distribution:

\[ g \xleftarrow{R} G, g_1 \xleftarrow{R} G, g_2 \xleftarrow{R} G, g_3 \xleftarrow{R} G, g_4 \xleftarrow{R} G, e \xleftarrow{R} G, \]

Φ = (G, G_1, g, E_1, E_2, E_3, E_4).

The algorithm A’s advantage in breaking this assumption is Adv1_{G,A}(λ) = |Pr[Φ(Φ, 1)] = 1] − Pr[Φ(Φ, 2) = 1].

**Definition 3.** G satisfies Assumption 1 if Adv1_{G,A}(λ) is negligible for any probabilistic polynomial time (PPT) algorithm A.

**Assumption 2.** Given G and the following distribution:

\[ g, E_1 \xleftarrow{R} G, g_2 \xleftarrow{R} G, g_3 \xleftarrow{R} G, g_4 \xleftarrow{R} G, e \xleftarrow{R} G, \]

Φ = (G, G_1, g, E_1, E_2, G_3, E_3, E_4).

The algorithm A’s advantage in breaking this assumption is Adv2_{G,A}(λ) = |Pr[Φ(Φ, 1)] = 1] − Pr[Φ(Φ, 2) = 1].

**Definition 4.** G satisfies Assumption 2 if Adv2_{G,A}(λ) is negligible for any PPT algorithm A.

**Assumption 3.** Given G and the following distribution:

\[ g, g_1 \xleftarrow{R} G, E_1, E_2, G_2 \xleftarrow{R} G, E_3, E_4 \xleftarrow{R} G, e \xleftarrow{R} G, \]

Φ = (G, G_1, g, g_2, E_1, g_3, E_3, E_4).

The algorithm A’s advantage in breaking this assumption is Adv3_{G,A}(λ) = |Pr[Φ(Φ, 1)] = 1] − Pr[Φ(Φ, 2) = 1].

**Definition 5.** G satisfies Assumption 3 if Adv3_{G,A}(λ) is negligible for any PPT algorithm A.

**Assumption 4.** Given G and the following distribution:

\[ g, h \xleftarrow{R} G, E_1, E_2, A_2, B_2, G_2 \xleftarrow{R} G, E_3, E_4, h, E_1, h, E_3, h, E_4 \xleftarrow{R} G, \]

Φ = (G, G_1, g, g_2, E_1, g_3, G_2, E_3, E_4).

The algorithm A’s advantage in breaking this assumption is Adv4_{G,A}(λ) = |Pr[Φ(Φ, 1)] = 1] − Pr[Φ(Φ, 2) = 1].
TABLE 1: Notations employed in PPCMM

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>The system security parameter</td>
</tr>
<tr>
<td>A</td>
<td>Attribute authority</td>
</tr>
<tr>
<td>MDO</td>
<td>Multimedia data owner</td>
</tr>
<tr>
<td>MDU</td>
<td>Multimedia data user</td>
</tr>
<tr>
<td>SP</td>
<td>System public parameters</td>
</tr>
<tr>
<td>MSK</td>
<td>Master secret key</td>
</tr>
<tr>
<td>$x \in \rho X$</td>
<td>is randomly chosen from the set $X$</td>
</tr>
<tr>
<td>$G_{p_i}$</td>
<td>A subset of group $G$ of order $p_i$</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>Access policy</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$\rho$ maps each row $A_\lambda$ of $\mathcal{A}$ to an attribute name</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>the concrete value set of attributes involved in $\mathcal{A}$</td>
</tr>
<tr>
<td>$IC_{CMA}$</td>
<td>Intermediate ciphertext</td>
</tr>
<tr>
<td>$IC_{DE}$</td>
<td>Intermediate ciphertext for matching test</td>
</tr>
<tr>
<td>$CT_{MA}$</td>
<td>The final ciphertext of $\mathcal{A}$</td>
</tr>
<tr>
<td>$CT_{DE}$</td>
<td>Final ciphertext for specific $\mathcal{A}$</td>
</tr>
<tr>
<td>$SK_u$</td>
<td>The intermediate key of user $u$</td>
</tr>
<tr>
<td>$UDK$</td>
<td>User decryption key of user $u$</td>
</tr>
<tr>
<td>$DEK$</td>
<td>Data encryption key to encrypt multimedia data</td>
</tr>
<tr>
<td>$PDC$</td>
<td>Partially decrypted ciphertext of $DEK$</td>
</tr>
</tbody>
</table>

Definition 6. $\mathcal{G}$ satisfies Assumption 4 if $\text{Adv}_{\mathcal{G},\mathcal{A}}(\lambda)$ is negligible any PPT algorithm $\mathcal{A}$.

V. DESIGN DETAILS OF PPCMM

This section gives the detailed construction of PPCMM. Table 1 presents the description of notations used in PPCMM.

1) System Initialization

AA obtains the terms $\mathcal{G}_G = (e, \mathcal{G}, \mathcal{G}_1, N, p_1, p_2, p_3, p_4)$ by taking in a security parameter $\lambda$. The system attribute universe is set as $U = \mathbb{Z}_N$. It then runs the setup algorithm as follows:

- System Setup: AA uniformly selects $g, f \in R \mathbb{G}_{p_1}$, $\alpha, \beta \in R \mathbb{Z}_N$, $\lambda_3 \in R \mathbb{G}_{p_3}$, $B, \lambda_4 \in R \mathbb{G}_{p_4}$ and computes $\varphi = e(g, g)^{\alpha}$, $F = f B$. It publishes $\mathcal{SP} = (g, \varphi, N, F, \lambda_3)$ and keeps $\mathcal{MSK} = (\alpha, f, \lambda_3)$ as secret.

2) MDU Authorization

When MDU joins in the system, he is issued a set of attributes $\mathcal{S} = (N\mathcal{A}_M, \mathcal{V}\mathcal{U}_S)$, where $N\mathcal{A}_M \subseteq \mathbb{Z}_N$ and $\mathcal{V}\mathcal{U}_S = \{s_i\}_{i \in N\mathcal{A}_M}$. AA sets the access right by running the KeyGen algorithm:

- KeyGen: It selects $t, u \in R \mathbb{Z}_N$, $Q, Q', Q_i \in R \mathbb{G}_{p_3}$ for $i \in N\mathcal{A}_M$ and computes $K = g^\alpha u^g Q$, $L = g^\beta Q'$ and $K_i = (g^\varphi)^f Q_i$. It then sets the user decryption key $UDK = u$. It finally gives $UDK$ and the intermediate key $SK_u = (S, K, L, \{K_i\}_{i \in T_S})$ to the user.

3) Mobile Multimedia Data Outsourcing

By running the Offline Encryption algorithm, MDO could accomplish the pre-computation procedure and create an intermediate ciphertext. After knowing the explicit multimedia data and the specified access policy $\mathcal{A} = (\mathcal{A}, \rho, \mathcal{T})$, MDO then runs the Online Encryption algorithm to generate the final ciphertext.

- Offline Encryption: Here we assume that the number of rows employed in an LSASS access policy can not overrun a maximum bound $j$. This algorithm first selects $s, s_1 \in R \mathbb{Z}_N$ and $B_{MA} \in R \mathbb{G}_{p_4}$. For $j = 1$ to $j$, it selects $x_{MA,j}', x_{MA,j}, J^j, x_{j}, r_j \in R \mathbb{Z}_N$, $B_{MA}, B_{MA,j}, B_{j}, B_{dj} \in R \mathbb{G}_{p_4}$ and computes:
  
  $MAK = \varphi^{s_1}$, $C_{MA} = g^s B_{MA}$, $\mathcal{C}_{MA,j} = g^3(L(\mathcal{g}^{2MA})F)^{-s_1} B_{MA}$
  
  $DEK = \varphi^s$, $C_0 = g^s$, $C_j = g^3(L(\mathcal{g}^{2MA})F)^{-r_j} B_{j}$, $D_j = g^{r_j} B_{dj}$

  The intermediate ciphertext is set as $IC = (IC_{CMA}, IC_{DE})$, where $IC_{CMA} = (MAK, C_{MA}, s_1, \{C_{MA,j}, \mathcal{C}_{MA,j}, x_{MA,j}\}_{j \in [1,j]})$ and $IC_{DE} = (DEK, C_0, s, \{C_j, D_j, x_{j}, r_j\}_{j \in [1,j]}).

- Online Encryption: Given IC and a specified access policy $\mathcal{A} = (\mathcal{A}, \rho, \mathcal{T})$, where $\mathcal{A}$ refers to an $\ell \times n$ LSASS matrix ($\ell < j$), $\rho$ maps each row $A_\lambda$ of $\mathcal{A}$ to an attribute name, and $\mathcal{T} = (t_{\rho(1)}, t_{\rho(2)}, \ldots, t_{\rho(\ell)}) \in \mathbb{Z}_N^\ell$. This algorithm selects $y_2, \ldots, y_n, v_2, \ldots, v_n \in R \mathbb{Z}_N$. It then computes
  
  $\mathcal{X}_{MA} = (\lambda_{MA,1}, \lambda_{MA,2}, \ldots, \lambda_{MA,j})^T = A(s_1, y_2, \ldots, y_n)^T$ and $\mathcal{X} = (\lambda_1, \lambda_2, \ldots, \lambda_\ell)^T = A(s, v_2, \ldots, v_n)^T$.
  
  For $j = 1$ to $\ell$, it calculates $D_{MA,j} = \lambda_{MA,j} - \lambda_{MA,j}^\prime$, $E_{MA,j} = s_1(x_{MA,j} - t_{\rho(j)})$, $C_{1,j} = \lambda_j - \lambda_{j}^\prime$, $D_{1,j} = r_j(x_j - t_{\rho(j)})$.

  The final ciphertext is set as $CT_{k} = (CT_{MA}, CT_{DE})$, where $CT_{MA} = (MAK, C_{MA}, \mathcal{C}_{MA}, D_{MA,j}, E_{MA,j})_{j \in [1,\ell]}$ and $CT_{DE} = (DEK, C_0, \mathcal{C}_{j}, D_{j}, C_{1,j}, D_{1,j})_{j \in [1,\ell]}$.

  DEK is set as the session key Key, MDO then employs $DEK$ as the symmetric data encryption key to encrypt his multimedia data $M$. Finally, $CT_{k}$ and the encrypted data $M_{DEK}$ will be uploaded to CSP.

4) Data Access

MDU can retrieve and obtain the ciphertext tuple $(M_{DEK}, CT_{k})$. If the attribute set matches the access policy in $CT_{k}$, DEK can be recovered by the following algorithms:

- Ciphertext Transmission: Given $CT_{k}$ in the form of $(CT_{MA}, CT_{DE})$, MDO replaces $MAK$ by $MAK' = MAK^\rho$ and calls CSP to provide outsourced decryption service for the new $CT_{k}$. MDO also sets $SK'_u = (N\mathcal{A}_M, K, L, \{K_i\}_{i \in T_S})$.

- Matching Test: Given $(A, \rho)$, $SK'_u$ and $CT_{MA} = (MAK', C_{MA}, \{C_{MA,j}, D_{MA,j}, E_{MA,j}\}_{j \in [1,\ell]})$, CSP first sets $\mathcal{IA}_{A,\rho}$ which refers to the set of minimum subsets of $\{1, 2, \ldots, \ell\}$ that satisfies $(A, \rho)$. It then checks if there is a subset $I \in \mathcal{IA}_{A,\rho}$ satisfying $\{\rho(i) | i \in I \} \subseteq N\mathcal{A}_M$ and
\[ \text{MAK}^{\tau-1} = e \left( \prod_{i \in I} (C_{\text{MA},i} \cdot (g^{3})^{D_{\text{MA},i}} \cdot g^{E_{\text{MA},i}})^{\omega_i} \cdot L \right). \]

where \( \sum_{i \in I} \omega_i A_i = (1, 0, \ldots, 0) \) for some constants \( \{\omega_i\}_{i \in I} \). If no such subset \( I \) exists, this algorithm outputs \( \bot \). Otherwise, CSP runs the Partial Decryption algorithm with the eligible \( \{\omega_i\} \) and \( I \).

- **Partial Decryption**: Given \( I \), \( \{\omega_i\} \), \( CT_{DE} \) and \( SK_u \), CSP computes

\[ PDC = e \left( C_{\text{DE}} \cdot (g^{3})^{\text{C} \cdot L} \cdot e(D_i, K_{\rho(i)}) \right)^{\omega_i}. \]

and gives \( PDC \) to MDU.

- **User Decryption**: MDU recovers \( DEK \) by \( DEK = (PDC)^{1/UDK} \) and further decrypts \( M_{DEK} \).

### A. DISCUSSION

Note that, MDO in the propose scheme is assumed to prepare an \( IC \) with at most \( j \) attribute components. Actually, one may adopt the technique in [29] to remove such restriction. In addition, MDO can prepare multiple \( IC \)'s in a intermediate pooling when the battery is in charging. It can also offload the preparatory computation task to other available devices.

### VI. SECURITY ANALYSIS

For simplicity, we reduce the security of PPCMM to the underline ZZD scheme [18]. We denote PPCMM and ZZD scheme as \( \sum_{\text{PPCM}} \) and \( \sum_{\text{ZZD}} \), respectively.

**Theorem 1.** Assume that \( \sum_{\text{ZZD}} \) is adaptively secure, our proposed \( \sum_{\text{PPCM}} \) is adaptively secure against the chosen plaintext attack in the security game which is defined in Section III-C.

**Proof.**

Suppose that there exists an adversary \( \mathcal{A} \) that can break \( \sum_{\text{PPCM}} \), then we can construct a simulator \( \mathcal{B} \) to break \( \sum_{\text{ZZD}} \).

- **Setup.** \( \mathcal{B} \) obtains the public parameters \( SP \) from \( \sum_{\text{ZZD}} \) and gives it to \( \mathcal{A} \).
- **Phase 1.** \( \mathcal{B} \) initializes an integer counter \( h = 0 \), an empty table \( T \) and an empty set \( D \). It then answers the key queries from \( \mathcal{A} \) as follows:
  - **Create** \( \mathcal{S} \): After receiving the requested set \( \mathcal{S} \) from \( \mathcal{A} \), \( \mathcal{B} \) sets \( h := h + 1 \) and gives \( \mathcal{S} \) to \( \sum_{\text{ZZD}} \), which then returns a key in the form of \( SK_{\mathcal{S}} = (S, K, L, \{K_i\}_{i \in \mathcal{S} \cap \mathcal{M}}) \), where
    \[ K = g^s \cdot \prod_{i \in \mathcal{S}} Q_i, \]
    \[ L = g^{T}\cdot Q. \]

- **Challenge.** After receiving the submitted challenge \( k^* \) from \( \mathcal{B} \), \( \mathcal{A} \) randomly selects two equal length message \( M_0, M_1 \) and sends them to \( \sum_{\text{ZZD}} \) along with \( k^* \). \( \sum_{\text{ZZD}} \) returns a ciphertext in the form of

\[ \text{CC} = (\text{CC}_{\text{MA}}, \text{CC}_{\text{DE}}), \quad \text{where} \quad \text{CC}_{\text{MA}} = (MK = g^{s_1}, \text{CM}_{\text{MA}} = g^{s_2} \cdot \text{MA}, \{\text{CM}_{\text{MA},j} = g^{s_{2} \cdot \text{MA},j} (g^{3})^{-s_1} \cdot \text{MA}_j\}_{j \in \{1, \ldots, \ell\}}) \text{ and } \text{CC}_{\text{DE}} = (C = M_0 (g, g)^{s_2}, C_0 = g^s, \{\text{C}_j = g^{s_2} (g^{3})^{-s_1} \cdot \text{MA}_j \cdot \text{DE}_j, C_j = g^{s_2} (g^{3})^{-s_1} \cdot \text{MA}_j \cdot \text{DE}_j\}_{j \in \{1, \ldots, \ell\}}). \]

\( \mathcal{B} \) randomly selects \( \lambda_{\text{MA},j}, x_{\text{MA},j}, \lambda'_j, x_j \in \mathbb{Z}_N \) and computes

\[ C_{\text{MA},j} = \text{CM}_{\text{MA},j} \cdot g^{-a \lambda_{\text{MA},j}} \cdot g^{-x_{\text{MA},j}} = g^{s_2} \lambda_{\text{MA},j} (g^{3})^{-s_1} \cdot \text{MA}_j \cdot g^{-x_{\text{MA},j}} \cdot g^{-x_j} \]

\( \mathcal{B} \) sets \( \text{MAK} = \text{MK}, C_{\text{MA}} = \text{CM}_{\text{MA}}, D_{\text{MA},j} = \lambda_{\text{MA},j}, E_{\text{MA},j} = x_{\text{MA},j}, C_0 = C_0, D_0 = D_0, C_j = C_j, D_j = x_j, \lambda'_j, D_{\text{DE}} = x_{\text{DE}} \). \( \mathcal{B} \) guesses which message \( \nu_\beta \in \{0, 1\} \) is encrypted and computes \( \text{Key}_{\text{guess}} = \frac{C_{\text{MA}}}{\text{M}_{\text{DE}}} \). It finally gives \( (\text{Key}_{\text{guess}}, \text{CT}^*_{\text{A}} = (\text{CT}_{\text{MA}}, \text{CT}_{\text{DE}})) \) to \( \mathcal{A} \), where \( \text{CT}_{\text{MA}} = (\text{MAK}, \text{CM}_{\text{MA}}, \{\text{CM}_{\text{MA},j}, D_{\text{MA},j}, E_{\text{MA},j}\}_{j \in \{1, \ldots, \ell\}}) \) and \( \text{CT}_{\text{DE}} = (C_0, C_j, D_j, C_j, D_j)_{j \in \{1, \ldots, \ell\}} \).

- **Phase 2.** \( \mathcal{B} \) acts the same as in **Phase 1.** under the restriction that none of the queried keys can decrypt \( \text{CT}^*_{\text{A}} \).

**Guess:** \( \mathcal{A} \) outputs its guess \( \mu' \).

### VII. PERFORMANCE COMPARISON

In this section, we first give the characteristic comparison between PPCMM and some related works [5], [18], [27]–[29], [33]–[36]. Then, we give the numeric and experimental results of the adaptively secure schemes [18], [28] and ours.

**A. CHARACTERISTIC COMPARISON**

Table 2 provides the comparison of important characteristics including large universe, adaptive security, policy expressiveness, group form, hidden policy, online/offline encryption and outsourced decryption. As shown in Table 2, only the scheme [18], [27], [28] and ours achieve the adaptive security. The scale of system attribute universe in the schemes [27], [34], [35] is not large universe. Among the schemes [18],
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TABLE 2: Characteristic Comparison with Related Work

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Large Universe</th>
<th>Adaptive Security</th>
<th>Expressiveness</th>
<th>Group</th>
<th>Policy Hidden</th>
<th>Online/Offline</th>
<th>Outsourced Decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>LSSS</td>
<td>Prime</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[34]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>LSSS</td>
<td>Prime</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[27]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>AND Gate</td>
<td>Prime</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>[18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>LSSS</td>
<td>Composite</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>[35]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>ABF</td>
<td>Prime</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>[33]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>LSSS</td>
<td>Prime</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[29]</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>LSSS</td>
<td>Prime</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[36]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>ABF</td>
<td>Prime</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Ours</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>LSSS</td>
<td>Composite</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

TABLE 3: Computation Cost Comparison

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Key Generation</th>
<th>Encryption</th>
<th>Matching Test</th>
<th>Decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Offline</td>
<td>Online</td>
<td>Cloud</td>
</tr>
</tbody>
</table>

FIGURE 2: Time of Online Encryption and Data Access.

Analysis:

[27], [28], [34]–[36] with hidden policy and ours, only the scheme [36] and ours can support online/offline encryption technique which could save a great deal of computation time in embedding the specific access policy. The scheme in [33] can securely outsource most of the decryption overhead to the cloud. However, the access policy in [33] is in the plaintext form and the offline encryption is not addressed. In summary, PPCMM is the only one scheme which can simultaneously support the above important features.

B. NUMERIC COMPARISON

Table 3 compares the schemes [18], [28] with PPCMM in terms of the numeric computation cost in the stage of key generation, encryption, matching test and decryption. The computation cost is calculated according to the time of employed modular exponential operation and bilinear pairing operation. Let $E_1$, $E_2$ and $P$ be a modular exponential operation in $G$, a modular exponential operation in $G_1$ and a bilinear pairing operation, respectively. $S_{K}$, $S_{c}$ and $I$ represent to the attribute set involved in the stage of key generation, encryption and decryption, respectively. From Table 3, we find that the schemes [18], [28] and ours spend almost the same computation overhead in generating the keys for users. Thanks to the online/offline encryption technique, we could pre-compute the intermediate ciphertext for at most $j$ attributes during the offline stage. To generate the final ciphertext for a specific access policy, MDO needs to execute $4j$ times of modular integer operation in group $\mathbb{Z}_N$ which costs much less computation resource than the complicated modular exponential operation or bilinear pairing operation. Although the scheme [28] do not need to check if the user’s attributes exactly match the partially hidden access policy before decryption, it remains the risk that the decrypted ciphertext might not be the correct plaintext message because that the constants $\{\omega_i\}$ are computed assuming the attribute set matches the attribute names in the access policy rather than the hidden attribute values. In contrast, the scheme [18] and ours utilize the matching test technique to check if the set $S$ precisely satisfies the access policy including both the attribute names and the hidden attribute values.

Such matching test technique may significantly avoid the sequential useless computation overhead if only the attribute names match the access policy. In PPCMM, since that most of the computation overhead in the stage of matching test and decryption is offloaded to CSP, only one modular exponential operation in $G_1$ is required on the user side. Due to the effective online/offline encryption technique and outsourced decryption method, PPCMM achieves both efficient online encryption and constant size of user decryption overhead.
C. EXPERIMENT RESULT

We implement PPCMM, ZZD scheme [18] and ZHMR scheme [28] on a windows laptop with 2.90 GHz Intel Pentium(R) CPU by adopting Type A1 pairings from the Java Pairing Based Cryptography (JPBC) [37]. We mainly count the time of pairing and exponent operations. Fig. 2 gives the implementation results in terms of the time of online encryption, user matching test and user decryption. The implementation results indicate that PPCMM significantly saves the computation time in the phase of online encryption, matching test and user decryption.

VIII. CONCLUSION

In this work, we designed PPCMM, a privacy-preserving cloud-assisted mobile multimedia data access control scheme, which simultaneously addressed the policy privacy and the efficiency of both online encryption and user decryption. PPCMM can also support large universe and any LSSS monotonic access policy. In the access policy, the sensitive attribute values are hidden in the final ciphertext and only the generic attribute names are clear. In the offline stage, MDO can pre-compute the intermediate ciphertext elements for at most $j$ random attributes locally or on a third party. Then in the online stage, the final ciphertext can be rapidly accomplished by combining the intermediate ciphertext with a specific access policy for certain multimedia data. Due to the effective decryption outsourcing approach, the computation cost of a user to realize the matching test and final decryption is reduced to only one exponent operation, no matter how many attributes are involved. The security analysis and performance comparison demonstrated that PPCMM is secure, efficient and practical.

Although the works [33], [38] has introduced the verifiability mechanism for decryption outsourced ABE with entirely public access policy. However, their method cannot be directly adopted in the ABE with a partial hidden policy. We leave this issue as our future work.
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