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Abstract—In this paper, we investigate different secrecy energy efficiency (SEE) optimization problems in a multiple-input single-output underlay cognitive radio (CR) network in the presence of an energy harvesting receiver. In particular, these energy efficient designs are developed with different assumptions of channels state information (CSI) at the transmitter, namely perfect CSI, statistical CSI and imperfect CSI with bounded channel uncertainties. In particular, the overarching objective here is to design a beamforming technique maximizing the SEE while satisfying all relevant constraints linked to interference and harvested energy between transmitters and receivers. We show that the original problems are non-convex and their solutions are intractable. By using a number of techniques, such as non-linear fractional programming and difference of concave (DC) functions, we reformulate the original problems so as to render them tractable. We then combine these techniques with the Dinkelbach's algorithm to derive iterative algorithms to determine relevant beamforming vectors which lead to the SEE maximization. In doing this, we investigate the robust design with ellipsoidal bounded channel uncertainties, by mapping the original problem into a sequence of semidefinite programs by employing the semidefinite relaxation, non-linear fractional programming and S-procedure. Furthermore, we show that the maximum SEE can be achieved through a search algorithm in the single dimensional space. Numerical results, when compared with those obtained with existing techniques in the literature, show the effectiveness of the proposed designs for SEE maximization.

Index Terms—Secrecy energy efficiency (SEE), energy harvesting, cognitive radio networks, robust optimization.

I. INTRODUCTION

Wireless communications is one of the underpinning technologies of the modern society, and in fact it is not an overstatement to say that it plays an indispensable role in nearly all communication infrastructures. The fundamental requirements of future wireless networks include unprecedented higher data rates, ultra reliability and low latency along with the support for massive connectivity for handling the proliferation of Internet-of-Things. However, with the unprecedented growth in mobile data traffic in recent years, the overall demand for higher capacity and lower latency has increased rather tremendously [2], [3]. This, in turn, brings different challenges on the aspects surrounding the energy consumption in wireless networks. The energy consumption, regardless of the underpinning technologies, has a knock-on effect on the environment we live in, carbon footprint, global warming, and thus unanticipated financial consequences [4], [5].

For this reason, the energy efficiency has become one of the crucial metrics for assessing the efficacy of wireless communication systems. As such, optimizing the energy efficiency focusing on a particular type of wireless systems (such as multiple-input, multiple-output or multiple-input (MIMO), single-output (MISO)), is rather a common approach. A brief survey on both energy and spectrum efficiency is provided in [6]. The uplink energy efficiency for device-to-device multimedia cellular networks is investigated in [7], whereas the authors in [8] propose an energy-spectrum-aware scheduling scheme to study the tradeoff between energy efficiency and spectrum efficiency for mobile ad-hoc networks. The power allocation design for maximizing the energy efficiency in a cognitive radio network is considered in [9].

In this paper, we focus on optimizing the energy efficiency of an underlay cognitive radio (CR) network for secure data
transmission. In particular, we pay special attention to energy efficiency within the context of MISO systems with energy harvesting (EH) requirement. Wireless EH is an emerging technology, which facilitates the mobile devices to collect energy from external energy sources without any wired connections [10]–[12]. In general, conventional EH methods harvest energy from natural sources, such as wind, solar and waves [13], [14], such an extended approach is impractical for at least two reasons. First, these external energy sources are unreliable and heavily correlated to the environments conditions. Secondly, practically it is infeasible to exploit them to the mobile devices, owing to the size limitations of harvesting devices and the unstable power output caused by different geographical conditions. As such, wireless EH facilitates practical design and implementation especially in mobile devices [1], [15]–[18]. There exist three different schemes of technologies to implement wireless EH, name, magnetic induction, inductive coupling, and radio frequency-based wireless power transfer [12], [19]. The first two schemes are primarily based on the near-field electromagnetic induction, and hence, do not have the capability to support long-range wireless power transfers [12], [19]. Thus, this paper focuses on the last scheme, which harvests energy from radio frequency signals that carry information. In [20], a robust energy efficiency design for a relay embedded MIMO system with SWIPT is presented. The secure beamforming design for a cooperative MISO cognitive radio non-orthogonal multiple access network with SWIPT has been investigated in [21]. Our focus on this paper is within the scope of wireless energy harvesting in a MISO CR network.

The other aspect in which the contributions of this manuscript are linked is information security. This represents one of the major issues in wireless networks, as the signals transmitted through the wireless medium are more vulnerable for interception. Most commonly used conventional security methods completely rely on classic cryptographic techniques implemented at upper layers. The fundamental concept of these methods is to employ a set of secret keys to encrypt plain-text at the transmission end, and to decrypt ciphertext at the receiving end. Although existing traditional security techniques may remain non-contestable, the broadcast nature of wireless communications introduces a number of challenges, particularly in terms of key exchange and distributions [22]–[27]. To further enhance the security of wireless networks, information theoretic-based physical layer security has been proposed to complement the conventional security techniques in wireless transmissions. Physical layer security can only be applied in an environment where the signal-to-noise ratio (SNR) of the legitimate channel is better than that of the eavesdropper channel [28]–[30]. In particular, this approach exploits the nature of physical layer dynamics in establishing secure wireless transmission [31]. In contrast to the conventional security techniques, the application of physical layer security schemes makes it more difficult for interceptors to eavesdrop and decode the information intended for legitimate nodes. The beamforming design for physical layer security over $\eta - \mu$ fading channels is considered with two different scenarios, namely with and without co-channel interference in [32]. In [33], the sum secrecy rate maximization problem is studied for a relay-based cognitive radio network.

Most of the literature on physical layer security focuses primarily on efficiently utilizing the required transmit power to offer different quality-of-service requirements, such as achieving better secrecy rates [22], [34]–[39]. However, these designs do not consider the secrecy energy efficiency (SEE), which is a suitable performance metric for measuring the efficient utilization of the power consumption in secure communication systems. The SEE is defined as the ratio between the achieved secrecy rate and the total power consumption at the transmitter. A few works exist on SEE [40]–[42]. SEE maximization with statistical eavesdroppers channel state information (CSI) has been considered in [41], [42], whereas SEE maximization with ellipsoidal based channel uncertainties has been investigated in [40]. However, none of these works consider EH in a CR network.

Motivated by the absence of a combined approach, in this paper, we solve a number of SEE maximization problems for an underlay MISO CR network with EH requirement. In particular, a multi-antenna secondary transmitter (SU-Tx) simultaneously sends confidential information and energy to a secondary receiver (SU-Rx) and an energy receiver (ER), respectively. This secondary simultaneous wireless information and power transfer communication is established by sharing the spectrum that is allocated for communication for primary user terminals, as shown in Figure 1. In particular, we consider transmit beamforming design to maximize the achievable SEE under the constraints of secrecy rate on the SU-Rx, interference leakage on the primary receiver (PU-Rx) and EH requirement on ER. Furthermore, the ER is considered to be a potential eavesdropper due to the broadcast nature of wireless transmission.

The key contributions of this work are summarized as follows:

1) With the assumption of perfect CSI at the SU-Tx, we formulate the transmit beamforming design as an SEE maximization problem with the required set of constraints. The original SEE maximization problem is not convex in nature due to its non-linear fractional objective function. To circumvent this non-convex issue, we transform the original problem into a tractable form by exploiting different mathematical techniques including non-linear fractional programming [43] and difference of concave (DC) functions programming [44]. Furthermore, we propose an iterative algorithm to yield an optimal solution and the optimality of the solution is proven.

2) Next, we study the SEE maximization with the statistical CSI available at the SU-Tx. In particular, we design the transmit beamforming vectors to maximize the SEE, while satisfying the constraints on interference leakage, outage probability on secrecy rate and EH requirements. This problem appears to be challenging to solve due to the probabilistic constraints, which are difficult to mathematically define in the design.
We express these outage constraints into a set of closed-form expressions. Then, the original problem is efficiently solved through an iterative approach by exploiting non-linear fractional programming and DC programming. Furthermore, we also prove that the optimal solution obtained by our proposed method always yields rank-one and shows a similar performance of the semidefinite relaxation (SDR) approach.

3) Finally, we consider a robust design with ellipsoidal based channel uncertainties for all channels. This robust SEE maximization problem is non-convex in its original form and we first reformulate it into a series of semidefinite programs (SDP) by employing the SDR and non-linear fractional programming [43]. However, the reformulated problem still remains non-convex due to the channels uncertainties. In order to overcome this non-convexity issue, we exploit the S-procedure [45] to convert this problem into a convex one [45]. Moreover, we also provide a method to construct a rank-one optimal covariance matrix. This confirms the optimality of the proposed robust SEE maximization based beamforming design.

The remainder of this paper is organized as follows. The system model is presented in Section II. The SEE maximization problem with perfect CSI assumption is formulated and iterative algorithms are proposed to solve it in Section III. The robust SEE maximization problems with the statistical and imperfect CSI assumptions are formulated and solved in Sections IV and V, respectively. Simulation results for the performance of the proposed algorithms are provided in Section VI. Finally, concluding remarks are drawn in Section VII.

A. Notations

We use the upper and lower case boldface letters for matrices and vectors, respectively. $(\cdot)^{-1}$, $(\cdot)^T$ and $(\cdot)^H$ stand for inverse, transpose and conjugate transpose operation, respectively. $A \succeq 0$ means that $A$ is a positive semidefinite matrix. $\text{rank}(A)$ denotes the rank of a matrix, and $\text{tr}(A)$ represents the trace of matrix $A$. The circularly symmetric complex Gaussian distribution is represented by $\mathcal{CN}(\mu, \sigma^2)$ with mean $\mu$ and variance $\sigma^2$. $\mathbb{H}^N$ denotes the set of all $N \times N$ Hermitian matrices. $\ln(x)$ is the natural logarithm of $x$.

II. SYSTEM MODEL

Figure 1 shows the system model, which we use as vehicle for our contributions in this work. We consider a downlink transmission of MISO CR network with five terminals: an SU-Tx, an SU-Rx, a primary transmitter (PU-Tx), a PU-Rx and an ER. The SU-Tx is equipped with $N_t$ antennas, while the ER, SU-Rx, PU-Tx and PU-Rx have a single antenna, respectively.

We assume that the multi-antenna SU-Tx intends to send confidential information to the single antenna SU-Rx while satisfying the interference leakage threshold on the PU-Rx.

The ER harvests energy from the SU-Tx transmission through wireless power transfer technique. However, the ER might as well be a potential eavesdropper and may attempt to intercept the message intended to the SU-Rx. Therefore, the ER is assumed to be a potential eavesdropper in this CR network. The channel coefficients between the SU-Tx and PU-Rx, SU-Rx and ER are denoted by $h_x \in \mathbb{C}^{N_T \times 1}$, $h_s \in \mathbb{C}^{N_T \times 1}$ and $h_e \in \mathbb{C}^{N_r \times 1}$, respectively. Thus, the received signal at SU-Rx and ER can be expressed as

$$y_s = h_s^H q + t_s \sqrt{\Psi} x + n_s,$$

$$y_e = h_e^H q + t_e \sqrt{\Psi} x + n_e,$$

where $q \in \mathbb{C}^{N_T \times 1}$ denotes the beamforming vector from the SU-Tx. The notations $n_s \sim \mathcal{CN}(0, \sigma^2_s)$ and $n_e \sim \mathcal{CN}(0, \sigma^2_e)$ represent the joint effects of thermal noise and signal processing noise, at the SU-Rx and the ER, respectively. Moreover, we assume that $\Psi$ and $x \in \mathbb{C}^{1 \times 1}$ are the transmit power of PU-Tx and the information signal intended to the PU-Rx, respectively. The $t_s \in \mathbb{C}^{1 \times 1}$ and $t_e \in \mathbb{C}^{1 \times 1}$ denote the channel coefficients between the PU-Tx and SU-Rx as well as ER, respectively. The equivalent noise at the SU-Rx and ER, which capture the joint effect of the received interference from the PU-Tx, can be modelled as additive white Gaussian noise with zero mean and $\sigma^2_{su}$ and $\sigma^2_{er}$ variances, respectively [46]–[48]. The achievable secrecy rate at the SU-Rx is defined as

$$R_s = \log_2(1 + \frac{1}{\sigma^2_{su}} h_s^H q q^H h_s) - \log_2(1 + \frac{1}{\sigma^2_{er}} h_e^H q q^H h_e).$$

The total transmit power consumption at the SU-Tx is

$$P_t = \frac{|q|^2 + P_c}{\xi},$$

where $P_c$ is the circuit power consumption of the transmitter and $\xi \in (0, 1]$ is the power amplifier efficiency, which is assumed to be one ($\xi = 1$) throughout this paper without loss of generality. The SEE, which is defined as the ratio...
between the achievable secrecy rate and the total transmit power consumption, can be expressed as

\[
\eta = \frac{R_s}{P_t} = \frac{\log_2(1 + \frac{1}{\sigma_{su}^2} h_s^H \mathbf{q} \mathbf{q}^H \mathbf{h}_s) - \log_2(1 + \frac{1}{\sigma_{er}^2} h_e^H \mathbf{q} \mathbf{q}^H \mathbf{h}_e)}{||\mathbf{q}||^2 + P_c}.
\]  

(5)

The interference leakage to the PU-Rx is defined as

\[
P_{il} = h_s^H \mathbf{q} \mathbf{q}^H \mathbf{h}_s.
\]  

(6)

Recently, non-linear EH models have been investigated in the literature [49]–[51], which are more realistic and practical models to reflect the non-linear relationship between the radio frequency and direct current conversion circuits. However, a generic non-linear EH model that could address all the issues in practical EH scenarios is still non-existent [52], [53]. Furthermore, by observing the measurement data presented in [54], [55], the output power of the linear EH model is accurate when compared against the non-linear model, even when considered across wider ranges of the input radio frequency power. The linear EH model is also an effective model and has been widely adopted in the analysis and optimal design for EH systems [23], [35], [56]–[59]. By assuming that the input radio frequency power is well within the linear regime of the rectifier, we focus on a linear EH model. The harvested energy at the ER can be written as

\[
P_{er} = \zeta_{eh} h_e^H \mathbf{q} \mathbf{q}^H h_e,
\]  

(7)

where \(\zeta_{eh} \in (0, 1]\) represents the EH efficiency of the ER.

### III. SEE Maximization with Perfect CSI

In this section, we solve an SEE maximization problem with the minimum harvested energy and the maximum interference leakage constraints at the ER and PU-Rx, respectively. It is assumed that perfect CSI of all terminals is available at the SU-Tx. Note that for the passive ER, the CSI can be estimated by the SU-Tx through local oscillator power leakage from the ER’s RF front end, which is described in detail in [60]. This SEE maximization problem is formulated as

\[
\max_{\mathbf{Q}_s} \frac{\log_2(1 + \frac{1}{\sigma_{su}^2} h_s^H \mathbf{q} \mathbf{q}^H \mathbf{h}_s) - \log_2(1 + \frac{1}{\sigma_{er}^2} h_e^H \mathbf{q} \mathbf{q}^H \mathbf{h}_e)}{||\mathbf{q}||^2 + P_c}
\]  

(8a)

s.t.

\[
\log_2(1 + \frac{1}{\sigma_{su}^2} h_s^H \mathbf{q} \mathbf{q}^H \mathbf{h}_s) - \log_2(1 + \frac{1}{\sigma_{er}^2} h_e^H \mathbf{q} \mathbf{q}^H \mathbf{h}_e) \geq R_d,
\]  

(8b)

\[
\zeta_{eh} h_e^H \mathbf{q} \mathbf{q}^H h_e \geq \omega_s,
\]  

(8c)

\[
h_e^H \mathbf{q} \mathbf{q}^H h_e \leq P_f, ||\mathbf{q}||^2 \leq P_{tx},
\]  

(8d)

where \(\omega_s\) indicates the minimum EH requirement at the ER. \(P_f\) and \(P_{tx}\) are the predefined interference leakage tolerance at the PU-Rx and the maximum available transmit power at the SU-Tx, respectively. Let \(\mathbf{Q}_s\) be a rank-one covariance matrix, based on the beamforming vector \(\mathbf{q}\) such that \(\mathbf{Q}_s = \mathbf{q}\mathbf{q}^H\). Then the original problem can be expressed as

\[
\max_{\mathbf{Q}_s} \frac{R_s(\mathbf{Q}_s)}{P_t(\mathbf{Q}_s)}
\]  

(9a)

s.t. \(\log_2(1 + \frac{1}{\sigma_{su}^2} h_s^H \mathbf{q} \mathbf{q}^H \mathbf{h}_s) - \log_2(1 + \frac{1}{\sigma_{er}^2} h_e^H \mathbf{q} \mathbf{q}^H \mathbf{h}_e) \geq R_d, \quad \zeta_{eh} h_e^H \mathbf{q} \mathbf{q}^H h_e \geq \omega_s,
\]  

(9b)

\[
h_e^H \mathbf{q} \mathbf{q}^H h_e \leq P_f, \quad ||\mathbf{q}||^2 \leq P_{tx}, \quad \mathbf{Q}_s \succeq 0, \quad \text{rank}(\mathbf{Q}_s) = 1,
\]  

(9c)

where \(R_s(\mathbf{Q}_s) = \log_2(1 + \frac{1}{\sigma_{su}^2} h_s^H \mathbf{q} \mathbf{q}^H \mathbf{h}_s) - \log_2(1 + \frac{1}{\sigma_{er}^2} h_e^H \mathbf{q} \mathbf{q}^H \mathbf{h}_e)\) and \(P_t(\mathbf{Q}_s) = \text{tr}(\mathbf{Q}_s) + P_c\).

This is a non-convex problem due to the fractional objective function. To recast this problem as a convex one, we exploit non-linear fractional and DC programming in the following subsections.

#### A. Non-linear Fractional Programming

The objective function defined in (9a) is a fractional function with non-linear terms both in the numerator and denominator. Furthermore, the overall problem presented in (9) is known as a non-linear fractional problem in the literature [43]. First, we transform it into a parametric programming.

**Theorem 1:** Let \(R_s(\mathbf{Q}_s^*) > 0\) and \(P_t(\mathbf{Q}_s^*) > 0\) be the optimal achieved secrecy rate and optimal minimum total power consumption of the problem defined in (9), respectively. Further, let \(\mathcal{F}\) be the feasible solution set of this problem. Moreover, the transmit covariance matrix \(\mathbf{Q}_s^*\) achieves the maximum energy efficiency such that

\[
\lambda^* = \frac{R_s(\mathbf{Q}_s^*)}{P_t(\mathbf{Q}_s^*)} = \max_{\mathbf{Q}_s \in \mathcal{F}} \left\{ \frac{R_s(\mathbf{Q}_s)}{P_t(\mathbf{Q}_s)} \right\},
\]  

(10)

if and only if \(R_s(\mathbf{Q}_s^*)\), \(P_t(\mathbf{Q}_s^*)\) and \(\lambda^*\) satisfy the following condition:

\[
\max_{\mathbf{Q}_s \in \mathcal{F}} \left\{ R_s(\mathbf{Q}_s) - \lambda^* P_t(\mathbf{Q}_s) \right\} \right\} = R_s(\mathbf{Q}_s^*) - \lambda^* P_t(\mathbf{Q}_s^*) = 0.
\]  

(11)

Additionally,

\[
\max_{\mathbf{Q}_s, \lambda} \left\{ R_s(\mathbf{Q}_s) - \lambda P_t(\mathbf{Q}_s) \right\}
\]  

(12)

is defined as a parametric programming with parameter \(\lambda\) [43].

**Proof:** Please refer to Appendix A.

**Lemma 1:** The objective function defined in (12) is a convex, strictly decreasing and continuous function with respect to (w.r.t.) \(\lambda\).

**Lemma 2:** The equation \(\max_{\mathbf{Q}_s, \lambda} \{ R_s(\mathbf{Q}_s) - \lambda P_t(\mathbf{Q}_s) \} = 0\) has a unique solution, and let denote it by \(\lambda_0\). Then, the
problems defined in (12) and (9) have the same optimal solution with the optimal SEE of $\lambda_0$.

Proof: Please refer to [43].

By utilizing Theorem 1, we recast the original problem defined in (9) into the following parametric programming problem with parameter $\lambda$:

$$F(\lambda) = \max_{Q_s} [R_s(Q_s) - \lambda P_t(Q_s)]$$

$$= \max_{Q_s} \{\log_2(1 + \frac{1}{\sigma^2_{tr}}h^H Q_s h_s) - \lambda [\text{tr}(Q_s) + P_t]\}$$

$$s.t. \ (9b)-(9e), \ (13)$$

It can be seen that the original problem presented in (9) is transformed into a parameterized polynomial subtractive form. As a result, the original problem is reformulated to determine $\lambda^*$ and $Q_s^*$, which can satisfy the condition provided in (11). Furthermore, by utilizing Dinkelbach’s algorithm [43] with an initial value $\lambda_0$ of $\lambda$, the optimal solutions of (9) can be obtained by iteratively solving the following optimization problem:

$$\max_{Q_s} [R_s(Q_s) - \lambda_i P_t(Q_s)]$$

$$s.t. \ (9b)-(9e), \ (14)$$

for a given $\lambda_i$ at the $i$th iteration. The value of $\lambda_i$ can be considered as the SEE obtained at the previous iteration. At each iteration, $\lambda_{i+1}$ should be updated such that

$$\lambda_{i+1} = \frac{R^i_s(Q_s)}{P^i_t(Q_s)},$$

where $R^i_s$ and $P^i_t$ denote the achieved secrecy rate and total power consumption of (14) for a given $\lambda_i$ from the previous iteration, respectively. This iterative process will be terminated when the condition in (11) is satisfied. However, in practice the iterative process will be carried out until the following inequality is satisfied:

$$\Delta F(\lambda) = |R^i_s(Q_s) - \lambda_i P^i_t(Q_s)| \leq \varepsilon,$$

where $\varepsilon > 0$ is the convergence threshold.

### B. DC Programming

In this subsection, we provide the required details on DC programming to solve the SEE maximization problem. DC programming is a well-known optimization approach to solve non-convex problems. In particular, this technique can be exploited in an optimization problem with an objective function defined as a difference of two concave functions. Since the objective function in (14) falls under this category, we utilize DC programming to solve this problem.

The fundamental idea of DC programming is to locally linearize the non-concave functions at a feasible point $Q_s^k$, and to iteratively update the approximation by solving the corresponding approximated problem [44]. We define the following function to approximate the second term of the objective function in (14):

$$f(Q_s, Q_s^k) = \log_2(1 + \frac{1}{\sigma^2_{tr}}h^H Q_s^r h_s)$$

$$\frac{1}{\sigma^2_{tr}}h^H (Q_s - Q_s^k) h_s}{(1 + \frac{1}{\sigma^2_{tr}}h^H Q_s^r h_s) \ln 2}.\ (17)$$

Based on this approximation, the problem defined in (14) can be transformed into an equivalent problem as follows:

$$\max_{Q_s} \{\log_2(1 + \frac{1}{\sigma^2_{tr}}h^H Q_s h_s) - f(Q_s, Q_s^k) - \lambda_i [\text{tr}(Q_s) + P_t]\}$$

$$s.t. \ (9b)-(9e), \ (18)$$

This problem is still non-convex due to the non-convex rank-one constraint. By employing SDR, we relax the problem in (9) by dropping the rank constraint $\text{rank}(Q_s) = 1$, which can be defined as:

$$\max_{Q_s} \{\log_2(1 + \frac{1}{\sigma^2_{su}}h^H Q_s h_s) - f(Q_s, Q_s^k) - \lambda_i [\text{tr}(Q_s) + P_t]\}$$

$$s.t. \ (9b)-(9d), \ Q_s \succeq 0, \text{tr}(Q_s) \leq P_{tx}. \ (19)$$

**Proposition 1:** Provided that the problem (19) is feasible, the optimal solution will be always rank-one.

Proof: Please refer to Appendix B.

This approximated problem is convex in terms of $Q_s$. Hence, the suboptimal solution $Q_s^*$ to the original problem can be obtained by solving the problem in (19) and iteratively updating $Q_s^k$ based on the solution obtained from the previous iteration. The algorithm based on DC programming is summarized in Algorithm 1.

**Algorithm 1 Iterative algorithm to solve (19)**

1: Initialize $i = 0$ and choose an initial value $\lambda_0$;
2: **Repeat** ← Outer loop (Dinkelbach’s algorithm)
3: \ \ \ Initial $k = 0$; choose an initial value $Q_s^k = 0$ and $F(\lambda)^{i,k} = 0$;
4: \ \ \ **Repeat** ← Inner loop (DC programming)
5: \ \ \ \ \ Solve the problem (19) with $\lambda = \lambda_i$ and obtain $Q_s^{k+1}$;
6: \ \ \ \ \ Compute $F(\lambda)^{i,k+1} = \log_2(1 + \frac{1}{\sigma^2_{tr}}h^H Q_s^{k+1} h_s)$
7: \ \ \ \ \ $- \log_2(1 + \frac{1}{\sigma^2_{tr}}h^H Q_s^k h_s) - \lambda_i [\text{tr}(Q_s^k) + P_t]$;
8: \ \ \ \ \ $\Delta \mu = F(\lambda)^{i,k+1} - F(\lambda)^{i,k}$;
9: \ \ \ \ \ Update $k = k + 1$;
10: \ \ \ **Until** $|\Delta \mu| \leq \zeta$;
11: \ \ \ $i = i + 1$;
12: **Until** (16) satisfied;
13: Return $\lambda^* = \lambda_i, P_t^*(Q_s) = P_t^{i-1}(Q_s), R_s^* = R_s^{i-1}$;
14: Output $\lambda_i$. 

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.
C. Computational Complexity

In this subsection, we provide the computational complexity analysis of Algorithm 1. The problem defined in (19) has four linear constraints, and one linear matrix inequality (LMI) constraint of size $N_T$. The number of variables $n$ is in the order of $N_T^2$. To obtain an optimal solution to the problem defined in (19), the computational complexity is in the order of $\sqrt{T}(k)\ln(1/\epsilon)$, where $T(k) = N_T + 4$, $\epsilon > 0$, and $\Lambda = n^3 + n(N_T^3 + 4) + n^2(N_T^2 + 4)$ [61], [62]. The total computational complexity of solving the problem defined in (9) can be calculated through multiplying the computational cost of solving (19) by the number of both inner and outer loop iterations. Therefore, the computational complexity of solving the problem defined in (9) should be in the order of $TK\sqrt{N_T + 4}[n^3 + n(N_T^3 + 4) + n^2(N_T^2 + 4)]\ln(1/\epsilon)$, where $T$ and $K$ are the numbers of iterations of the inner and outer loop, respectively.

IV. SEE Maximization with Statistical CSI

In this section, we consider a robust design with a realistic assumption that only the statistical CSI of ER is available at the SU-Tx. This scenario could arise when ER is part of neither the primary nor the secondary system. Hence, it is difficult to have ER’s CSI at the SU-Tx based on handshaking signals. Furthermore, this assumption can be further supported by the fact that the ER might be silent or passive to hide its existence from the SU-Tx. Hence, we assume that only the statistical information on ER’s CSI is available at the SU-Tx and the corresponding ER’s CSI can be defined as

$$h_c \sim \mathcal{CN}(0, G_e),$$ (20)

where $G_e \succeq 0$ is the covariance matrix of $h_c$. With this statistical CSI, the SEE maximization problem can be formulated as follows:

$$\max_{Q_s} \delta,$$ (21a)

s.t. $Pr\{f_s(Q_s) \geq \delta\} \geq 1 - \alpha,$ (21b)

$$Pr\{g_s(Q_s) \geq R_d\} \geq 1 - \beta,$$ (21c)

$$Pr\{eh^H_2 Q_s h_c \leq \omega_s\} \leq \gamma,$$ (21d)

$$h^H_2 Q_s h_p \leq P_f,$$ (21e)

$$tr(Q_s) \leq P_{tx}, Q_s \succeq 0, \text{rank}(Q_s) = 1,$$ (21f)

where $f_s(Q_s)$ and $g_s(Q_s)$ are defined as

$$f_s(Q_s) = \log_2(1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c) - \log_2(1 + \frac{1}{\sigma_{er}^2} h^H_2 Q_s h_c),$$

$$g_s(Q_s) = \log_2(1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c) - \log_2(1 + \frac{1}{\sigma_{er}^2} h^H_2 Q_s h_c).$$ (22)

In (21b)-(21d), the parameters $\alpha$, $\beta$ and $\gamma$ are chosen to define the outage probabilities for SEE, secrecy rate and EH at ER as $0 < \alpha < 0.5$, $0 < \beta < 0.5$ and $0 < \gamma < 0.5$, respectively.

Furthermore, the left hand side (LHS) of the constraint in (21b) can be formulated as

$$Pr\left\{\log_2\left(1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c\right) - \frac{1 - \frac{1}{\sigma_{er}^2} h^H_2 Q_s h_c}{\sigma_{er}^2 tr(G_e Q_s)} \geq \delta(tr(Q_s) + P_e)\right\}$$

$$= Pr\left\{\frac{1}{\sigma_{er}^2} h^H_2 Q_s h_c \leq \left(1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c\right)2^{-\delta(tr(Q_s) + P_e)} - 1\right\}$$

$$= 1 - \exp\left(\frac{1 - (1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c)2^{-\delta(tr(Q_s) + P_e)}}{\frac{1}{\sigma_{er}^2} tr(G_e Q_s)}\right),$$ (24)

where equality (a) in (24) is derived based on the fact that the random variable $h^H_2 Q_s h_c$ follows an exponential distribution with mean $tr(G_e Q_s)$. Similarly, the LHS of the constraints in (21c) and (21d) can be recast respectively as

$$(21c) \Rightarrow 1 - \exp\left(\frac{1 - (1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c)2^{-R_d}}{\frac{1}{\sigma_{er}^2} tr(G_e Q_s)}\right) \geq 1 - \beta,$$ (25)

$$(21d) \Rightarrow 1 - \exp\left(\frac{\omega_s}{\zeta_{eh} tr(G_e Q_s)}\right) \leq \gamma.$$ (26)

Hence, the original problem in (21) can be rewritten as

$$\max_{Q_s} \delta,$$ (27)

s.t. $\exp\left(\frac{1 - (1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c)2^{-\eta(tr(Q_s) + P_e)}}{\frac{1}{\sigma_{er}^2} tr(G_e Q_s)}\right) \leq \alpha,$

$$\exp\left(\frac{1 - (1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c)2^{-R_d}}{\frac{1}{\sigma_{er}^2} tr(G_e Q_s)}\right) \leq \beta,$$

$$1 - \exp\left(\frac{\omega_s}{\zeta_{eh} tr(G_e Q_s)}\right) \leq \gamma, \ (21e), \ (21f).$$

By performing some matrix manipulations, the following equivalent optimization problem is derived:

$$\max_{Q_s} \log_2(1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c) - \log_2(1 + \frac{1}{\sigma_{er}^2} tr(G_e Q_s) ln \alpha)$$

$$\text{tr}(Q_s) + P_e$$ (28a)

s.t. $1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c \geq 2R_d - \frac{2R_d}{\sigma_{er}^2} tr(G_e Q_s) ln \beta,$ (28b)

$$\zeta_{eh} tr(G_e Q_s) ln (1 - \gamma) \leq -\omega_s,$$ (28c)

(21e), (21f).

(28d)

In the following subsections, we present an approach to solve this equivalent problem based on non-linear fractional and DC programming.

A. Non-linear Fractional Programming

Following a similar approach as in (13), we first define a parametric problem w.r.t. $\lambda$, as follows:

$$F_s(\lambda) = \max_{Q_s} \log_2(1 + \frac{1}{\sigma_{su}^2} h^H_2 Q_s h_c)$$

$$- \log_2(1 - \frac{1}{\sigma_{er}^2} tr(G_e Q_s) ln \alpha) - \lambda(tr(Q_s) + P_e),$$
The value of $\lambda_i$ at the $i$th iteration can be chosen as the SEE obtained at the previous iteration. Furthermore, $\lambda_i$ should be updated at each iteration as $\lambda_{i+1} = \frac{R^i_{st}(Q^i_s)}{P^i_{st}(Q^i_s)}$, where $R^i_{st}(Q^i_s)$ and $P^i_{st}(Q^i_s)$ denote the achieved secrecy rate and total power consumption that are obtained by solving (29) for the given $\lambda_i$, respectively. In practice, the iterative process will be repeated until the following inequality is satisfied:

$$\Delta F_s(\lambda) = |R^i_s(Q^i_s) - \lambda_i P^i_s(Q^i_s)| \leq \varsigma,$$

(30)

with a small convergence tolerance $\varsigma > 0$.

**B. DC Programming**

Next, we exploit DC programming to solve the optimization problem defined in (29). Based on this approximation, the problem can be converted into the following equivalent problem:

$$\max_{Q_s} \{ \log_2(1 + \frac{1}{\sigma_{su}^2} h^H_s Q_s h_s) - f_s(Q_s, Q_s^k) - \lambda_i |\text{tr}(Q_s) + P_c| \}$$

s.t. (28b), (28c), (21e), (21f),

(31)

where

$$f_s(Q_s, Q_s^k) = \log_2(1 - \frac{1}{\sigma_{sr}^2} |\text{tr}(G_s Q_s^k) - \lambda| \ln 2).$$

(32)

Then, by exploiting SDR, the relaxed problem can be defined by dropping the rank-one constraint $\text{rank}(Q_s) = 1$ in (31) as follows:

$$\max_{Q_s} \{ \log_2(1 + \frac{1}{\sigma_{su}^2} h^H_s Q_s h_s) - f_s(Q_s, Q_s^k) - \lambda_i |\text{tr}(Q_s) + P_c| \}$$

s.t. (28b), (28c), (21e), $\text{tr}(Q_s) \leq P_{tx}, Q_s \succeq 0$.

(33)

**Proposition 2:** Provided that the problem (33) is feasible, the optimal solution will be always rank-one.

**Proof:** Please refer to Appendix C.

This approximated problem is convex in terms of $Q_s$. Hence, the suboptimal solution $Q_s^*$ of the original problem in (21) can be obtained through iteratively solving problem (33) and updating $Q_s^k$ at each iteration based on the solution obtained from the previous iteration. The proposed algorithm based on DC programming is provided in Algorithm 2.

**Algorithm 2:** Iterative algorithm for solving (33)

1. Initialize $i = 0$ and choose an initial value $\lambda_0$ for $\lambda$;
2. **Repeat** Outer loop (Dinkelbach’s algorithm)
3. Initialize $k = 0$, choose an initial value $Q^k_s = 0$ and $F_s(\lambda)^{i,k} = 0$;
4. **Repeat** Inner loop (DC programming)
5. Solve the problem (19) with $\lambda = \lambda_i$ and obtain $Q^k_s$;
6. Compute $F_s(\lambda)^{i,k+1} = \log_2(1 + \frac{1}{\sigma_{su}^2} h^H_s Q^k_s h_s) - \log_2(1 - \frac{1}{\sigma_{sr}^2} |\text{tr}(G_s Q^k_s + P_c)|)$;
7. $\Delta \mu = F_s(\lambda)^{i,k+1} - F_s(\lambda)^{i,k}$;
8. Update $k = k + 1$;
9. **Until** $|\Delta \mu| \leq \varsigma$
10. Update $i = i + 1$;
11. **Until** (30) satisfied;
12. Return $\lambda^* = \lambda_i$, $P^*_s(Q_s) = P^i_{st}(Q_s), R^*_s(Q_s) = R^i_{st}(Q_s)$;
13. Output $\lambda_i$.

**V. SEE MAXIMIZATION WITH IMPERFECT CSI**

In this section, we develop a tractable approach to solve the robust SEE maximization problem with imperfect CSI on all set of channels. First we reformulate this robust problem into a simple parametric problem by exploiting a well-known non-linear fractional programming. Then, we show that the optimal solution can be obtained by solving a series of SDP. The actual channel coefficients can be modelled by channel uncertainties as follows:

$$h_s = \hat{h}_s + \tilde{e}_s, \ h_p = \hat{h}_p + \tilde{e}_p, \ h_c = \hat{h}_c + \tilde{e}_c,$$

(34)

where $\tilde{e}_s$, $\tilde{e}_p$, and $\tilde{e}_c$ represent the channel uncertainties. Furthermore, these channel uncertainties can be defined based on an ellipsoid model as

$$||\tilde{e}_s|| = ||h_s - \hat{h}_s|| \leq \epsilon_s,$$

(35)

$$||\tilde{e}_p|| = ||h_p - \hat{h}_p|| \leq \epsilon_p,$$

(36)

$$||\tilde{e}_c|| = ||h_c - \hat{h}_c|| \leq \epsilon_c,$$

(37)

where $\epsilon_s \geq 0$, $\epsilon_p \geq 0$ and $\epsilon_c \geq 0$ are Euclidean norm-based error bounds. By incorporating these channel uncertainties in the original design, the SEE maximization problem can be reformulated into the following robust optimization framework:

$$\max_{Q_s} R_m(Q_s)$$

(38a)

s.t. $\log_2(1 + \frac{1}{\sigma_{su}^2} (\hat{h}_s + \tilde{e}_s)^H Q_s (\hat{h}_s + \tilde{e}_s)) - \log_2(1 +
\frac{1}{\sigma_{sr}^2} (\hat{h}_c + \tilde{e}_c)^H Q_s (\hat{h}_c + \tilde{e}_c)) \geq R_d,$$

(38b)

$$\zeta_{eh} (\hat{h}_c + \tilde{e}_c)^H Q_s (\hat{h}_c + \tilde{e}_c) \geq \omega_s,$$

(38c)

$$(\hat{h}_p + \tilde{e}_p)^H Q_s (\hat{h}_p + \tilde{e}_p) \leq P_f,$$

(38d)

$$\text{tr}(Q_s) \leq P_{tx}, Q_s \succeq 0, \text{rank}(Q_s) = 1,$$

(38e)
where \( R_m(Q_s) = \log_2(1 + \frac{1}{\sigma_{su}}(\hat{h}_s + \hat{e}_s)^H Q_s(\hat{h}_s + \hat{e}_s)) - \log_2(1 + \frac{1}{\sigma_{er}}(\hat{h}_e + \hat{e}_e)^H Q_s(\hat{h}_e + \hat{e}_e)) \) and \( P_m = \text{tr}(Q_s) + P_c \).

Next we present a two stage reformulation to solve the above robust problem.

### A. A Two-stage Reformulation of Problem (38)

First, we exploit Theorem 1, Lemma 1 and Lemma 2 to recast the problem in (38) into the following parametric problem:

\[
\max_{Q_s} \left[ R_m(Q_s) - \lambda P_m(Q_s) \right]
\]

\[
\text{s.t.} \ (38b)-(38e).
\]

(39)

It is obvious that the original problem (38) is transformed into a parameterized polynomial subformative task. As a result, the original problem is reformulated to determine \( \lambda^* \) and \( Q_1^* \) to satisfy the condition defined in (11). Furthermore, we exploit Dinkelbach’s algorithm, which iteratively solves the problem defined in (39) for a given \( \lambda \) and updates \( \lambda \) in the next iteration as follows:

\[
\lambda_{i+1} = \frac{R_m^i(Q_s)}{P_m^i(Q_s)},
\]

(40)

where \( R_m^i(Q_s) \) and \( P_m^i(Q_s) \) denote the achieved secrecy rate and total power consumption of (38) for the given \( \lambda_i \), respectively, and subscript \( i \) denotes the iteration number. This iterative process will be terminated once the following condition is satisfied:

\[
\Delta F_m(\lambda) = |R_m^i(Q_s) - \lambda_i P_m^i(Q_s)| \leq \rho, \quad (41)
\]

where \( \rho > 0 \) is the termination threshold. By introducing a new slack variable \( \tau \), the following equivalent problem of (39) is derived:

\[
F_m(\lambda) = \max_{Q_s, \tau} \log_2 \left( \frac{1 + \frac{1}{\sigma_{su}}(\hat{h}_s + \hat{e}_s)^H Q_s(\hat{h}_s + \hat{e}_s)}{\tau} \right) - \lambda \text{tr}(Q_s + P_c) \]  
\[
\text{s.t.} \ 1 + \frac{1}{\sigma_{er}}(\hat{h}_e + \hat{e}_e)^H Q_s(\hat{h}_e + \hat{e}_e) \leq \tau, \quad (42a) \]
\[
\log_2(1 + \frac{1}{\sigma_{su}}(\hat{h}_s + \hat{e}_s)^H Q_s(\hat{h}_s + \hat{e}_s)) - \log_2(\tau) \geq R_d, \quad (42b)\]
\[
(38c)-(38e). \quad (42c)
\]

Next, by introducing a new slack variable \( \nu \), the above problem is transformed into a two-stage problem, namely, outer problem and inner problem. The outer problem can be defined as

\[
F_m(\lambda) = \max_{\nu} \{ \log_2 \Theta(\lambda, \nu) - \nu \}
\]

\[
\text{s.t.} \ \lambda(\nu_{\text{min}} + P_c) \leq \nu \leq \lambda(P_{\text{tx}} + P_c), \quad (43)
\]

where \( \nu_{\text{min}} \) denotes the minimum value of \( \nu \) which can be obtained by solving the power minimization problem defined in (51). Furthermore, the inner problem determines \( \Theta(\lambda, \nu) \) for a given \( \nu \), which can be defined as

\[
\Theta(\lambda, \nu) = \max_{Q_s, \tau} \left( 1 + \frac{1}{\sigma_{su}}(\hat{h}_s + \hat{e}_s)^H Q_s(\hat{h}_s + \hat{e}_s) \right) \quad \frac{\nu}{\tau}
\]

\[
\text{s.t.} \ \lambda(\text{tr}(Q_s) + P_c) \leq \nu, \quad (42a)-(42c). \quad (44)
\]

However, the inner problem (44) is a single variable optimization problem with a set of feasible values \( \nu \in [\lambda(\nu_{\text{min}} + P_c), \lambda(P_{\text{tx}} + P_c)] \). It is well-known that the optimal value can be efficiently obtained through an one-dimensional search. By relaxing the non-convex rank-one constraint, the relaxed inner problem can be defined as

\[
\Theta(\lambda, \nu) = \max_{Q_s, \tau} \left( 1 + \frac{1}{\sigma_{su}}(\hat{h}_s + \hat{e}_s)^H Q_s(\hat{h}_s + \hat{e}_s) \right) \quad \frac{\nu}{\tau}
\]

\[
\text{s.t.} \ (42a),(42b),(38c),(38d), \quad \lambda(\text{tr}(Q_s) + P_c) \leq \nu, \text{tr}(Q_s) \leq P_{\text{tx}}, \quad Q_s \succeq 0. \quad (45)
\]

**Proposition 3:** Provided that the problem (45) is feasible, the optimal solution will be always rank-one.

**Proof:** Please refer to Appendix D. □

In the following subsection, we present an SDP formulation based on the Charnes-Cooper transformation [63] and S-Procedure [45] to solve the above relaxed inner problem.

### B. SDP-based Reformulation of the Inner Problem (45)

First, we introduce the Charnes-Cooper transformation [63] as

\[
W = Q_s \frac{1}{\tau}, \Gamma = \frac{1}{\tau},
\]

(46)

and a slack variable \( \varphi \) to recast the inner problem (45) as

\[
\Theta(\lambda, \nu) = \max_{W, \varphi} \varphi
\]

\[
\text{s.t.} \ \Gamma + \frac{1}{\sigma_{su}}(\hat{h}_s + \hat{e}_s)^H W(\hat{h}_s + \hat{e}_s) \geq \varphi, \quad (47a)
\]
\[
\Gamma + \frac{1}{\sigma_{er}}(\hat{h}_e + \hat{e}_e)^H W(\hat{h}_e + \hat{e}_e) \leq 1, \quad (47b)
\]
\[
\Gamma + \frac{1}{\sigma_{su}}(\hat{h}_s + \hat{e}_s)^H W(\hat{h}_s + \hat{e}_s) \geq 2^R_d, \quad (47c)
\]
\[
\zeta_{\text{eh}}(\hat{h}_e + \hat{e}_e)^H W(\hat{h}_e + \hat{e}_e) \geq \omega_{\text{eh}}, \quad (47d)
\]
\[
(\hat{h}_p + \hat{e}_p)^H W(\hat{h}_p + \hat{e}_p) \leq \Gamma P_f, \quad (47e)
\]
\[
\lambda(\text{tr}(W) + P_c) \leq \nu, \text{tr}(W) \leq \Gamma P_{\text{tx}}, \quad W \succeq 0. \quad (47f)
\]

To further proceed with this problem, the following lemma is required:

**Lemma 3:** (S-Procedure [45]) Define \( f_i(x), i = 1, 2 \) such as

\[
f_i(x) = x^H A_i x + 2 R e\{b_i^H x\} + c_i, \quad (48)
\]
in which \( x \in \mathbb{C}_{N_T \times 1}, A_i \in \mathbb{C}_{N_T \times N_T}, b_i \in \mathbb{C}_{N_T \times 1} \) and \( c_i \in \mathbb{R} \). The implication \( f_1(x) \geq 0 \rightarrow f_2(x) \geq 0 \) holds if and only if there exists a \( \vartheta \geq 0 \) such that
\[
\begin{bmatrix}
A_3 \\
A_1
\end{bmatrix} \vartheta - \begin{bmatrix}
b_3 \\
b_1
\end{bmatrix} \geq 0.
\tag{49}
\]

By applying Lemma 3, the inner problem defined in (47) can be recast as
\[
\Theta(\lambda, \nu) = \max_{W, \tau} \vartheta
\tag{50a}
\]
\[
\text{s.t.}
\begin{align}
\vartheta_1 + \frac{1}{\sigma^2_{\nu}} W \frac{1}{\sigma^2_{\nu}} W \hat{h}_1 & \geq 0, \\
\vartheta_2 - \frac{1}{\sigma^2_{\nu}} W \frac{1}{\sigma^2_{\nu}} W \hat{h}_2 & \geq 0, \\
\vartheta_3 + \frac{1}{\sigma^2_{\nu}} W \frac{1}{\sigma^2_{\nu}} W \hat{h}_3 & \geq 0, \\
\vartheta_4 + \frac{1}{\sigma^2_{\nu}} W \frac{1}{\sigma^2_{\nu}} W \hat{h}_4 & \geq 0,
\end{align}
\tag{50b}
\]
\[
\begin{align}
\vartheta_5 - H \frac{1}{\sigma^2_{\nu}} W \hat{h}_5 & \geq 0, \\
\vartheta_6 - H \frac{1}{\sigma^2_{\nu}} W \hat{h}_6 & \geq 0, \\
\vartheta_7 - H \frac{1}{\sigma^2_{\nu}} W \hat{h}_7 & \geq 0.
\end{align}
\tag{50c}
\]

where \( t_1 = \frac{1}{\sigma^2_{\nu}} \hat{h}_1 W \hat{h}_1 + \Gamma - \vartheta_1 \epsilon_1^2, t_2 = 1 - \frac{1}{\sigma^2_{\nu}} \hat{h}_2 W \hat{h}_2 - \Gamma - \vartheta_2 \epsilon_2^2, t_3 = \frac{1}{\sigma^2_{\nu}} \hat{h}_3 W \hat{h}_3 - 2 \rho_4 + \Gamma - \vartheta_3 \epsilon_3^2, t_4 = \frac{1}{\sigma^2_{\nu}} \hat{h}_4 W \hat{h}_4 - \omega_1 - \vartheta_4 \epsilon_4^2 \) and \( t_5 = \frac{1}{\sigma^2_{\nu}} \hat{h}_5 W \hat{h}_5 - \vartheta_5 \epsilon_5^2 + 2 \beta_1, t_6 = \frac{1}{\sigma^2_{\nu}} \hat{h}_6 W \hat{h}_6 - \vartheta_6 \epsilon_6^2 + 2 \beta_2, t_7 = \frac{1}{\sigma^2_{\nu}} \hat{h}_7 W \hat{h}_7 - \vartheta_7 \epsilon_7^2 + 2 \beta_3 \). This inner problem in (50) is convex and can be efficiently solved through existing convex optimization software [64]. Furthermore, \( v_{\min} \) can be obtained through solving the following convex problem
\[
v_{\min} = \min_{W, \tau} \text{tr}(W)
\tag{50d}
\]
\[
\text{s.t.} \quad (50c) - (50f), \quad (47f),
\]
\[
\vartheta_2 \geq 0, \vartheta_3 \geq 0, \vartheta_4 \geq 0, \vartheta_5 \geq 0. \tag{51}
\]

The above developed procedures for solving this robust SEE maximization problem are summarized in Algorithm 3.

### C. Computational Complexity

The problem defined in (49) has five LMI constraints of size \( N_T + 1 \), one LMI constraint of size \( N_T \), and seven linear constraints. The number of variables \( n \) is in the order of \( N_T^2 \). By following the same method as in [61], [62], the computational complexity of solving the problem defined in (37) should be on the order of \( TK \sqrt{6N_T + T^2 + [n^3 + n][5(N_T + 1)^3 + N_T^3 + 2 + M/2(N_T + 1)^2 + N_T^2 + 7] \ln(1/\epsilon)} \), where \( T, K \) and \( K \) are the numbers of iterations of the one-dimensional search and Dinkelbach’s algorithm, respectively.

### VI. Simulation Results

To validate the proposed approaches, we perform a number of simulations based on the model we adopted, but with different configurations. We consider an underlay MISO CR network where the multi-antenna SU-Tx simultaneously transmits confidential information and energy to the SU-Rx and ER, respectively. This communication is established by sharing the spectrum that has been assigned for signal transmission between a PU-Tx and a PU-Rx. It is assumed that the SU-Tx is equipped with three \((N_T = 3)\) antennas, while the PU-Rx, SU-Rx and ER each has a single antenna. All channel coefficients are modeled by taking both large- and small-scale fading effects into account. The path loss coefficients caused by large-scale fading are modeled as \( d_i^{-\alpha} \), where \( d_i \) is the distance between the SU-Tx and user \( i \), and \( \alpha = 2.7 \) denotes the path loss exponent. We employ Rayleigh fading as the small-scale fading, which can be modeled as \( \zeta_i \sim \mathcal{CN}(0, I) \). Therefore, the channel coefficients are formulated as \( h_i = \chi_i \sqrt{d_i^{-\alpha}}, \quad i = s, e, p \). We assume that all distances between the SU-TX and three terminals are the same and normalized to unit value.\(^1\)

The maximum interference leakage to the PU-Rx is set to be 0 dBW. Furthermore, the energy conversion ratio is assumed to be \( \zeta_h = 0.5 \). The noise variances at the SU-Rx and ER are set to \( \sigma^2_{su} = 1 \) and \( \sigma^2_{e} = 1 \), respectively. The convergence tolerances \( \epsilon, \zeta \) and \( \rho \) defined in (16), (30) and (41), respectively, are assumed to be \( 10^{-3} \).

Note that in majority of the simulation scenarios outlined here, the difference between the transmit power and the EH requirement is large, and thus, may raise concerns on the validity of this assumption. However, we believe this assumption being is reasonable, for the following two reasons: 1) similar assumptions (large gap between transmit power and EH requirements) have been widely made in the literature, for instance in [68]–[70]; and 2) for the secondary system in CR network, the ER could be wireless sensors or Internet-of-Things devices. For these devices, only a power in the order of milliwatts is sufficient [12].

\(^1\)Similar assumptions have been employed in the literature [47], [65]. In practical communication scenarios, this assumption may be implemented in wireless sensors and mobile wearable devices [66], [67].
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Fig. 2: Convergence of the proposed algorithm with perfect CSI assumption in Algorithm 1 for different sets of channels.

First, we evaluate the convergence of the proposed algorithms by randomly generating different five set of channels for each CSI assumption (perfect CSI, statistical CSI on the ER channel and imperfect CSI). Figure 2 presents the convergence of the achieved SEE with perfect CSI obtained by Algorithm 1. Here, the target secrecy rate ($R_d$), the transmit power consumption ($P_{tx}$) and the EH requirement ($\omega_s$) have been set to 0.5 bps/Hz, 20 dBW and $\omega_s = -20$ dBW, respectively. We then show the convergence of achieved SEE with statistical CSI on the ER’s channel, and the convergence of the achieved SEE with imperfect CSI in Figure 3 and 4. Here, the system parameters are: target secrecy rate $R_d = 0.5$ bps/Hz, the transmit power consumption $P_{tx} = 20$ dBW and the EH requirement $\omega_s = -3$ dBW. As can be observed, the maximum SEE and the convergence of our proposed algorithms can be attained with a limited number of iterations.

Figure 5 shows the achieved SEE with different target secrecy rates, transmit power constraints and EH requirements under the perfect CSI assumption. Note that the same SEE performance can be achieved with different available transmit power as in Figure 5 provided the SEE maximization problem is feasible with the same rest of the constraints. Hence, increasing the transmit power consumption cannot provide a better SEE. However, it can achieve a higher secrecy rate.

We also perform performance comparisons between the proposed schemes and similar schemes available in the literature. Figure 6 provides comparisons of the achievable SEE of three different transmission schemes under the perfect CSI assumption: SEE maximization, power minimization and secrecy rate maximization. In these simulation results, the maximum available transmit power and EH requirement are assumed to be 20 dBW and $-20$ dBW, respectively. As expected, the proposed scheme for SEE maximization outperforms the other two schemes in terms of achieved SEE. Furthermore, the achievable SEE remains constant in the secrecy rate maximization scheme with different target secrecy rate values within its feasible region. This trend is due to the fact that the secrecy rate maximization scheme always achieves a better constant secrecy rate than the target secrecy rate in all cases with a feasible target secrecy rate.
In other words, the target secrecy rate constraint becomes inactive with the available transmit power, which is more than the required to achieve the target secrecy rate. Furthermore, zero SEE means that it is not feasible to achieve the target secrecy rate with the available transmit power.

We then evaluate the performance of the proposed scheme with statistical CSI on the ER’s channel. Figure 7 shows the achieved SEE with different target secrecy rates and EH requirements. The ER’s channel covariance matrix is modelled as $G_e = a^2 I$. The parameters $\alpha$, $\beta$, and $\gamma$ define the outage probabilities for SEE, secrecy rate and EH requirement, respectively, and are assumed to be the same with all constraints, i.e., $\alpha = \beta = \gamma = 0.1$. The parameter $a^2$ is introduced to control the ER’s channel variance. Furthermore, we also evaluate the performance of the scheme with the perfect CSI to draw a performance comparison. As shown in Figure 7, the scheme with perfect CSI achieves the best performance and the optimal achievable SEE decreases as the target secrecy rate increases for all sets of the assumptions. Note that with a higher EH requirement and $a^2$, the proposed scheme achieves less SEE due to more required transmit power to meet the EH constraints and deal with the channel variance.

The achieved SEE of different schemes is evaluated under the assumption of statistical CSI on the ER’s channel. Figure 8 presents the achievable SEE of three schemes: SEE maximization, power minimization and secrecy rate maximization. Here, it is assumed that the maximum available transmit power and EH requirement are set to be 20 dBW and $-20$ dBW, respectively. As expected, the proposed SEE maximization scheme outperforms the other two schemes in terms of the achieved SEE. Furthermore, the SEE performance obtained with the secrecy rate maximization scheme is not affected by different target secrecy rates in its feasible secrecy rate region. The reason is that in secrecy rate maximization scheme, all the available transmit power is consumed to achieve the maximum secrecy rate. Thus, the achievable SEE would remain a constant with a given available transmit power.

Next we evaluate the performance of the proposed scheme under the assumption of the norm-bounded channel uncertainties in Section V. Figure 9 illustrates the achieved SEE with different target secrecy rates and EH requirements. The
the channel uncertainties, i.e., the robust SEE maximization (with a zero error bound on the channel uncertainties) can be seen as a special case of the optimal SEE decreases as the target rate increases. The transmit power is set to be 20 dBW. As seen in Figure 9, channel bounds of the uncertainties are assumed to be the same, i.e., $\epsilon_s = \epsilon_p = \epsilon_c = \epsilon$. The maximum available transmit power is set to be 20 dBW. As seen in Figure 9, the optimal SEE decreases as the target rate increases. The scheme with perfect CSI can be seen as a special case of the robust SEE maximization (with a zero error bound on the channel uncertainties, i.e., $\epsilon = 0$). Similar to the previous results, zero SEE refers to an infeasible problem with a given target secrecy rate constraint. Furthermore, the optimal SEE has a better performance with a smaller EH requirement. Moreover, a better SEE can be realized for a feasible problem with a given target secrecy rate constraint and with a smaller error bound $\epsilon$. This is due to the fact that the SU-Tx requires more transmit power to deal with a larger channel uncertainty bound and to meet all set of constraints.

We then provide the performance comparison of the achieved SEE with different transmission schemes under norm-error bounded channel uncertainties in Figure 10. Here, three different schemes are considered: SEE maximization, secrecy rate maximization and power minimization. Furthermore, the maximum available transmit power and the EH requirement are set to be 20 dBW and -20 dBW, respectively. As seen, our proposed SEE maximization scheme outperforms the other two schemes in terms of achieved SEE. Furthermore, the achievable SEE is not affected by the target secrecy rates and remains constant. This is due to the fact that all available transmit power is used to achieve the maximum secrecy rate in the secrecy maximization scheme, which is similar to that of the previous simulation results of different schemes under perfect and statistical CSI assumptions.

The achieved SEE with different number of transmit antennas for all CSI assumptions is presented in Figure 11. The system parameters for all the cases are set to be as follows: target secrecy rate $R_d = 0.5$ bps/Hz, the transmit power consumption $P_{tx} = 20$ dBW and the EH requirement $\omega_s = -20$ dBW. Furthermore, the ER’s channel variance for the assumption of statistical CSI on the ER’s channel is set to be $a^2 = 0.1$ and the channel uncertainty bound is assumed to be $\epsilon = 0.1$ for the scheme with imperfect CSI, respectively. As shown in this figure, larger number of antennas at the SU-Tx provides better performance in terms of the SEE performance. This is due to the fact that larger number of transmit antennas brings more degree of freedom, which results in higher achievable secrecy rate without any additional transmit power consumption.

Finally, we provide the SEE performance with different energy conversion ratio for all three CSI assumptions in Figure 12. Here, the target secrecy rate $R_d$, the transmit power consumption $P_{tx}$ and the EH requirement $\omega_s$ are set to be 0.5 bps/Hz, 20 dBW and -20 dBW, respectively. Furthermore, the ER’s channel variance for the scheme with statistical CSI on the ER channel and the channel uncertainty bound for the scheme with imperfect CSI are assumed to be $a^2 = 0.1$ and $\epsilon = 0.1$, respectively. As seen in Figure 12, the achieved SEE increases as the energy conversion ratio $\zeta_{eh}$ increases for all three CSI assumptions. The reason is that the SU-Tx requires more power to meet the EH requirement at the ER with a small energy conversion ratio $\zeta_{eh}$ (i.e., $\zeta_{eh} = 0.1$).
VII. CONCLUSIONS

In this paper, we considered the SEE maximization problem for an underlay MISO CR network in the presence of energy harvesting. First, we proposed a transmit beamforming design to meet the required secrecy rate at the SU-Rx while satisfying the interference leakage constraint on the PU-Rx and the EH requirement on the ER. The original problem was not convex due to the non-linear fractional objective function. To overcome this non-convexity issue, we reformulated the original problem into a convex one by exploiting SDR, non-linear fractional and DC programming. We then extended the beamforming design to address the problems of imperfect CSI at the transmitter. In particular, two robust designs were proposed with the assumptions of statistical CSI on the ER’s channel and error bounded channel uncertainties, respectively. For the case of statistical CSI assumption, we first expressed the outage probability constraints in a closed-form expression. By exploiting SDR, the original problem was efficiently solved through an iterative approach. Next, we formulated the robust design with bounded channel uncertainties as a series of SDP by exploiting the same techniques as in the previous robust design. Then, we used the S-procedure to convert this problem into a convex one. Simulation results were provided (1) to validate the convergence of the proposed algorithms, (2) to show the impacts of different parameters on the achieved SEE, including the maximum available transmit power, the EH requirement, the number of transmit antennas and the energy conversion ratio, and (3) to demonstrate the superior performance of the proposed SEE maximization scheme over power minimization and secrecy rate maximization schemes available in the literature.

APPENDIX A

PROOF OF THEOREM 1

Let \( Q_s^* \) be the optimal solution of problem (9), and \( S \) be the set including all feasible \( Q_s \) under the constraints defined in (9b)-(9e). Then, we have

\[
\lambda^* = \frac{R_s(Q_s^*)}{P_t(Q_s^*)} \geq \frac{R_s(Q_s)}{P_t(Q_s)}, \text{ for all } Q_s \in S.
\]  

(52)

Hence,

\[
R_s(Q_s) - \lambda^* P_t(Q_s) \leq 0, \text{ for all } Q_s \in S,
\]  

(53)

\[
R_s(Q_s^*) - \lambda^* P_t(Q_s^*) = 0.
\]  

(54)

From the inequality in (53) we have \( \max\{R_s(Q_s) - \lambda^* P_t(Q_s)\} = 0 \), and from (54) it is obvious that the maximum value is achieved with \( Q_s^* \). The sufficient condition has been satisfied, which completes the first part of the proof.

Next, we consider the second part of the proof with the necessary condition. Let \( Q_s^* \) be the solution for \( \max\{R_s(Q_s) - \lambda^* P_t(Q_s)\} = 0 \) and \( R_s(Q_s^*) - \lambda^* P_t(Q_s^*) = 0 \). This implies the following:

\[
R_s(Q_s) - \lambda^* P_t(Q_s) \leq 0, \text{ for all } Q_s \in S,
\]  

(55)

\[
R_s(Q_s^*) - \lambda^* P_t(Q_s^*) = 0.
\]  

(56)

From (55), we have \( \lambda^* \geq \frac{R_s(Q_s)}{P_t(Q_s)} \) for all \( Q_s \in S \), and \( \lambda^* \) is the maximum objective value of the problem defined in (9). This completes the proof of Theorem 1.

APPENDIX B

PROOF OF PROPOSITION 1

First, we consider the following Lagrangian function of the optimization problem defined in (19):

\[
\mathcal{L}(Q_s, Z, \mu, \nu, \kappa, \varpi) = -\log_2(1 + \frac{1}{\sigma^2_{su}} h_s^H Q_s h_s) - f(Q_s, Q_s^*) - \lambda[tr(Q_s^*) + P_c] - tr(ZQ_s) + \mu(tr(Q_s) - P_t) - \nu[\log_2(1 + \frac{1}{\sigma^2_{su}} h_s^H Q_s h_s) - \log_2(1 + \frac{1}{\sigma^2_{er}} h_e^H Q_s h_e) - R_d] - \kappa[\zeta_{eh} h_e Q_s h_e - \omega_s] + \varpi(h_s^H Q_s h_p - P_f),
\]  

(57)

where \( Q_s \in \mathbb{H}^N_+, \, Z \in \mathbb{H}^N_+, \, \mu \in \mathbb{R}^+, \, \nu \in \mathbb{R}^+, \, \kappa \in \mathbb{R}^+, \, \varpi \in \mathbb{R}^+ \) are the Lagrangian multipliers associated with the constraints in the problem defined in (19). Then, we derive the corresponding Karush-Kuhn-Tucker (KKT) conditions as follows [64]:

\[
\frac{\partial \mathcal{L}}{\partial Q_s} = -(\nu + 1) \left[ \frac{1}{\sigma^2_{su}} h_s^H h_s \right] + (\lambda + \mu) I + \nu \left[ \frac{1}{\sigma^2_{er}} h_s^H h_e \right] \left( 1 + \frac{1}{\sigma^2_{su}} h_s^H Q_s h_s \right) \ln 2 - \nu \kappa \zeta_{eh} h_s^H Q_s h_e - Z = 0,
\]  

(58)

\[
\frac{\partial \mathcal{L}}{\partial Z} = -(\nu + 1) \left[ \frac{1}{\sigma^2_{su}} h_s^H h_s \right] \ln 2 + (\lambda + \mu) I - \nu \left[ \frac{1}{\sigma^2_{er}} h_s^H h_e \right] \left( 1 + \frac{1}{\sigma^2_{su}} h_s^H Q_s h_s \right) \ln 2 - \nu \kappa \zeta_{eh} h_s^H Q_s h_e - Z = 0, \quad (59)
\]

Based on these KKT conditions, the following equality holds:

\[
-(\nu + 1) \left[ \frac{1}{\sigma^2_{su}} h_s^H h_s \right] \ln 2 + (\lambda + \mu) I - \nu \left[ \frac{1}{\sigma^2_{er}} h_s^H h_e \right] \left( 1 + \frac{1}{\sigma^2_{su}} h_s^H Q_s h_s \right) \ln 2 - \nu \kappa \zeta_{eh} h_s^H Q_s h_e = Z,
\]  

(60)

\[
\Rightarrow -(\nu + 1) \left[ \frac{1}{\sigma^2_{su}} h_s^H h_s \right] \ln 2 + (\lambda + \mu) I - \nu \left[ \frac{1}{\sigma^2_{er}} h_s^H h_e \right] \left( 1 + \frac{1}{\sigma^2_{su}} h_s^H Q_s h_s \right) \ln 2 - \nu \kappa \zeta_{eh} h_s^H Q_s h_e = Z,
\]  

(61)

\[
\Rightarrow \left\{ \lambda + \mu \right\} + \nu \left[ \frac{1}{\sigma^2_{er}} h_s^H h_e \right] \left( 1 + \frac{1}{\sigma^2_{su}} h_s^H Q_s h_s \right) \ln 2 - \nu \kappa \zeta_{eh} h_s^H Q_s h_e = Z,
\]  

(62)
By eliminating the trivial solution $Q_s = 0$, we obtain rank($Q_s$) = 1, which completes the proof of Proposition 1.

**APPENDIX C**

**PROOF OF PROPOSITION 2**

The proof of Proposition 2 is similar to that of Proposition 1 provided in Appendix B. First, we consider the following Lagrangian function of the problem defined in (33):

$$\mathcal{L}(Q_s, Z, \mu, \lambda, \kappa, \varpi) = -\log_2\left(1 + \frac{1}{\sigma_{su}^2} h_s^H Q_s h_s\right) \cdot f_s(Q_s, c_s)$$

$$- \lambda[tr(Q_s) + P_s] - tr(ZQ_s) + \mu tr(Q_s) - P_{ls} - \nu[1 + \frac{1}{\sigma_{su}^2}] h_s^H Q_s h_s - 2R_d + \frac{2R_d}{\sigma_{er}^2} tr(G_c Q_s) \ln \beta + \kappa \zeta_c^h tr(G_c Q_s)$$

$$\ln(1 - \gamma) + \omega_s + \varpi h_p^H Q_s h_p - P_f),$$

where $Q_s \in \mathbb{H}_{N_s}^{+}$, $Z \in \mathbb{H}_{N_s}^{+}$, $\mu \in \mathbb{R}^{+}$, $\nu \in \mathbb{R}^{+}$, $\lambda, \kappa \in \mathbb{R}^{+}$ and $\varpi \in \mathbb{R}^{+}$ are the Lagrangian multipliers associated with problem (33). Then, we derive the corresponding KKT conditions [64] as follows:

$$\frac{\partial \mathcal{L}}{\partial Q_s} = -\left[\frac{1}{\sigma_{su}^2} h_s^H \frac{1}{\sigma_{su}^2} h_s^H Q_s h_s \ln 2\right] + (\lambda + \mu) I - \varpi h_p^H h_p^H$$

$$+ \left[\frac{1}{\sigma_{er}^2} G_c \ln \alpha\right] + \kappa \zeta_c^h tr(G_c)$$

$$- t \left[\frac{1}{\sigma_{su}^2} h_s^H + \frac{2R_d}{\sigma_{er}^2} \ln \beta \right] - Z = 0$$

Following the same set of mathematical manipulations in (60)-(63), the following rank relation holds:

rank($Q_s$) = rank\left\{ \left[\frac{1}{\sigma_{su}^2} h_s^H Q_s \ln 2\right] (\lambda + \mu) I + \left[\frac{1}{\sigma_{er}^2} G_c \ln \alpha\right] Q_s \left[\frac{1}{\sigma_{su}^2} h_s^H Q_s \ln 2\right] + \kappa \zeta_c^h tr(G_c) - \varpi h_p^H h_p^H \right\}^{-1} Q_s}

$$\leq \operatorname{rank} \left[\frac{1}{\sigma_{su}^2} h_s^H Q_s \ln 2\right] \leq 1.$$
where $X$ denotes the set of all primal and dual variables: $X = \{Q, Z, \tau, A, \chi, m\}$ with $A = \{A_i\}_{i=1}^5$, $\chi = [\chi_1, \ldots, \chi_5]^T$ and $m = [m_1, \ldots, m_5]^T$; $A_i \in \mathbb{H}^{n_i+1}_+$, $Z \in \mathbb{H}^{n_5}_+$ and $m_i \in \mathbb{R}^+$ are the Lagrangian multipliers associated with the problem in (69). For simple expressions, we rewrite $T_i(Q_s, \chi_i)$ as

$$T_1(Q_s, \chi_1) = S_1(Q_s, \chi_1) + \frac{1}{\sigma_{su}} V_s^H Q_s V_s,$$

$$T_2(Q_s, \chi_2) = S_2(Q_s, \chi_2) + \frac{1}{\sigma_{su}} V_s^H Q_s V_s,$$

$$T_3(Q_s, \chi_3) = S_3(Q_s, \chi_3) - \frac{1}{\sigma_{er}} V_e^H Q_s V_e,$$

$$T_4(Q_s, \chi_4) = S_4(Q_s, \chi_4) + \zeta ch V_e^H Q_s V_e,$$

$$T_5(Q_s, \chi_5) = S_5(Q_s, \chi_5) - V_p^H Q_s V_p,$$

where

$$S_1(Q_s, \chi_1) = \begin{bmatrix} \chi_1 & 0 \\ 0 & 1 + \tau - \chi_1 \end{bmatrix},$$

$$S_2(Q_s, \chi_2) = \begin{bmatrix} \chi_2 & 0 \\ 0 & 1 - \tau \end{bmatrix},$$

$$S_3(Q_s, \chi_3) = \begin{bmatrix} \chi_3 & 0 \\ 0 & 1 - \chi_3 \end{bmatrix},$$

$$S_4(Q_s, \chi_4) = \begin{bmatrix} \chi_4 & 0 \\ 0 & -\omega_s - \chi_4 \end{bmatrix},$$

$$S_5(Q_s, \chi_5) = \begin{bmatrix} \chi_5 & 0 \\ 0 & -P_f - \chi_5 \end{bmatrix},$$

$$V_s = [I_{N_T} \hat{h}_e], V_e = [I_{N_T} \hat{h}_e], V_p = [I_{N_T} \hat{p}],$$

Substituting (76)-(80) into (75), we obtain a different expression for the Lagrangian function as follows:

$$\mathcal{L}(X) = \text{tr}(Q_s) - \text{tr}(Q_s Z) - \text{tr}\left(\frac{1}{\sigma_{su}} Q_s V_s A_1 V_s^H\right) - \text{tr}\left(\frac{1}{\sigma_{su}} Q_s V_s A_2 V_s^H\right) + \text{tr}\left(\frac{1}{\sigma_{er}} Q_s V_e A_3 V_e^H\right) - \text{tr}\left(\zeta ch Q_s V_c A_4 V_c^H\right) + \text{tr}(Q_s V_p A_5 V_p^H) + \varphi(\tau, A, \chi, m),$$

where $\varphi(\tau, A, \chi, m)$ collects all the terms that are not related to $Q_s$ and $Z$, which are independent of this proof. Then, we define the KKT conditions [64] as:

$$\frac{\partial \mathcal{L}}{\partial Q_s} = I - Z - \frac{1}{\sigma_{su}} V_s A_1 V_s^H - \frac{1}{\sigma_{su}} V_s A_2 V_s^H + \frac{1}{\sigma_{er}} V_e A_3 V_e^H - \zeta ch V_e A_4 V_e^H + V_p A_5 V_p^H = 0,$$

$$T_1(Q_s, \chi_1) A_1 = 0,$$

$$Q_s Z = 0, Z \succeq 0, A_i \succeq 0, i \in [1, 2, 3, 4, 5].$$

Premultiplying the two sides of (83) and using the fact that $Q_s Z = 0$, we obtain

$$Q_s \frac{1}{\sigma_{su}} V_s A_1 V_s^H = Q_s \left( I - \frac{1}{\sigma_{su}} V_s A_2 V_s^H + \frac{1}{\sigma_{er}} V_e A_3 V_e^H - \zeta ch V_e A_4 V_e^H + V_p A_5 V_p^H \right),$$

The following rank relationship holds

$$\text{rank}(Q_s) = \text{rank}\left( Q_s \left( I - \frac{1}{\sigma_{su}} V_s A_2 V_s^H + \frac{1}{\sigma_{er}} V_e A_3 V_e^H - \zeta ch V_e A_4 V_e^H + V_p A_5 V_p^H \right) \right) = \text{rank}(Q_s) \frac{1}{\sigma_{su}} V_s A_1 V_s^H,$$

$$\leq \min \{ \text{rank}\left( \frac{1}{\sigma_{su}} V_s A_1 V_s^H \right), \text{rank}(Q_s) \}. \quad (87)$$

If it can be proven that $\text{rank}(\frac{1}{\sigma_{su}} V_s A_1 V_s^H) = 1$, then it is obvious that $\text{rank}(Q_s) \leq 1$. Hence, in the remaining part of this proof, we focus on the rank of $\frac{1}{\sigma_{su}} V_s A_1 V_s^H$. Substituting (76) into (84), we obtain

$$S_1(Q_s, \chi_1) A_1 + \frac{1}{\sigma_{su}} V_s^H Q_s V_s A_1 = 0. \quad (88)$$

Furthermore, it follows by post-multiplying by $V_s^H$ that

$$S_1(Q_s, \chi_1) A_1 V_s^H + \frac{1}{\sigma_{su}} V_s^H Q_s V_s A_1 V_s^H = 0. \quad (89)$$

One can easily verify that

$$[I_{N_T} \hat{h}_e] S_1(Q_s, \chi_1) = \chi_1 [I_{N_T} \hat{h}_e],$$

$$[I_{N_T} \hat{h}_e] V_s^H = I_{N_T} \hat{h}_e. \quad (90)$$

By pre-multiplying both sides of (89) by $[I_{N_T} \hat{h}_e]$, we obtain

$$\chi_1 (V_s - [0_{N_T} \hat{h}_e]) A_1 V_s^H + \frac{1}{\sigma_{su}} Q_s V_s A_1 V_s^H = 0$$

$$\Leftrightarrow (\chi_1 I_{N_T} + \frac{1}{\sigma_{su}} Q_s) V_s A_1 V_s^H = \chi_1 [0_{N_T} \hat{h}_e] A_1 V_s^H. \quad (91)$$

Lemma 4: ([71]): If a block Hermitian matrix

$$P = \begin{bmatrix} P_1 & P_2 \\ P_3 & P_4 \end{bmatrix} \succeq 0,$$

then the main diagonal matrices $P_1$ and $P_4$ are always positive semidefinite matrices.

Based on Lemma 4 and $T_1(Q_s, \chi_1) \succeq 0$, we can claim that $\chi_1 I_{N_T} + \frac{1}{\sigma_{su}} Q_s$ is a positive definite matrix. Since multiplying both sides by a non-singular matrix does not change the rank of the original matrix, the following rank relationship holds:

$$\text{rank}(V_s A_1 V_s^H) = \text{rank}\left( \chi_1 I_{N_T} + \frac{1}{\sigma_{su}} Q_s \right) V_s A_1 V_s^H$$

$$= \text{rank}(\chi_1 [0_{N_T} \hat{h}_e] A_1 V_s^H) = \text{rank}(\chi_1 [0_{N_T} \hat{h}_e]) \leq 1. \quad (92)$$

Combining (87) and (92), we have

$$\text{rank}(Q_s) \leq \text{rank}(V_s A_1 V_s^H) \leq 1. \quad (93)$$

Similar to the previous proofs, by eliminating the trivial solution $Q_s = 0$, we obtain $\text{rank}(Q_s) = 1$, which completes the proof of Proposition 3.


