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ABSTRACT In target tracking, the tracking process needs to constantly update the data information. For maneuvering target, model mismatch and loss of high-order moment information disrupt the accuracy of the state estimation. In this paper, an adaptive high-order unscented Kalman filter (AHUKF) algorithm is proposed for the case of errors occurring in the capturing of model dynamic behavior using the classical unscented Kalman filter (UKF) algorithm. By introducing the free parameter, the analytical solution of the high-order unscented transformation (UT) was obtained, the basis for choosing free parameters was analyzed, and the stability of the algorithm was discussed. A method for obtaining the optimal adaptive factor based on the prediction residual estimation covariance matrix was proposed, which reduces the influence of the dynamic model error and was applied to the target tracking model. In this paper, the proposed AHUKF is applied to a target tracking problem with state mutation, different sampling intervals, and different turn rates, respectively. Simulation results for target tracking illustrate that the proposed algorithm is more accurate and robust than the UKF, high-order unscented Kalman filter (HUKF) and adaptive unscented Kalman filter (AUKF).
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I. INTRODUCTION

In recent years, the study of dynamic systems has been widely used in different fields. Nonlinear filtering is an advantageous method used to deal with dynamic systems, which plays an important role in target tracking, integrated navigation, positioning, control, and signal processing [1]–[8]. Since there is no closed analytical solution for solving nonlinear problems, nonlinear filtering has been committed to making a lot of effort to solve the nonlinear state estimation problem by function approximation and deterministic sampling method of approximate nonlinear distribution [9]. The most typical method is the extended Kalman filter (EKF) [10], [11]. Even though EKF has been used widely, it has several deficiencies including crude approximations, and it may experience divergence when the filtering problem exhibits highly non-linear characteristics [12]. So, EKF is a suboptimal filter [13], [14]. Other nonlinear transformation methods mainly include the unscented Kalman filter (UKF) [15]–[17], cubature Kalman filter (CKF) [17], [18], and central difference Kalman filter (CDKF) [19], there are classified within the range of sigma points filters (SPFs).

Different rules are used to select sampling points and corresponding weights, and the posterior mean and covariance of the state of the nonlinear system are satisfied. Whatever the degree of nonlinearity, SPFs can approach the posterior mean and covariance of any nonlinear system at least with second-order Taylor accuracy. In addition, SPFs don’t need to calculate the Jacobian matrix in the filtering process, so SPFs reduce the number of tedious calculations and are easier to implement than the EKF [20], [21], and the nonlinear function is also not required to be continuously differentiable, which effectively overcomes the limitation of the EKF [22]. In addition, many experts have seen a surge of research interest on the $H_{\infty}$ filtering problems for nonlinear systems, while the $H_{\infty}$ theory can be utilized in the occasion when the disturbances are assumed to have bounded energy [23]–[25].

Within the category of SPFs, the UKF uses $2n + 1$ sigma points and the unscented transform (UT) to propagate the
mean value and (cross) covariance through nonlinear mapping using the same sampling points as system state distribution. The UT is a statistical linear regression (SLR), whose regression coefficient matrix can be regarded as the meaningful approximation of the Jacobian matrix, eliminating the tedious derivation and calculation of the Jacobian/Hessian matrix and approximates the mean value and covariance of the original distribution of the state. The UKF based on the UT is far better than the standard EKF in extensive applications [9], [26]. When compared with the particle filter [27], the UKF has lower computational requirements [28], [29]. The CKF can be regarded as a special form of UKF [15], [16]. Although $H_{∞}$ filter performs well when the prior information is unknown, however, $H_{∞}$ filtering cannot guarantee the minimum variance of estimation error or the variation is within a certain range [23]–[25].

UKF is usually better than the other filters in computational complexity and performance. Therefore, the UKF was accuracy chosen as a typical nonlinear Gaussian filter to be studied in this paper.

Considerable improvements have been made on the development of UKF. In reference [30], the concept of maximum a posterior and the random weighting criterion are used to establish the noise statistics data and present a new a maximum posterior and random weighting based adaptive UKF (MRAUKF). The noise statistics of the system are estimated and adjusted online, and applied to the navigation system. MRAUKF has a great advantage over the classical UKF in the case of uncertain system noise. However, for state mutations with the large impulse response, its filtering convergence is poor. A nonlinear filtering algorithm based on UKF for event triggering data transmission and packet loss in nonlinear dynamic systems is proposed and applied to wireless sensor networks, the prediction error covariance is bounded and convergent, and a sufficient condition for the random stability of the filter is obtained [31]. However, for motion vehicles with a large run rate, the filtering effect is poor.

A third-order UKF and a robust third-order UKF are proposed for the state estimation of nonlinear systems with unknown inputs, and the detailed derivation of the filter is given. The computational cost is increased relatively, and the accuracy is improved [32]. However, there is little advantage in the higher dimensional states. In references [33]–[35], the Huber-M estimation method is used to improve the robustness of UKF, by minimizing a Huber cost function that is a combined and norm. However, the influence function of Huber will not be reduced, which may reduce the estimation performance of the filtering algorithm [36]–[39]. The emergence of a marginalized UKF method is applied to the field of target tracking and integrated navigation. The algorithm only uses a few sampling points to estimate the deviation of the inertial sensors, reducing the computational complexity. However, the ability of sigma points to capture high-order moment information is limited, so the accuracy is difficult to guarantee [40], [41].

The above algorithm has been improved to some extent, but there are still limitations. When the filter is stable, the UKF loses the ability to track the abrupt state and the strong maneuvering target. This is due to the poor robustness of the UKF when the system model is uncertain, decreasing the estimation accuracy.

To further improve the robustness of the filter in the case of model mismatch. Xiong et al. designed the robust extended Kalman Filter (REKF) to ensure that the sufficient conditions for the filter stability could be fulfilled. Further, automatically adjust the error covariance matrix in response to the external environment interference [42]. However, because of the inherent defects of EKF, adaptive REKF is not feasible in real-time. References [43] and [44] apply the adaptive estimation algorithm to the current statistical (CS) model for the square-root CKF (SCKF) without free parameters, but when the system has a large mutation or model mismatch, the algorithm would fail. An adaptive-horizon iterative unbiased finite impulse response (UFIIR) filter was proposed, and the author applied a real-time $N_{opt}$ estimation strategy. Zhao et al. present the concepted of the maximum allowed horizon and allows the selection of a target horizon in a single iteration cycle and the design of adaptive horizon UFIR (AUFIR) [45]. However, for time-varying systems, the choice of $N_{opt}$ is complex and difficult to determine quickly. Wang proposed an adaptive robust UKF (ARUKF), which reduces system model uncertainty. However, the adaptive and the equivalent weighting factors are determined by empirical evidence in ARUKF; this method fails to fundamentally solve the limitations of UKF [46].

Based on the above mentioned methods, the robustness of the algorithm is improved to some extent. However, these methods only improve the accuracy of general algorithms on the basis of second-order accuracy. In theory, the higher the order of the filter, the more the higher order moment information be captured, and the higher the filter accuracy. UKF is essentially a nonlinear filtering method based on second-order UT, which can only match the second-order moment of Taylor series expansion of nonlinear functions, so the error is limited, and the accuracy needs to be improved.

In recent years, high-order filters have been presented continuously, such as the fourth order unscented filter [47], fifth order UKF [9], and a skewed unscented Kalman filter [48], which achieve higher accuracy than the traditional second-order filter. However, the above mentioned high-order methods don’t have an analytic solution and fail to complete the selection of sigma points and weights of high-order UT changes, thus they cannot constitute as a high-order UKF. Ponomareva et al. is proposed which generates sample points and corresponding probability weights that match exactly the predicted values of average marginal skewness and average marginal kurtosis of the unobserved state variables [49]. However, the free parameter is not defined in the UKF, so it is not a high-order UT in the true sense.

In this paper, a new adaptive high-order UKF is proposed. Based on a high-order UT form, through a high-order ap-
proximation, more deterministic sampling points and a more reasonable distribution are obtained. This distribution was used to match the probability distribution of the state to obtain the high-order UKF form. Then the error truncation was kept above the fourth order moment. The high-order sigma points were produced by using the high-order UT to improve the filtering accuracy of the UKF. When the filtering effect was optimal, the gain matrix remained stationary. As the system encountered a strong nonlinear condition or the model mutation, the gain matrix struggled to keep up with the required values of the system. The error covariance of state posterior estimation was seriously inconsistent with the true covariance matching degree, which led to the difficulty of the system convergence and even the failure of filtering. The accuracy improvements also depend on the matching degree of covariance. To solve this problem, an adaptive adjustment factor based on the residual vector was introduced to reduce the weight of covariance of a filter in the stationary state and to further adjust the influence of the gain matrix on the system. The effect of state mutations and strong nonlinearity on the filtering performance was suppressed, and the ill-conditioned covariance was avoided to affect the performance and robustness of the filter.

The key contributions of this paper are expressed as follows: First of all, the defects of standard UKF sigma points sampling method are analyzed, a high-order sampling strategy is proposed to match the probability distribution of the state to improve the accuracy of target tracking. Furthermore, according to the principle of orthogonality and the principle of minimum variance, the optimal adaptive factor is derived, reduce the error caused by the mismatch of the dynamic model, the adaptive ability and robustness of the algorithm are further improved in the whole filtering process. The stability of the proposed AHUKF algorithm is discussed, and the rationality of selecting free parameters is proved. Finally, we verify the superiority of AHUKF under different models and conditions.

The organization of this paper proceeds as follows: Introduce the UKF algorithm model and the sources of error were analyzed in Section II. In Section III, intuitively describe the sigma points selection strategy, and improved of UKF algorithm and discussed on the stability of algorithm. In Section IV, simulation results for the target tracking problem with different models are then presented, to compare the performance of the proposed AHUKF and the existing filter. Finally, we draw conclusions and presented future research work in Section V.

II. UKF ALGORITHM MODEL AND DEFICIENCY

Consider the following discrete-time nonlinear stochastic system as represented by the state-space model [50], [51]:

\[
\begin{align*}
    x_k &= f_k(x_{k-1}) + w_{k-1} \\
    z_k &= h_k(x_k) + v_k
\end{align*}
\]

(1)

where \( x_k \in \mathbb{R}^n \) and \( z_k \in \mathbb{R}^m \) denote the state vector and measurement vector, respectively, with corresponding dimensions. \( f(\cdot) \) and \( h(\cdot) \) are any known functions, that denote the nonlinear dynamic model function and measurement model function, respectively, with corresponding dimensions. \( w_k \in \mathbb{R}^n \) and \( v_k \in \mathbb{R}^m \) are respectively Gaussian process and measurement noise vectors with zero mean vectors and covariance matrices \( Q_k \) and \( R_k \). \( k \) is the discrete time. The following statistical characteristics are used:

\[
\begin{align*}
    E[w_k] &= 0 \\
    \text{cov}(w_k, w_j) &= Q_{kj} \\
    E[v_k] &= 0 \\
    \text{cov}(v_k, v_j) &= R_{kj}
\end{align*}
\]

(2)

where \( Q_k \) and \( R_k \) are positive definite matrices, with corresponding dimensions. \( \delta_{kj} \) is the Kronecker – δ function. The classical UKF filtering algorithm for nonlinear systems is as follows:

Initialization:

\[
\begin{align*}
    \hat{x}_0 &= E[x_0] \\
    P_0 &= E[(x_0 - \hat{x}_0)(x_0 - \hat{x}_0)^T]
\end{align*}
\]

(3)

Sigma points calculation:

\[
\begin{align*}
    \xi_{k-1}^i &= \hat{x}_{k-1}, \quad i = 0 \\
    \xi_{k-1}^i &= \hat{x}_{k-1} + \sqrt{(n + \kappa)P_{k-1}}, i = 1 \sim n \\
    \xi_{k-1}^i &= \hat{x}_{k-1} - \sqrt{(n + \kappa)P_{k-1}}, i = n + 1 \sim 2n
\end{align*}
\]

(4)

\[
\begin{align*}
    \omega_c^0 &= \frac{\kappa}{n + \kappa} \\
    \omega_m^0 &= \frac{\kappa}{n + \kappa} + (1 - \alpha^2 + \beta) \\
    \omega_c^i &= \omega_m^i = \frac{\kappa}{2(n + \kappa)}, i = 1 \sim 2n
\end{align*}
\]

(5)

where \( \kappa = 3 - n \) is a scaling free parameter, \( n \) is the state dimension with different models. \( \alpha \) is usually set to \( 1e-4 \leq \alpha \leq 1 \). \( i \) denotes the \( i \)th sampling points and \( \sqrt{(n + \kappa)P_{k}} \) denotes the \( i \)th column of the square root of the matrix \( (n + \kappa)P \). \( \beta \geq 0 \) denotes a parameter that is to be selected and is a non-negative weight coefficient. \( \beta \geq 0 \) can combine the dynamic difference of the high-order in the equation.

Time update:

\[
\xi_{k|k-1}^i = f(\xi_{k-1}^i), \quad i = 0 \sim 2n
\]

(6)

\[
\hat{x}_{k|k-1} = \frac{2n}{i=0} \omega_{c}^i \xi_{k|k-1}^i
\]

(7)

\[
P_{k|k-1} = \sum_{i=0}^{2n} \omega_{c}^i (\xi_{k|k-1}^i - \hat{x}_{k|k-1})(\xi_{k|k-1}^i - \hat{x}_{k|k-1})^T + Q_k
\]

(8)

Measurement update:

\[
\begin{align*}
    \xi_{k|k}^i &= \hat{x}_{k|k-1}, \quad i = 0 \\
    \xi_{k|k}^i &= \hat{x}_{k|k-1} + \sqrt{(n + \kappa)P_{k|k-1}}, i = 1 \sim n \\
    \xi_{k|k}^i &= \hat{x}_{k|k-1} - \sqrt{(n + \kappa)P_{k|k-1}}, i = n + 1 \sim 2n
\end{align*}
\]

(9)

\[
\begin{align*}
    \gamma_{k|k}^i &= h(\xi_{k|k}^i) \\
    \hat{z}_{k|k-1} &= \sum_{i=0}^{2n} \omega_{m}^i \gamma_{k|k}^i
\end{align*}
\]

(10)

(11)
According to the linear minimum variance estimation criterion [52], [53], the estimation accuracy of UKF depends entirely on the calculations of mean and covariance in equations (7), (8) and (11)-(13), when the measurement is updated. Since the system is non-linear, the linear minimum variance estimation cannot represent the Gaussian distribution by means of mean and covariance, and cannot obtain the optimal state estimation output. Note that the state posterior estimation error increases with the sampling interval. When the system reaches a stationary state, the gain matrix in equation (14) reaches a constant value. As mutation or strong nonlinearity of the system occurs and the target is maneuvering at a high turn rate, the gain matrix is difficult to reach the required value of the system in the first moment. UKF fails to capture high-order moment information, and its adaptability to system mutation is also poor. Through the analysis of nonlinear UKF frame, the accurate calculation of covariance cannot be ignored. Therefore, this paper started with the mean and covariance of UKF, by matching high-order moment information, and introduced adaptive factor to modify predictive covariance to improve the filtering accuracy and robustness.

III. IMPROVED UKF ALGORITHM

The mean and covariance of the sample points to be estimated are obtained by non-linear function transformations and the ability of these samples to cover the entire probability distribution is directly determined by the selection strategy of the sigma points. The ability of the sigma points to match the order moment information is proportional to the accuracy. In classical UKF, equations (4) and (9) represent the selection of 2n + 1 sigma points. The mean and covariance of the sample points to be estimated are obtained by non-linear function transformations and the ability of these samples to cover the entire probability distribution is directly determined by the selection strategy of the sigma points. The ability of the sigma points to match the order moment information is proportional to the accuracy. In classical UKF, equations (4) and (9) represent the selection of 2n + 1 sigma points. This set of sigma points can match the information of the first two moments (mean and covariance) of random variables and maintain symmetry. In Fig. 1 gives the sigma points sampling strategy of UT in the second order case. The number of central sigma points and symmetric sigma points are 1 and 2n, respectively.

\[
P_{zz}^{k} = \sum_{i=0}^{2n} \omega_{c}^{i} (\gamma_{k|k-1}^{i} - \hat{x}_{k|k-1}^{i} (\gamma_{k|k-1}^{i} - \hat{x}_{k|k-1}^{i})^{T} + R_{k}) \tag{12}
\]

\[
P_{z}^{k} = \sum_{i=0}^{2n} \omega_{s}^{i} (\xi_{k|k-1}^{i} - \hat{x}_{k|k-1}^{i} (\xi_{k|k-1}^{i} - \hat{x}_{k|k-1}^{i})^{T} + R_{k}) \tag{13}
\]

\[
K_{k} = P_{z}^{k} (P_{z}^{k})^{-1} \tag{14}
\]

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_{k} (z_{k} - \hat{x}_{k|k-1}) \tag{15}
\]

\[
P_{k|k} = P_{k|k-1} - K_{k} P_{z}^{k} K_{k}^{T} \tag{16}
\]

Through the above analysis, the standard UT only perfectly matches the first two moments (mean and covariance). When the skewness and kurtosis of a random variable have a serious effect on the probability distribution, the sigma points obtained by the standard UT mismatch the statistical characteristics of the prior probability distribution well, which leads to underestimation. Therefore, to keep the accuracy of first and second moments and to match the third and fourth moments, a high-order UT was introduced in this paper, and the derivation process of high-order the UKF was obtained, thus improving the accuracy of the UKF. To reduce the influence of the dynamic model error, an adaptive filter based on the predictive residual estimation covariance matrix was proposed to improve the accuracy of model mismatch of state estimation when the target systematic mutation and maneuvers at high turn rate.

A. HIGH-ORDER SIGMA SAMPLING STRATEGY

The implementation of a high-order UKF requires the technical support of a high order UT. Sigma points cover the information of high-order moments of random variables as much as possible, including mean, variance, skewness, and kurtosis. The high-order UT needs to select a set of sigma points 2n^2 + 1.

To accurately match the first four moments of the standard Gaussian random variables, the sigma points of high-order UT and the corresponding weights must satisfy the following conditions and be divided into three kinds of sigma points [54]:

\[
\begin{align*}
\omega_{0} + 2n \omega_{1} + 2n(n - 1) \omega_{2} - 1 &= 0 \\
2 \omega_{1} s_{1}^{2} + 4(n - 1) \omega_{2} s_{2}^{2} - 1 &= 0 \\
2 \omega_{1} s_{1}^{4} + 4(n - 1) \omega_{2} s_{2}^{4} - 3 &= 0 \\
4 \omega_{2} s_{2}^{4} - 1 &= 0
\end{align*}
\]

\[
\begin{align*}
\omega_{0} + 2n \omega_{1} + 2n(n - 1) \omega_{2} - 1 &= 0 \\
2 \omega_{1} s_{1}^{2} + 4(n - 1) \omega_{2} s_{2}^{2} - 1 &= 0 \\
2 \omega_{1} s_{1}^{4} + 4(n - 1) \omega_{2} s_{2}^{4} - 3 &= 0 \\
4 \omega_{2} s_{2}^{4} - 1 &= 0
\end{align*}
\]

where \( \omega_{0} \) is the weight of the central symmetry points. \( s_{1} \) and \( \omega_{1} \) denote the position and weight of symmetric sigma points, respectively. \( s_{2} \) and \( \omega_{2} \) denote the position and weight of the high-order symmetric sigma points, respectively.
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The sigma points and weights are calculated in the following:

Calculation of sigma point and weight of the first kind:

\[
\begin{align*}
\xi_{k|k-1}^{0} &= \hat{x}_{k-1} \\
\omega_0 &= \frac{-2n^2 + (4-2n)e^2 + (4n+4)n}{(n+\kappa)(4-n)}
\end{align*}
\] (18)

Calculation of sigma point and weight of the second kind:

\[
\begin{align*}
\xi_{k|k-1}^{1} &= \hat{x}_{k-1} + \sqrt{(4-n)(n+\kappa)} P_{k-1}^{-1} e_{i1} \\
\omega_1 &= \frac{(\kappa+2-n)^2}{2(n+\kappa)(4-n)} i_1 = 1, 2, \cdots, n
\end{align*}
\] (19)

Calculation of sigma point and weight of the third kind:

\[
\begin{align*}
\xi_{k|k-1}^{2} &= \hat{x}_{k-1} - \sqrt{(n+\kappa)} P_{k-1}^{-1} e_{i2} \\
\omega_2 &= \frac{1}{(n+\kappa)^2} i_2 = 1, 2, \cdots, 5n(n-1)
\end{align*}
\] (20)

where \(e_{i1}, e_{i2}^+\) and \(e_{i2}^-\) satisfy the following expressions:

\[
e_{i1} = [0, \cdots, 0, 1, 0, \cdots, 0]
\] (21)

\[
e_{i2}^+ = \sqrt{\frac{1}{2}} (e_k + e_l) : k < l, k, l = 1, 2 \cdots n
\] (22)

\[
e_{i2}^- = \sqrt{\frac{1}{2}} (e_k - e_l) : k < l, k, l = 1, 2 \cdots n
\] (23)

In Fig. 2, it is shown that the high-order UKF of 2-Dimensional systems uses symmetric sigma sampling strategy to complete the high-order moment information matching for random variables.

Combined with Fig. 2 and the equations (18)-(20), the first kind of sigma point is located in the center, and the number of them is 1. The second kind of sigma point is located at \(s_1\) from the center point, and the corresponding number is \(2n\). The third kind of sigma point is at \(s_2\) and the corresponding number is \(2n(n-1)\).

Let \(\omega_2 = \frac{1}{(n+\kappa)^2}\), then \(s_1 = \sqrt{(4-n)(n+\kappa)}\), and \(s_2 = \sqrt{(n+\kappa)^2}\). The state dimensions \(n = 4\) and \(n \neq 4\) are discussed by analogy with the standard UT, the analytic solution of the equation is obtained, and the position of sigma points and the corresponding weights \(s_1, s_2, \omega_1, \omega_2\) are obtained.

When, \(n = 4\) the corresponding sigma points and weights are calculated by the above equations (18)-(20). When, let, the analytic solution of equation (17) is obtained.

The corresponding expression is as follows:

\[
\begin{align*}
\omega_0 &= \frac{2}{n+2} \\
\omega_1 &= \frac{(4-n)}{2(n+2)^2} \\
\omega_2 &= \frac{2}{(n+2)^2}
\end{align*}
\] (24)

The form of high-order UT is derived, which is an improvement to the sampling strategy of sigma points. In the framework of standard UKF, time update and measurement update of the covariance were further adjusted with the sampling strategy of sigma points. The equation (8) was modified as follows:

\[
P_{k|k-1} = \omega_0 \xi_{k|k-1}^{0} (\xi_{k|k-1}^{0})^T + \omega_1 \sum_{i=1}^{n} \xi_{k|k-1}^{i} (\xi_{k|k-1}^{i})^T
\] (25)

\[
\hat{x}_{k|k-1} = \hat{x}_{k|k-1}^T + Q_k
\]

B. OPTIMAL ADAPTIVE FACTOR BASED ON THE ESTIMATED COVARIANCE MATRIX OF PREDICTED RESIDUALS

In target tracking, it is difficult for radar to capture the real state of the target when it is strongly nonlinear, maneuvering, and moving at a high turn rate. To solve this problem, an adaptive factor was introduced to adjust the error covariance and further adjust the gain matrix to maintain the stability and robustness of the filter.

In this paper, the adaptive factor was derived from the idea of a strong tracking filter. In this method, the fading factor was introduced into the covariance matrix of state prediction, and the residual sequence is orthogonal to each other. The estimation error was adaptively adjusted to improve the tracking ability quickly. The method is robust to uncertain models and time-varying parameter systems and has good tracking for state mutations or maneuvering at high turn rate. By combining the strong tracking method with the proposed high-order UT sampling strategy, the sufficient conditions for the strong tracking filter with Gaussian constraints are given:

\[
E \left\{ [x_k - \hat{x}_k] [x_k - \hat{x}_k]^T \right\} = \min
\] (26)

\[
E [\varepsilon_{k+1} \varepsilon_k^T] = 0 \quad (k = 0, 1, 2, \cdots ; j = 1, 2, \cdots)
\] (27)

where \(\varepsilon_k = x_k - \hat{x}_k\). Equation (26) points out that the filtering algorithm has the minimum variance under Gaussian constraints and equation (27) requires that the residuals at different time points be orthogonal to each other. If the performance of the filtering algorithm satisfies the two conditions, it can be considered to have a strong tracking ability and optimal estimation performance. However, in the
practical system, the state estimation of the filter deviates from the real value due to the mismatch of the model, resulting in a non-orthogonal output residual sequence. To maintain a good tracking ability, we introduced the fading factor into the prediction of the state error covariance matrix. The error covariance and gain matrix are adjusted online, and this ensures the tracking ability of the filter.

Let:

\[ \begin{align*}
\hat{\mathbf{x}}_k &= \mathbf{x}_k - \hat{\mathbf{x}}_k \\
\tilde{\mathbf{x}}_k[k|k-1] &= \mathbf{x}_k - \hat{\mathbf{x}}_k[k|k-1] = \mathbf{F}_k \tilde{\mathbf{x}}_k[k-1] + \mathbf{w}_k[k-1]
\end{align*} \]

where \( \mathbf{P}^*_{k|k-1} \) represents the modified state one-step prediction covariance matrix.

From the system equation and measurement equation, the estimation error and prediction error are defined by:

\[ \begin{align*}
\varepsilon_k &= \mathbf{z}_k - \hat{\mathbf{z}}_k[k|k-1] = \mathbf{H}_k \tilde{\mathbf{x}}_k[k|k-1] + \mathbf{v}_k[k|k-1] \\
\mathbf{F}_k &= \frac{\partial f_k(x_k)}{\partial x_k} |_{x_k = \hat{x}_k[k-1]} \quad \text{and} \quad \mathbf{H}_k = \frac{\partial \mathbf{h}_k}{\partial \mathbf{x}_k} |_{\mathbf{x}_k = \hat{\mathbf{x}}_k[k-1]}, \quad \mathbf{F}_k \text{ and } \mathbf{H}_k \text{ refers to the Jacobian matrix.}
\end{align*} \]

The covariance matrix of the predicted residual vector in EKF framework can be expressed as [56]:

\[ \begin{align*}
P^\varepsilon_{k|k-1} &= E[\varepsilon_k \varepsilon_k^T] \\
&= \mathbf{H}_k \mathbf{P}^*_{k|k-1} \mathbf{H}_k^T + \mathbf{R}_k \\
&= \begin{bmatrix} \mathbf{P}^\varepsilon_{k|k-1} & 0 \\
0 & \mathbf{R}_k \end{bmatrix} \quad \text{(34)}
\end{align*} \]

Let:

\[ \eta_k[j] = E[\varepsilon_k \varepsilon_j^T] = \begin{bmatrix} \eta_k[j] \varepsilon_k \varepsilon_j^T \end{bmatrix} = \begin{bmatrix} \mathbf{H}_k [\mathbf{F}_k \tilde{\mathbf{x}}_k[k-1] + \mathbf{w}_k[k-1]] \\
[I - K_i \mathbf{H}_i] \mathbf{F}_i (\mathbf{P}^\varepsilon_{k|k-1} - K_i \eta_0) \\
\mathbf{H}_k [\mathbf{F}_k \tilde{\mathbf{x}}_k[k-1] + \mathbf{w}_k[k-1]]^T \\
(I - K_i \mathbf{H}_i) \mathbf{F}_i (\mathbf{P}^\varepsilon_{k|k-1} - K_i \eta_0) \end{bmatrix} \quad \text{(35)}\]

where \( \eta_0 \) is the innovation covariance matrix of the actual output of the UKF algorithm. Let \( \eta_k[j] = 0 \), then \( \mathbf{P}^\varepsilon_{k|k-1} - K_i \eta_0 \) = 0. Through calculations and arrangements, we see:

\[ \begin{align*}
P^\varepsilon_{k|k-1} (I - \mathbf{P}^\varepsilon_{k|k-1})^{-1} \eta_0 &= 0 \\
\mathbf{H}_k \mathbf{P}^*_{k|k-1} \mathbf{H}_k^T &= \eta_0 - \mathbf{R}_k \quad \text{(38)}
\end{align*} \]

The modified covariance is brought in:

\[ \begin{align*}
\mathbf{H}_k \{ \lambda_k (\mathbf{\omega} \xi_{k|k-1}^0 (\xi_{k|k-1}^0)^T) + \\
\omega_1 \sum_{i=1}^n \xi_{k|k-1}^i (\xi_{k|k-1}^i)^T \} + \\
\omega_2 \sum_{i=2}^n (n(n-1)/2) \xi_{k|k-1}^i (\xi_{k|k-1}^i)^T - \hat{x}_k[k-1] \\
\hat{x}_k[k-1] + \mathbf{Q}_k \mathbf{H}_k^T &= \eta_0 - \mathbf{R}_k \\
&= \mathbf{H}_k \{ \lambda_k (\mathbf{\omega} \xi_{k|k-1}^0 (\xi_{k|k-1}^0)^T) + \\
\omega_1 \sum_{i=1}^n \xi_{k|k-1}^i (\xi_{k|k-1}^i)^T \} + \\
\omega_2 \sum_{i=2}^n (n(n-1)/2) \xi_{k|k-1}^i (\xi_{k|k-1}^i)^T - \hat{x}_k[k-1] \\
\hat{x}_k[k-1] + \mathbf{Q}_k \mathbf{H}_k^T &= \eta_0 - \mathbf{R}_k - \mathbf{H}_k \mathbf{Q}_k \mathbf{H}_k^T \\
\eta_k &= \begin{bmatrix} \varepsilon_1^T, \varepsilon_{n+1-k}^T \end{bmatrix}, \quad k = 1 \quad \text{and} \quad k \geq 2 \quad \text{(41)}
\end{align*} \]

where \( \rho \) denotes the fading factor and whose \( \rho = 0.95 \).

\[ \begin{align*}
\lambda_k &= \text{tr}(\mathbf{\eta}_k - \mathbf{R}_k - \mathbf{H}_k \mathbf{Q}_k \mathbf{H}_k^T) / \text{tr}(\mathbf{H}_k \{ \lambda_k (\mathbf{\omega} \xi_{k|k-1}^0 (\xi_{k|k-1}^0)^T) + \\
\omega_1 \sum_{i=1}^n \xi_{k|k-1}^i (\xi_{k|k-1}^i)^T \} + \\
\omega_2 \sum_{i=2}^n (n(n-1)/2) \xi_{k|k-1}^i (\xi_{k|k-1}^i)^T - \hat{x}_k[k-1] \\
\hat{x}_k[k-1] + \mathbf{Q}_k \mathbf{H}_k^T)^T \\
&= \lambda_k = \max(1, \lambda_k) \quad \text{(43)}
\end{align*} \]

For \( \lambda_k \), the fading factor can take effect, therefore, the fading factor remains the same sensitivity to state mutation and stationary.

C. DISCUSSION ON THE STABILITY OF ALGORITHM

Stability is one of the key indicators of practicability. The accuracy of the proposed high-order UKF depends largely on the high-order UT strategy. Therefore, the stability of the algorithm can only be guaranteed by ensuring the stability of the high-order UT strategy. In addition, the equality constraints of equations (26), (27) and (43) are satisfied in the process of solving the adaptive factor, and the global optimization can be satisfied in model mismatch. In view of integration, the UT is also considered as a high dimensional integral method. When the high-order method is adopted, all the weights corresponding to the sigma points are positive, so this algorithm is feasible. Therefore, the sum of the absolute values of the weights is used as the technical index of the numerical stability of the algorithm. By deducing the above equations, it is found that the sigma points are completely symmetric. If \( \sum |i| \approx 1 \), the numerical integration is completely stable. If \( \sum |i| \gg 1 \), the introduction of
large rounding errors will lead to numerical instability [9]. Therefore, when \( \sum | \omega_i | \gg 0 (i = 0, 1, 2) \), satisfying \( \sum | \omega_i | = 1 \) invariably holds, the higher-order UT is completely stable. To make the sigma points of high-order UT match the information of high-order moment of a random function of Gaussian distribution, the stability cost function of high-order UT transform is constructed [47].

\[
J_{(s_i, \omega_i)} = 2\omega_1s_1^6 + 4(n - 1)\omega_2s_2^2 - 15 \tag{44}
\]

With the cost function, the minimization problem for equation (44) is equivalent to: \( J_{(s_i, \omega_i)} = 0 \). The transformation is essentially de-biased and consistent. The sigma points and weights distribution satisfy the stability cost function of equation (44). So, to capture the high-order moment information of Gaussian random function and improve the accuracy of UT, \( s_1, \omega_1, s_2 \) and \( \omega_2 \) in equations (19), (20), and (24) are introduced into \( J_{(s_i, \omega_i)} \) to obtain new cost function:

\[
G_{(n, \kappa)} = (n - 1)\kappa^2 + (2n^2 - 14n)\kappa + n^3 - 13n^2 + 60n - 60 \tag{45}
\]

Let the cost function \( G_{(n, \kappa)} = 0 \), the necessary and sufficient condition for satisfaction is: \( \Delta = -96n^2 + 480n - 240 \geq 0 \), and thus, we have can be \( 2 \leq n \leq 4 \), it is shown that the optimal free parameters exist only in 2-4 Dimensional state spaces.

Then only 1-4 Dimensional state spaces were analyzed and verified:

In a 1-Dimensional state, \( n = 1 \) is substituted into equations (18), (19), (20), and (45), respectively. Although the weights corresponding to all the sigma points taken are all positive, but equation (17) has no analytical solution, so there is no optimal free parameter selection in a 1-Dimensional state.

In a 2-Dimensional state, \( n = 2 \) is substituted into equations (18), (19), (20), and (45), and we get \( \kappa = 0.835 \) and \( \kappa = 19.165 \), respectively. The weights corresponding to all the sigma points taken are all positive. From the point of view of numerical stability, \( \kappa = 0.835 \) is selected.

In a 3-Dimensional state, \( n = 3 \) is substituted into equations (18), (19), (20), and (45), and we get \( \kappa = 1.417 \) and \( \kappa = 10.583 \), respectively. Similarly, the weights corresponding to all sigma points are all positive. From the point of view of numerical stability, \( \kappa = 1.417 \) is selected.

In the 4-Dimensional state, \( n = 4 \) is special. Only the free parameter \( \kappa = 2 \) can satisfy the weights corresponding to the sigma points, which are all positive. The following is a description of the special cases.

**D. DETAILED ALGORITHM FOLLOWS**

We summarized the implementation of the improved AHUKF algorithm as follows:

1) The initial value is given by equation (3) and the state vector \( x_{k-1} \) is assumed from \( x_{k-1} \sim N(x_{k-1}; \bar{x}_{k-1}, P_{k-1}) \).

\[
\bar{x}_0 = E[x_0] \quad P_0 = E[\bar{x}_0 \bar{x}_0^T] \tag{46}
\]

2) Determine the system state dimension, and select the optimal free parameter \( \kappa \).

**Time update:**

3) Estimate covariance matrix \( P_{k-1} \) of the state vector by Cholesky decomposition:

\[
P_{k-1} = S_{k-1}S_{k-1}^T \tag{47}
\]

4) High-order sigma points and corresponding weights construction and by given in equations (18), (19) and (20).

5) Compute the propagated high-order sigma points \( \tilde{s}^i_{k|k-1} \):

\[
\begin{align*}
\tilde{s}^{10}_{k|k-1} &= f(\tilde{s}^{10}_{k|k-1}) \\
\tilde{s}^{11}_{k|k-1} &= f(\tilde{s}^{11}_{k|k-1}) \\
\tilde{s}^{12}_{k|k-1} &= f(\tilde{s}^{12}_{k|k-1})
\end{align*} \tag{48}
\]

6) Compute the predicted state \( \hat{x}_{k|k-1} \):

\[
\hat{x}_{k|k-1} = \omega_0\tilde{s}^{00}_{k|k-1} + \omega_1\tilde{s}^{10}_{k|k-1} + \omega_2\sum_{i=1}^{n-1}\tilde{s}^{1i}_{k|k-1} + Q_k \tag{49}
\]

7) Compute the predicted error covariance \( P_{k|k-1} \):

\[
P_{k|k-1} = \omega_0\tilde{s}^{00}_{k|k-1} + \omega_1\tilde{s}^{10}_{k|k-1} + \omega_2\sum_{i=1}^{n-1}\tilde{s}^{1i}_{k|k-1} + Q_k \tag{50}
\]

8) Compute the adaptive factor \( \lambda_k \), and bring into the state error covariance matrix \( P_{k|k-1} \) given in equations (41), (42), and (43).

\[
P^*_{k|k-1} = \lambda_k(\omega_0\tilde{s}^{00}_{k|k-1} + \omega_1\tilde{s}^{10}_{k|k-1} + \omega_2\sum_{i=1}^{n-1}\tilde{s}^{1i}_{k|k-1} + Q_k \tag{51}
\]

**Measurement-update:**

9) Estimate the predictive covariance matrix \( P^*_{k|k-1} \) of the state vector by Cholesky decomposition:

\[
P^*_{k|k-1} = S^*_{k|k-1}S^*_{k|k-1}^T \tag{52}
\]

10) High-order sigma points and corresponding weights construction and by given in equations (18), (19) and (20).

11) Compute the propagated high-order sigma points \( \tilde{s}^i_{k|k-1} \):

\[
\begin{align*}
\tilde{s}^{10}_{k|k-1} &= h(\tilde{s}^{10}_{k|k-1}) \\
\tilde{s}^{11}_{k|k-1} &= h(\tilde{s}^{11}_{k|k-1}) \\
\tilde{s}^{12}_{k|k-1} &= h(\tilde{s}^{12}_{k|k-1})
\end{align*} \tag{53}
\]

12) Compute the predicted measurement \( \hat{z}_{k|k-1} \):

\[
\hat{z}_{k|k-1} = \omega_0\tilde{s}^{00}_{k|k-1} + \omega_1\tilde{s}^{10}_{k|k-1} + \omega_2\sum_{i=1}^{n-1}\tilde{s}^{1i}_{k|k-1} + Q_k \tag{54}
\]
13) Compute the innovation covariance matrix and cross-covariance matrix:

\[
P_{xz|k-1} = \omega_0 \xi_{i|k-1}^\rho \left( \xi_{i|k-1} \right)^T + \omega_1 \sum_{i=1}^{n} \xi_{i|k-1} \xi_{i|k-1} \xi_{i|k-1} \xi_{i|k-1}^T - \hat{x}_{k-1} \hat{x}_{k-1}^T
\]

\[
P_{zz|k-1} = \omega_0 \xi_{i|k-1}^\rho \left( \xi_{i|k-1} \right)^T + \omega_1 \sum_{i=1}^{n} \xi_{i|k-1} \xi_{i|k-1} \xi_{i|k-1} \xi_{i|k-1}^T - \hat{z}_{k-1} \hat{z}_{k-1}^T + R_k
\]

(55)

(56)

14) Estimate the updated state, the Kalman gain and the error covariance:

\[
K_k = P_{xz|k-1} \left( P_{zz|k-1} \right)^{-1}
\]

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k (z_k - \hat{z}_{k|k-1})
\]

\[
P_{k|k} = P_{k|k-1} - K_k P_{zz|k-1} K_k^T
\]

(57)

(58)

(59)

IV. SIMULATION ANALYSIS

In this part, we simulated and verified the different target tracking models. In order to verify the reliability and stability of the algorithm, we use the same model as reference [54] for verification. The simulation experiment run on a platform of an Inter (R) Core (TM) i3-7100 (2.4 GHz) CPU and MATLAB 2010a. Different methods were compared. Method 1: classical UKF algorithm (UKF) \( \kappa = 3 - n \) Method 2: based on the principle of the orthogonal UKF algorithm (AUKF), Method 3: standard CKF algorithm (CKF), Method 4: UKF based on high-order UT sampling strategy (HKF), and Method 5: adaptive high-order UKF (AHUKF). To compare the performances of the proposed filtering algorithm AHUKF and other algorithms, the root mean square errors (RMSEs), the averaged RMSEs (ARMSEs), and the averaged absolute value of biases (AAVBs) of position and velocity are chosen as performance metrics. The RMSE, ARMSE, and AAVB of the position are respectively defined as follows [35, 57]:

\[
RMSE_{pos}(k) = \sqrt{\frac{1}{M} \sum_{s=1}^{M} \left( x_s^k - \hat{x}_s^k \right)^2 + \left( y_s^k - \hat{y}_s^k \right)^2}
\]

(60)

\[
ARMSE_{pos} = \frac{1}{N} \sum_{k=1}^{N} RMSE
\]

(61)

\[
AAVB_{pos} = \frac{1}{M} \left| x_s^k - \hat{x}_s^k \right|_X
\]

(62)

where \( M \) and \( N \) are the total number of Monte Carlo runs and the simulation time, respectively. \( x_s^k, y_s^k \) and \( \hat{x}_s^k, \hat{y}_s^k \) are the real and estimated positions of the Monte Carlo simulation at the \( s \)th run. Similar to the RMSE and ARMSE in position, we can also formulate the RMSE and ARMSE in velocity. \( \left| . \right|_X \) is the absolute value operation, subscript represents relative to \( X \) coordinates, the coordinates relative to \( Y \) are similar to the representation of \( X \).

In this experiment, a large system model mismatch strategy was used in Scenario 1 to apply it to single target tracking. The maneuvering target tracking model is adopted in Scenario 2 and a small sampling interval and low turn rate, large sampling interval, and high turn rate, large sampling interval and low turn rate are used to verify the effectiveness of the proposed algorithm, respectively.

Scenario 1: A single observation station with a state vector is used to track the target and the radar position is determined to be known [54], [58], [59]. The target is moving according to the motion model of continuous white noise.

\[
x_k = F x_{k-1} + G w_{k-1}
\]

(63)

\[
F = \begin{bmatrix} \Lambda & 0_{2 \times 2} \\ 0_{2 \times 1} & \Lambda \end{bmatrix}, \quad \Lambda = \begin{bmatrix} 1 & \Delta t \\ \Delta t & 1 \end{bmatrix}
\]

(64)

\[
G = \begin{bmatrix} \Gamma & 0_{2 \times 1} \\ 0_{2 \times 1} & \Gamma \end{bmatrix}, \quad \Gamma = \begin{bmatrix} 0.5 \Delta t^2 & \Delta t \end{bmatrix}^T
\]

where \( x_k = [\xi_k, \dot{\xi}_k, \eta_k, \dot{\eta}_k]^T \), \( \xi_k, \eta_k, \dot{\xi}_k, \dot{\eta}_k \) represent the position and velocity of the Cartesian coordinates, respectively. \( F \) and \( G \) denote the state transition matrix and the noise drive matrix, respectively. The parameter \( \Delta t = 1 \) s denotes the sampling interval, \( 0_{2 \times 2} \) denotes the 2D null matrix and \( [.]^T \) is the transpose operation. The target is observed by a range sensor mounted on the control platform of the radar observation station, and the position is fixed. The measurement model is given by the following equation:

\[
z_k = \sqrt{(\xi_k - X_{radar})^2 + (\eta_k - Y_{radar})^2} + v_k
\]

(65)

where \( (X_{randr}, Y_{randr}) \) denotes position of the radar observation station, \( z_k \) is the distance of the target measured by the radar at time \( k \).

\[
\begin{cases}
\omega_k \sim N(0, Q) \\
v_k \sim N(0, R)
\end{cases}
\]

(66)

where \( \omega_k \) and \( v_k \) denote the process noise and measurement noise, respectively. \( N(0, \Sigma) \) denotes zero mean Gaussian white noise variance is \( \Sigma \), where \( Q = 1e - 4 \times \text{diag}(\{0.5, 1\}) \) and \( R = 10 \). The position of the radar station is fixed on the coordinate system platform (200m 300m), and the target track is located in the same plane as the radar.

In this simulation, UKF, CKF, AUKF, HUKF, and AHUKF are selected for comparison. Parameter selection: \( \kappa = 3 - n \). In the AUKF and AHUKF, the forgetting factor \( \rho = 0.95 \), the free parameter \( \kappa \) of AHUKF chooses the optimal parameter proposed in this paper. The target initial state and covariance are set as follows: \( x_0 = [-150 2 250 20]^T \) and \( P_0 = \text{diag}(1, 1, 11, 1) \), respectively. The sampling time is 60 s and the total number of Monte Carlo runs is 100. The target gives a larger state mutation in the 31 s flight, \( x_{31} = [15, 15, 15, 15]^T \). In Figs. 3-5 show the RMSEs and AAVBs of the position of the proposed filtering algorithm and other filtering algorithms, respectively. Table 1 shows the one-step running time and ARMSE of each filter, as well as...
the maximum error. Fig. 3 clearly shows that the RMSEs of the proposed algorithm are smaller than that of other filter algorithms. In addition, it can be seen from Table 1 that the proposed algorithm has better estimation accuracy and performance than the existing algorithms, although the running time of the proposed algorithm is higher than that of other algorithms, it still satisfies the engineering requirements.

It can be seen from Fig. 3 and Table 1 that when the target is in steady flight, the nonlinear radar ranging scheme is used and the accuracy of the algorithm is better than that of other algorithms. Especially after 10 s, the peak error and convergence rate of the algorithm are much smaller than those of the other algorithms. However, given a large mutation at 31 s, the algorithm proposed in this paper reaches the maximum peak (Max-Error), however, the next second will converge quickly. When compared with the other algorithms, HUKF is accurate than other algorithms but is still not as accurate as the algorithm proposed in this paper. To clearly illustrate the superiority of this algorithm, the error curves are shown in Figs. 4 and 5, respectively. It is not difficult to see that the error (AA VB) of this algorithm is lower than that of other algorithms.

In this scenario, a large system mutation was given, and the proposed AHUKF can deal with the estimation error caused by state mutation. The high-order UT sampling strategy was used to capture the high-order moment information under nonlinear conditions, and the simulation results were also convincing.

Scenario 2: To further verify the superior the performance of proposed methods, which is applied to an agile target tracking with time-varying turn rate. This model is widely used to verify the performance of the nonlinear filter [54], [60], [61]. The computational complexity and nonlinear intensity of Scenario 2 are both higher than that of Scenario 1, and apply different sampling interval and turn rate verify the high-order moment capture capability and adaptive tracking ability of this algorithm.

### TABLE 1: ARMSEs and running times of the different algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>ARMSE</th>
<th>Max-Error</th>
<th>Single step running time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UKF</td>
<td>3.742193</td>
<td>19.640295</td>
<td>0.000326</td>
</tr>
<tr>
<td>CKF</td>
<td>3.742055</td>
<td>19.640512</td>
<td>0.000348</td>
</tr>
<tr>
<td>AUKF</td>
<td>3.504636</td>
<td>19.567588</td>
<td>0.000365</td>
</tr>
<tr>
<td>HUKF</td>
<td>1.059423</td>
<td>20.535593</td>
<td>0.001251</td>
</tr>
<tr>
<td>AHUKF</td>
<td>0.729735</td>
<td>20.865153</td>
<td>0.001289</td>
</tr>
</tbody>
</table>

![FIGURE 3: RMSEs of the different algorithms.](image3)

![FIGURE 4: AAVBs of the X coordinates of the different algorithms.](image4)

![FIGURE 5: AAVBs of the Y coordinates of the different algorithms.](image5)
Case 1: The state space model is represented as follows:

\[
x_k = \begin{bmatrix}
1 & \sin \Omega \Delta T & 0 \\
0 & \cos \Omega \Delta T & -\sin \Omega \Delta T \\
0 & 1 - \cos \Omega \Delta T & \sin \Omega \Delta T
\end{bmatrix}
\begin{bmatrix}
x_{k-1} \\
w_{k-1}
\end{bmatrix}
\]  

(67)

where the state is \(x_k = [\hat{s}_k \hat{\xi}_k \hat{\eta}_k]^T\), \(\hat{s}_k\) and \(\hat{\eta}_k\) denote the positions, \(\hat{\xi}_k\) and \(\hat{\eta}_k\) the denote velocities in the \(x\) and \(y\) directions, respectively. \(\Omega = -1.1458\text{s}^{-1}\) denotes the constant turn rate. The process noise is \(\omega \sim \mathcal{N}(0, Q)\) with \(Q = \text{diag}[0.1, 0.01, 0.1, 0.01]\) and \(\Delta T=1\text{s}\) denotes the sampling interval.

The measurement model is represented as follows:

\[
z_k = \begin{bmatrix}
\hat{r}_k \\
\theta_k
\end{bmatrix} = \begin{bmatrix}
\sqrt{x_k^2 + y_k^2} \\
\arctan2(y_k, x_k)
\end{bmatrix} + v_k
\]  

(68)

where \(z_k\) is the measurement of the radar at moment \(k\), \(\text{atan2}\) denotes the four quadrant tangent function. It is assumed that the radar measurement range is \(r\) and azimuth is \(\theta\). The measurement noise is \(v_k \sim \mathcal{N}(0, R)\) with \(R = \text{diag}[\sigma_r^2, \sigma_r^2]\), where \(\sigma_r = 100\text{m}\) and \(\sigma_\theta = 100\text{mrad}\).

The initial state is given by:

\[
x_0 = [100\text{m} \ 20\text{m}\text{s}^{-1} \ 500\text{m} \ 30\text{m}\text{s}^{-1}]^T
\]  

(69)

The associated initial state covariance is given by:

\[
P_{0|x_0} = [100\text{m}^2 \ 10\text{m}^2\text{s}^{-2} \ 100\text{m}^2 \ 10\text{m}^2\text{s}^{-2}]
\]  

(70)

In each run, the initial state estimation \(\hat{x}_{0|x_0}\), was randomly selected from \(\mathcal{N}(\hat{x}_{0|x_0}; x_0, P_{0|x_0})\), and all filters were initialized under the same conditions. To compare the performance of the filter, the RMSE of the position and velocity was chosen as the performance metric, and 100 independent Monte Carlo runs were performed. To verify the importance of the derived adaptive adjustment factor and the selection of UKF free parameters, UKF \((\kappa = 3 - n)\), UKF \((\kappa = 1)\), UKF \((\kappa = 2)\), HUKF and UKF with adaptive adjustment factor (AUKF) were compared with the algorithm proposed in this paper. The RMSE of the different filter positions and velocities are shown in Figs. 6 and 7. The ARMS of the different filter positions and velocities and the one-step running time are shown in Table 2. It can be seen from Figs. 6 and 7 that in the proposed algorithm, the RMSE is lower than the other filters. Within 20 s, the RMSE stability of the UKF and AUKF was not ideal and had fluctuations, and then the error increased sharply. Although the error of the AUKF was reduced after 60 s, it was still larger than the HUKF and AUKF. For the HUKF and AHUKF with lower error, the error of the AHUKF was always smaller than that of the HUKF. Table 2 shows that the average tracking accuracy of this algorithm is also better than that of the other algorithms. The position accuracy of the proposed algorithm was 31% higher than that of the UKF \((\kappa = 3 - n)\), UKF \((\kappa = 1)\), UKF \((\kappa = 2)\), 8% and 14% higher than that of the HUKF and AUKF, respectively.

Case 2: To verify the robustness of the proposed algorithm, we deliberately increased the sampling interval and kept the other parameters unchanged. Sampling interval \(\Delta T=3\text{s}\), the algorithm was further tested in Case 2. Figs. 8 and 9 show the position and velocity of the RMSEs, respectively. Table 3 shows the different filter position and velocity of ARMSE and one-step running time. From Figs. 8 and 9, due to the mismatch of higher-order moment information in the state estimation, the UKF (including different free parameters) and AUKF contain a large jump. For the AUKF, it is difficult to
adjust the estimation of covariance in a weak maneuvering state, which can result in the gain difficult to reach the required value, but it is still superior to the method of the UKF (including different free parameters). Under the condition of capturing the information of high-order moments, AHUKF adjusts the prediction error covariance effectively by using an adaptive adjustment factor, so the error accuracy is better than that of AUKF, and the robustness is very good. The proposed algorithm is superior to other algorithms in large sampling intervals. Compared with the UKF algorithm, the accuracy of the AHUKF was improved by 63.6%. Compared with the AUKF algorithm, the accuracy of AHUKF is improved by 55.2%. For HUKF, AHUKF was still a great improvement, and the accuracy of the improvement of 18.9%.

Case 3: On the basis of Case2, the simulation test was carried out again, and the maneuvering tracking test was carried out under the condition of high turn rate, where

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>ARMSE-Pos</th>
<th>ARMSE-Vel</th>
<th>Single step running time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UKF(κ = 3 − n)</td>
<td>7.848111</td>
<td>12.175480</td>
<td>0.0000407</td>
</tr>
<tr>
<td>UKF(κ = 1)</td>
<td>7.8509154</td>
<td>12.178916</td>
<td>0.0000399</td>
</tr>
<tr>
<td>UKF(κ = 2)</td>
<td>7.8519649</td>
<td>12.180629</td>
<td>0.0000401</td>
</tr>
<tr>
<td>HUKF</td>
<td>107.170158</td>
<td>16.839124</td>
<td>0.0000901</td>
</tr>
<tr>
<td>AUKF</td>
<td>73.782270</td>
<td>11.403088</td>
<td>0.0000443</td>
</tr>
<tr>
<td>AHUKF</td>
<td>58.480713</td>
<td>8.115988</td>
<td>0.0000948</td>
</tr>
</tbody>
</table>

In this simulation, the superiority of the proposed algorithm can be better explained. As can be clearly seen in Figs. 10 and 11, HUKF tends to be stationary, but the error is higher than all filters. This is because the tracking information is too smooth to capture the real information, leading to the gradual deviation of the tracking trajectory, which reduces the tracking performance of the radar system, precision reduction by 45% compared with AHUKF. When compared with AUKF, under the condition of high turn rate and large sampling interval, the adaptive factor played a major role in adjusting, but it was still not better than the algorithm proposed in this paper, and compared with AHUKF, the tracking accuracy decreases by 20.7%.

In this scenario, a large sampling interval was easy to

TABLE 4: ARMSEs of different filter position and velocity with large sampling interval and high turn rate
lose sampling information, and the high turn rate led to increased maneuverability of the target. AHUKF can more accurate matching of the high-order moment information, reducing the error caused by the model mismatch. Thus, the proposed AHUKF had better filtering precision than the existing filtering in a target tracking application with the different sampling interval and turn rate, respectively, and can achieve the global optimal.

The above experiments and analysis demonstrated the proposed AHUKF enhances the robustness of the classical UKF and outperforms other filtering methods in accuracy under model mismatches, large sampling interval and high running rate.

V. CONCLUSION

In this paper, a new adaptive high-order unscented Kalman filter (AHUKF) was proposed by using the orthogonal principle and high-order UT sampling strategy based on an online estimation method, and it was applied to the target tracking model. For the standard UKF algorithm, only the first two moments can be captured. In this paper, a high-order UT sampling strategy with free parameters was proposed to capture the information of high-order moments and improve the estimation accuracy. The rationality of the selection of free parameters was analyzed theoretically. Based on the orthogonal principle, the adaptive factor was introduced into the prediction covariance, and the gain matrix was further adjusted, which effectively restraints the influence of strong nonlinear and maneuvering target as well as large abrupt changes on the filter. AHUKF had a good effect on different sampling intervals and different turning rates, and the effect of the dynamic model error was reduced. The experimental results show that the proposed method was robust in suppressing the uncertainty of the model and had a good ability to capture high-order moment information. The estimation accuracy was improved, the global optimization was achieved, and the stability of the whole filtering process was improved. The results show that the AHUKF algorithm had advantages over the other filtering algorithms. The computational complexity was slightly higher than the other Gaussian approximation algorithms. We believe the AHUKF would be still useful in engineering applications.

Future research on AHUKF might extend the field of non-linear singularly perturbed complex networks [62], discrete time-delayed genetic regulatory networks under stochastic communication protocols [63], [64], and non-stationary heavy tailed noises [65], [66].
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