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ABSTRACT Due to the advantages of superior harmonics attenuation ability and reduced size, the LCL filter has been widely adopted to interface between the inverter and the grid for improving the quality of injected grid currents. However, the high-order characteristics and various constraints of the LCL filter complicate the filter design. Moreover, the stability of the internal current control loop of the individual inverter is susceptible to the inherent LCL-filter resonance peak. Meanwhile, the overall system stability would be aggravated by the external interactions between the inverter and the weak grid as well as among the paralleled inverters. Both the LCL-filter resonance peak and two types of interaction would cause severely distorted grid currents. Motivated by the existing problems, a comprehensive review on the modeling and stability analysis of the LCL-type grid-connected inverters is conducted in this paper. Concretely, the generalized parameter constraints of the LCL filter are outlined to facilitate the passive components selection, and the magnetic integration techniques of filter inductors are also introduced to reduce the weight and size of filter for increasing the power density of the system. Then, the various damping methods for enhancing the individual internal stability and the relevant application issues are also discussed. Furthermore, the impedance-based method for evaluating the system-level interactive stability is subsequently reviewed, with the emphasis on different modeling methods of inverter output impedance and online impedance measurement techniques. Finally, the future research trends on the modeling and stability analysis of LCL-type grid-connected inverters are also presented.

INDEX TERMS LCL-filter, grid-connected inverters, parameters design, magnetic integration, damping methods, delay, stability, impedance-based stability analysis, impedance modeling, impedance measurement.

I. INTRODUCTION

Recently, the distributed power generation systems (DPGS), as shown in Fig. 1, have been widely utilized for renewable energy integration, such as solar, wind, and fuel cell, which greatly alleviate the energy crisis and environmental problems [1]-[5]. Grid-connected inverters controlled by pulse-width modulation (PWM) techniques play the key roles for promoting the renewable energy consumption. However, the harmonics caused by PWM process would impose additional challenges on the conventional grid, such as the grid oscillation or even destabilization induced by distorted grid current. The passive filters are usually connected between the grid and the inverters to attenuate the high-frequency harmonics to improve the quality of injected grid current [6], [7]. In comparison, L filters are not suggested due to their poor high-frequency attenuation ability of -20 dB/dec and bulky...
inductors [8], yet LC filters are advantageous over L filters, with the harmonics attenuation rate of -40 dB/dec [9], [10]. Nevertheless, compared with L and LC filters, the relatively small inductors and capacitors are required in LCL filters, and the superior high-frequency attenuation characteristic of -60 dB/dec can also be achieved simultaneously. In this scenario, LCL-type grid-connected inverters are preferred to be adopted on a large scale in practical applications [11]-[17].

It is worth noting that, the filtering performance of LCL-filter can be maximized by means of reasonable filter design, thereby avoiding the undesired stability problems resulting from the harmonics pollution to great extent. Nonetheless, the high-order LCL filters complicate the parameters selection due to the interrelation among the parameters and various design constraints. Recently, several literatures have been published to discuss the LCL-filter parameters design [18]-[23]. In [19], the analytical expressions of harmonic voltages based on Bessel functions was presented, which aims to reduce the grid current harmonics, whereas the optimal capacitance is mainly concerned in [20]. Even if the focuses are dissimilar in diverse design processes, some common principles still exist in different research works irrespective of the various applications. For instance, the selection of LCL-filter resonance frequency, the current ripple, the total inductance, the harmonic attenuation rate, and the reactive power absorbed by filter capacitor, etc. It is worth mentioning that, although the inductances of LCL filter are reduced compared with the inductances of L and LC filters, two discrete inductors are still redundant in view of the weight and volume of LCL filter. In this scenario, the consideration of magnetic integration techniques in the filter design process is necessary to further minimize the bulky inductors [24]-[26].

Note that, the utilization of the LCL-type grid-connected inverters would result in additional stability issues even if LCL filters are meticulously designed. Specifically, the stability of the internal current control loop of individual inverter itself is related to the inherent LCL-filter resonance peak, so-called the individual internal stability. Also, the overall system stability may be deteriorated due to the underlying external interaction resonances between the inverter and the weak grid as well as among paralleled inverters, namely, the external stability of the inverter [27]-[29].

With respect to the methods for improving the internal stability of individual inverter, the passive damping (PD) methods can be applied by adding resistors in series or parallel with the LCL-filter branches [30]. However, the inevitable damping losses and degraded harmonics attenuation ability in high-frequencies are yielded due to the presence of dissipated components. Furthermore, the complex PD methods are alternative to diminish the power losses and regain the filtering performance [31], [32], yet the size and weight of filters are increased, arising from the additional passive components. Besides, by inserting a digital filter in the forward path of current control loop, the filter-based damping method is also applicable to suppress the LCL-filter resonance peak [33], without extra sensors, whereas the robustness of this method is poor. In this case, an additional state variable can be fed back for both damping the LCL-filter resonance peak and increasing the system robustness, which emulates a physical resistor in the LCL-filter branch [34], i.e., an virtual impedance. The analytical expression and connection type of virtual impedance are dependent on the feedback variable and coefficient [35], [36].

As for the external stability, generally, the stability analysis approaches can be roughly categorized into the state-space method in time-domain and the impedance-based method in frequency-domain [37]. In [38], the state-space model of the inverter system is established to investigate the stability, in which case the stability analysis and the design of the system parameters in time-domain are straightforward for the control process. Yet, this method is deficient and inconvenient for AC DPGSs due to the requirement of detailed system parameters, and intrinsically reveals the variation of internal state variables for internal stability. Conversely, the impedance-based method is used to evaluate the stability by exploring the terminal characteristics of the system, namely, whether the ratio of the inverter output impedance to the grid impedance satisfies the Nyquist stability criterion (NSC) [39]. The impedance-based stability analysis method has been widely utilized in recent years [40]-[44], and the study in [45] indicates that the instability would arise in the case of weak grid due to the interaction between the inductive grid impedance and the capacitive output impedance of the current-controlled inverter.
Normally, the inverter output impedance can be theoretically derived by employing the equivalent transfer functions [46], [47] or small-signal linearization method [48], and can also be obtained by means of the impedance measurement through injecting the perturbation signals into the grid voltage and capturing the corresponding responses, in which case the system is regarded as a black box [49], [50]. As for the grid impedance, its information is usually acquired by impedance measurement techniques by superposing small perturbations on the current reference signals. Also, the grid impedance needs to be identified in real time to predict the global stability of the interconnected system, so that diminish the effect of the time-varying characteristics of grid impedance [51], [52].

The above introduction aims to discuss the existing stability problems of LCL-type grid-connected inverters and how to solve and assess these issues. Thereafter, this paper presents a comprehensive overview on the state-of-the-art techniques of LCL-type grid-connected inverters, including the LCL-filter design, the internal and external stability of inverters.

The remainder of this paper is organized as follows. Section II reviews the generalized parameters design constraints and magnetic integration techniques of LCL filters. Subsequently, in order to solve the internal instability induced by the LCL-filter resonance peak, the damping methods, including the passive damping methods, filter-based damping methods and state-feedback-based damping methods are summarized in Section III, and the influence of control delay on the system stability and the corresponding countermeasures are also discussed. Moreover, Section IV gives an overview on the impedance-based stability analysis, impedance modeling methods, online impedance identification techniques and the interactive stability analysis of the paralleled inverters. Finally, Section V concludes this paper and the future research trends are presented.

II. LCL-FILTER DESIGN

As an interface between the inverter and the grid, the LCL filter improves the quality of injected grid current and voltage at the point of common coupling (PCC), thereby avoiding grid oscillation or even destabilization caused by the harmonics pollution issues to some extent [18]. Specifically, the preferred properties of LCL filter are summarized as follows [53]:

1. High current ripple rejection [30], [54]-[56].
2. Fast dynamic response [18], [20], [53], [57].
3. Low voltage drop across the filter [18], [20], [53], [57].
4. High power factor [18], [57].
5. Low volume and weight [18], [20], [30], [53], [57].

Fig. 2 shows the equivalent circuit of LCL-type grid-connected inverter system, where \( L_1 \) and \( L_2 \) are the inverter-side and grid-side inductors, respectively, \( C \) is the filter capacitor, \( Z_g \) is the grid impedance, \( i_1 \) and \( i_2 \) are the inverter-side and grid-side currents, respectively, \( i_C \) is the capacitor current, \( u_{inv} \) is the inverter output voltage, \( u_{pcc} \) is the voltage at PCC, \( u_C \) is the capacitor voltage, and \( u_g \) is the grid voltage.

The high-order characteristics of the LCL filter, various constraints and relationships of aforementioned performance requirements complicate the design process. In order to achieve simple and reasonable parameters design, the selection basis and the influences of parameters on the filtering performance should be concerned. Meanwhile, the magnetic integration techniques are worth considering for reducing the device volume or constructing the higher-order output filters.

A. PARAMETERS SELECTION FOR LCL FILTER

The selected parameters mainly include the filter capacitor \( C \), the total inductance \( L_T \), the inverter-side inductance \( L_1 \), the harmonic attenuation rate \( \delta \) and the resonance frequency \( f_r \).

Generally, the capacitor branch is the dominant flow path of high-frequency current harmonics. The selection of capacitor value should achieve a tradeoff between the power factor (PF) and the harmonics attention ability of LCL filter [57], thus the reactive power stored in the capacitor is usually less than 5% of the rated active power of the inverter in this case [18], [30]. In addition, the capacitor value of wye connection is three times of that of delta connection in three-phase system [58], [59]. With respect to the total inductance \( L_T \), the fundamental voltage drop across the filter inductors should be less than 10% of grid voltage [18]. Note that, the high dc-link voltage is needed to assure the current controllability in the case of large \( L_T \), which leads to high switching losses [60]. As for the inverter-side inductor, its inductance is mainly related to the inverter topology [55], [61], modulation index [61], modulation strategy [62], and current ripple requirement [55], [63], etc. Commonly, the allowable maximum current ripple should be appropriately selected for obviating the inductor saturation problems [64], and the \( L_1 \) is inversely proportional to maximum current ripple [63]. In addition, the resonance frequency \( f_r \) should be in the range of \( 10f_0 \leq f_r \leq f_{sw}/2 \) [18], where \( f_0 \) is the fundamental frequency of grid voltage, and \( f_{sw} \) is the switching frequency.

Specifically, the generalized design constraints are summarized in Table I to facilitate the parameters selection of LCL filter, where \( U_{rms} \) is the RMS of fundamental line-to-line grid voltage, \( P_n \) is the rated active power of the inverter, \( U_{dc} \) is the dc-link voltage, \( I_{rated} \) is the rated current of the inverter, \( I_{1sw} \) and \( I_{2sw} \) are the switching frequency current harmonics across \( L_1 \) and \( L_2 \), respectively, \( \omega_{sw} \) is the switching angular frequency.

![FIGURE 2. The equivalent circuit of the LCL-type grid-connected inverter system.](image-url)
can be determined, then the magnetic design of inductors

In general, the initial conditions should be determined ahead of the design process, including $U_{\text{min}}, P_{\text{in}}, f_{\text{sw}}, f_0, I_{\text{rated}}$. Then the parameters selection of LCL filter can be implemented by using the following step-by-step design procedure proposed in [18].

Step 1: Determine the maximum total inductance $L_{T\text{max}}$.

Step 2: Select $L_1$ greater than the minimum inverter-side inductance $L_{1\text{min}}$.

Step 3: Determine the maximum capacitor value $C_{\text{max}}$. The initial $C$ can be chosen as one half of $C_{\text{max}}$ to reduce the iteration design process.

Step 4: Select original harmonic attenuation rate $\delta$ as 20% for a tradeoff between the total harmonic distortion (THD) of grid current and filter costs [18]. Then the $L_2$ can be determined according to the $\delta$ and the ratio $a_1$ between $L_2$ and $L_1$, i.e., $a_1=L_2/L_1$. Besides, the $L_2$ can also be directly chosen by setting $a_1=1$, in which case the size of the passive components can be minimized, whereas $a_1=2$ corresponds to the minimum harmonics attention [57]. Note that, if the sum of $L_2$ and $L_1$ is greater than the $L_{T\text{max}}$, a new design procedure should be easily implemented by increasing $C$ [58].

Step 5: Verify that the resonance frequency $f_r$ is within the reasonable range [18]. If $f_r$ is lower than $10/\delta$, the capacitor value in Step 3 should be reduced. Conversely, if $f_r$ is higher than $f_{\text{sw}}/2$, the capacitor value or $f_{\text{sw}}$ should be increased [58].

Step 6: Check that the THD of grid current is lower than 5%. If the THD is higher than 5%, the $\delta$ should be properly reduced with a new design procedure [58].

To conclude, the parameters selection of LCL filter is a iteration process until all the constraints are satisfied. After completing the above steps, the final parameters of LCL filter can be determined, then the magnetic design of inductors needs to be considered in the next design procedure, such as core materials and size, winding turns, air gaps and core shapes.

### B. MAGNETIC INTEGRATION TECHNIQUES FOR LCL FILTER

As for the conventional LCL filters, the utilization of two discrete magnetic cores causes bulky filter inductors. In order to reduce the weight and size of filters, two discrete inductors can be integrated into one magnetic core, where the magnetic flux of the two inductor windings in the common path is reversed to reduce the total magnetic flux of common core, thus the cross-sectional area of common core is diminished, thereby decreasing the volume of the overall magnetic core [30]. Conversely, the magnetic flux direction of two windings in the common core can also be identical, in which case the coupling effect between $L_1$ and $L_2$ can be intentionally maximized to construct the equivalent high-order filters, without extra trap inductors [65]. The magnetic integration techniques are mainly related to the selection of the magnetic materials, core shapes, adopted wires and winding methods.

In comparison, the soft magnetic materials, such as ferrites, laminated silicon steel, powder core, amorphous alloys and nanocrystalline materials, are generally utilized in the filter inductors of power electronic devices [66]. It is noteworthy that high saturation flux density and relative permeability of magnetic materials contributes to diminish the winding turns of inductors [26], and high Curie temperature guarantees the stable inductance [67]. Specifically, the ferrite materials exhibit low core losses and saturation flux densities, which are unsuitable for the large current applications [66]. Moreover, the thin laminated silicon steel is commonly used on account of the low eddy current losses and lighter weight. The powder core is also the superior material owing to its low eddy current losses and stable inductance against the temperature variation. However, the distributed air gap existed in powder

### TABLE I

<table>
<thead>
<tr>
<th>Parameters of the LCL filter</th>
<th>Constraints</th>
<th>Impact of parameters on filter performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter capacitor $C$ [18], [57]</td>
<td>$C&lt;5%$ $P_n$ $2\pi f_0^2 L_{\text{rms}}^2$</td>
<td>Large $C$ results in low power factor</td>
</tr>
<tr>
<td>Total inductance $L_T$ [18], [60] ($L_T=L_1+L_2$)</td>
<td>$L_T&lt;10%$ $L_{\text{rms}}^2$ $2\pi f_0 P_n$</td>
<td>Large $L_2$ results in large voltage drop, small current ripple and PF, poor dynamic response and high cost</td>
</tr>
<tr>
<td>Inverter-side inductance $L_i$</td>
<td>Single-phase inverter with unipolar SPWM, $r=8$ [30], [54]</td>
<td>Large $L_1$ results in small current ripple, high voltage drop and cost</td>
</tr>
<tr>
<td></td>
<td>Single-phase inverter with bipolar SPWM, $r=2$ [30]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Three-phase two-level inverter using SPWM or SVM, $m_i$ is the modulation index [61]</td>
<td></td>
</tr>
<tr>
<td>Harmonic attenuation rate $\delta$ [18]</td>
<td>$\delta=\frac{1}{1+\sqrt{1-(1-20%)\cdot C_{\text{max}}}}$, $\delta_{\text{sw}}=\frac{1}{1+\sqrt{1-(1-20%)\cdot C_{\text{max}}}}$</td>
<td>$\delta&gt;20%$</td>
</tr>
<tr>
<td>Resonance frequency $f_r$ [18], [58]</td>
<td>$10f_0&lt;f_r&lt;0.5f_{\text{sw}}$</td>
<td>Small $f_r$ results in narrow control bandwidth</td>
</tr>
<tr>
<td>$\omega_r=2\pi f_r=\sqrt{\omega_{\text{L}}^2+\omega_{\text{C}}^2}$</td>
<td></td>
<td>Large $f_r$ results in resonance peak near $f_{\text{sw}}$</td>
</tr>
</tbody>
</table>
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core may cause additional fringing effect losses [67], and their nonlinear current-dependent inductance characteristics would affect the effective LCL-filter design [68]. Also, the amorphous alloys and nanocrystalline are alternative materials due to the low core losses and high saturation magnetic flux densities, yet the high cost may be unacceptable in the practical applications [66]. Actually, the utilization of copper foils [69] and Litz wires [26], [66] can further reduce the copper losses caused by skin effects.

The different core structures and the corresponding equivalent circuits are shown in Figs. 3-5, including the EIE-, UIU- and EE-type cores, where \( \Phi_1, \Phi_2 \) and \( \Phi_4 \) are the magnetic fluxes generated by inverter-side current \( i_1 \), grid-side current \( i_2 \), and capacitor current \( i_c \), respectively, the air-gaps \( (g_1 \) and \( g_2 \)) and winding turns \( (N_1, N_2 \) and \( N_c \)) can be adjusted to obtain desired inductances.

As illustrated in Fig. 3, the integrated EIE-type core structure is proposed in [70] to reduce the volume and weight of filter, where the positive coupling effect between \( L_1 \) and \( L_2 \) introduces a negative mutual inductance -\( M_{12} \) in the capacitor branch. Consequently, the high-frequency attenuation slope of the integrated LCL filter is simultaneously degraded due to the -\( M_{12} \). In this way, the properly decreased coupling coefficient can be employed to ensure effective filtering performance [69]. In order to counteract the -\( M_{12} \), an active magnetic decoupling winding on the I-type core is applied in the UIU-type core structure [71], i.e., \( L_c+2M_{1c}=M_{12} \), as depicted in Fig. 4, where \( L_c \) is the self-inductance of the decoupling winding, and \( M_{1c} \) is the mutual inductance. Moreover, by integrating two inductors into the EE-type core structure with negative coupling effect between inductor windings, a positive mutual inductance \( M_{12} \) is introduced in the capacitor branch to construct an equivalent LLCL filter in [65], as shown in Fig. 5. Then, the strong switching-frequency harmonics attenuation can be achieved. However, the double volume and weight of common flux path are required to avoid magnetic saturation in this case.

![FIGURE 3. Integrated LCL filter with positive coupling effect in [69] and [70]. (a) EIE-type core structure. (b) Equivalent circuit.](image)

For the sake of reasonable filter design, the specific design aspects about inductors selection are presented in Table II. To conclude, the positive coupling effect between the inductor windings should be significantly reduced for improving the filtering performance of LCL filter, which can be realized by decreasing the coupling coefficient of windings. Conversely, in order to construct an equivalent high-order filter, the negative coupling effect between \( L_1 \) and \( L_2 \) needs to be effectively maintained for introducing a positive mutual inductance in the capacitor branch. Besides, the soft ferrites and silicon steels are mostly applied due to the advantage of low cost.

Indeed, from the above discussion on the parameters selection and inductors integration of LCL filter, the quality of injected grid current can be improved while increasing the power density of the system, with reasonable filter design. In this scenario, the implicit menace caused by PWM to the conventional grid can be eliminated, namely, obviating the grid oscillation or even destabilization induced by the harmonics pollution. Despite all that, the instability of individual inverter itself induced by the inherent LCL-filter resonance peak cannot be exempted irrespective of the deliberate filter design, thus the additional countermeasures are naturally required to damp the resonance peak.

III. DAMPING METHODS FOR INTERNAL STABILITY

It is well-known that, the stability of the internal current control loop of individual inverter is aggravated due to the LCL-filter resonance peak. Accordingly, the various damping methods can be employed to increase the system damping for solving the resonance problem, including the passive damping (PD) methods, the filter-based damping methods and the state-feedback-based damping methods. The main
application disadvantage of PD methods is the inevitable power losses, and the unfavorable factor that affects the latter two damping methods is mainly due to the digital control delay, which would be discussed as follows.

### A. PASSIVE DAMPING METHODS

In order to suppress the LCL-filter resonance peak, six typical PD methods can be utilized by adding the series or parallel resistors into the LCL filter branches, as shown in Fig. 6. The $R_1$, $R_3$, and $R_5$ are the damping resistors in series with $L_1$, $C$ and $L_2$, respectively, $R_2$, $R_4$, and $R_6$ are the damping resistors in parallel with $L_1$, $C$ and $L_2$, respectively. Moreover, $R_1$ and $R_5$ can also be regarded as the equivalent resistances of $L_1$ and $L_2$, respectively. The bode diagrams of six typical PD methods are shown in Fig. 7, and the transfer functions corresponding to the various damping methods are also incorporated in Fig. 7.

**TABLE II**

<table>
<thead>
<tr>
<th>Specific aspects</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferrites</td>
<td>Low cost, Low core losses, High resistivity</td>
<td>Fragile, Low saturation flux density, Low Curie temperature</td>
<td>Low-current applications</td>
</tr>
<tr>
<td>Laminated silicon steel</td>
<td>Low eddy current losses, Reduced acoustic noise, High Curie temperature</td>
<td>Fragile, Reduced saturation flux density, Reduced life time of laminated materials</td>
<td>Low-current applications</td>
</tr>
<tr>
<td>Powder core</td>
<td>Low eddy current losses, High saturation flux density, High resistivity and Curie temperature</td>
<td>Cause fringing effect losses, Electromagnetic interference</td>
<td>High-current applications</td>
</tr>
<tr>
<td>Amorphous alloys</td>
<td>Low core losses, High saturation flux density</td>
<td>Low Curie temperature, High cost</td>
<td>High-current applications</td>
</tr>
<tr>
<td>Nanocrystalline materials</td>
<td>Low eddy current losses, High saturation flux density, High Curie temperature</td>
<td>High cost, Cause fringing effect losses</td>
<td>High-current applications</td>
</tr>
<tr>
<td>EIE-type with positive coupling [69], [70]</td>
<td>Reduced volume and weight, Reduced core losses</td>
<td>Degraded high-frequency attenuation ability</td>
<td>Integrate single-phase or three-phase LCL filter</td>
</tr>
<tr>
<td>EE-type with negative coupling [65]</td>
<td>Strong attenuation ability for switching-frequency harmonics</td>
<td>Poor attenuation ability away from the switching frequency, Lack of design flexibility</td>
<td>Construct equivalent LCL filter</td>
</tr>
<tr>
<td>UIU-type with positive coupling [71]</td>
<td>Ensure harmonics attenuation ability of -60dB/dec</td>
<td>Increased windings, Stringent design requirement</td>
<td>Decoupling the integrated LCL filter</td>
</tr>
<tr>
<td>Copper foils [69]</td>
<td>High space utilization, Small leakage inductance</td>
<td>High cost, Difficult manufacturing process</td>
<td>High-current applications, Less winding turns</td>
</tr>
<tr>
<td>Litz wires [26], [66]</td>
<td>Easy winding, Low eddy current losses</td>
<td>Poor overload capability</td>
<td>Low-current applications, More winding turns</td>
</tr>
</tbody>
</table>

Corresponding to the PD methods in Figs. 7(b), 7(c) and 7(f), the high-frequency attenuation slope is reduced in comparison with that of undamped LCL filter since the additional zeros are contained in the transfer functions [32]. In Fig. 7(a) and Fig. 7(e), the attenuation ability of high-frequency harmonics is unaffected, whereas the large damping losses are caused by PD-1 and PD-5 owing to the directed path of the power flux through $R_1$ and $R_5$. Meanwhile, the utilization ratio of DC voltage and the dynamic tracking performance are weakened due to the presence of diminished low-frequency gain, thus PD-1 and PD-5 are not recommended. Besides, the comparatively large resistances are required in PD-2 and PD-6 to achieve PD, with decreased harmonics attenuation ability. Notably, the filtering performance of PD-4 is the best among the six PD methods, with invariable frequency characteristics, yet the damping losses are relatively high due to the effect of PCC voltages [30].

From the perspective of power losses, effective damping and filtering performance, the PD-3 using a small resistance is most appropriate in comprehensive comparison with other typical PD methods, despite of the degraded high-frequency harmonics attenuation ability. In [74], the minimum value of $R_3$ is chosen as 20% of the capacitor impedance at the resonance frequency to ensure sufficient stability margin of the system, and the maximum value of $R_3$ is selected as the capacitor impedance at the switching frequency to guarantee effective high-frequency harmonics attenuation.

![FIGURE 6. The placements of damping resistor of six typical PD methods [30],[73].](image-url)
FIGURE 7. The bode diagrams of six typical passive damping methods [30]. (a) PD-1. (b) PD-2. (c) PD-3. (d) PD-4. (e) PD-5. (f) PD-6.

TABLE III

<table>
<thead>
<tr>
<th>Damping methods</th>
<th>Damping resistances selection</th>
<th>Compared with the undamped LCL filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD-2 [73]</td>
<td>$R_2 &lt; \frac{(L_1+L_2) + \sqrt{(L_1+L_2)^2 + 4K_{PWM}^2L_1C}}{2K_{PWM}L_1C}$</td>
<td><strong>Merits</strong>&lt;br&gt;• Low-frequency gain is unaffected&lt;br&gt;<strong>Drawbacks</strong>&lt;br&gt;• Degraded high-frequency harmonics attenuation ability&lt;br&gt;• Cause damping losses</td>
</tr>
<tr>
<td>PD-3 [74]</td>
<td>$\frac{1}{6\pi L_1 f_s} \leq R_3 &lt; \frac{1}{2\pi f_s C}$</td>
<td><strong>Merits</strong>&lt;br&gt;• Low-frequency gain is unaffected&lt;br&gt;• Only need a small damping resistor&lt;br&gt;<strong>Drawbacks</strong>&lt;br&gt;• Degraded high-frequency harmonics attenuation ability&lt;br&gt;• Cause damping losses</td>
</tr>
<tr>
<td>PD-4 [73]</td>
<td>$0 &lt; R_4 &lt; \frac{L_1+L_2}{K_{PWM}L_1C}$</td>
<td><strong>Merits</strong>&lt;br&gt;• Frequency characteristics are unaffected&lt;br&gt;• Superior damping performance&lt;br&gt;<strong>Drawbacks</strong>&lt;br&gt;• Large damping losses&lt;br&gt;• Poor ability of reference tracking and disturbance rejection</td>
</tr>
<tr>
<td>PD-5 [73]</td>
<td>$0 &lt; R_5 &lt; \frac{(L_1+L_2)^2 + 4K_{PWM}^2L_1C}{2K_{PWM}^2L_2C}$</td>
<td><strong>Merits</strong>&lt;br&gt;• Low-frequency gain is unaffected&lt;br&gt;• Fast dynamic response&lt;br&gt;• Superior disturbance rejection ability&lt;br&gt;<strong>Drawbacks</strong>&lt;br&gt;• Degraded high-frequency harmonics attenuation ability&lt;br&gt;• Large damping losses</td>
</tr>
</tbody>
</table>

Concretely, the comparison of the typical PD methods and the selection conditions of the damping resistances are presented in Table III, where $\omega_r$ is the resonance angular frequency of the LCL-filter, $K_p$ is the proportional coefficient of current controller, and $K_{PWM}$ is the gain of the inverter bridge.

Obviously, the power losses caused by PD-3 are inevitable no matter in high or low power applications. The currents through the damping resistor $R_3$ can be sorted into the fundamental, switching harmonics and resonance components, and the power losses are mainly caused by the fundamental and resonance currents [75]. Based on PD-3, several complex PD methods are proposed to reduce a certain amount of damping losses while retaining high-frequency harmonics attenuation ability [56], which are realized by adding the shunt capacitor or inductor in the capacitor branch, as indicated by the passive elements marked in red color shown in Fig. 8.
In Fig. 8(a), the power losses caused by the fundamental current are minimized owing to the low impedance path, i.e., \( \omega_0 L_d \ll R_d \) [56]. In addition, the damping resistor \( R_d \) should be the dominant path of resonance current to increase the system damping, i.e., \( R_d \ll \omega_0 L_d \) [74]. Based on the Fig. 8(a), the additional \( C_d \) in Fig. 8(b) is employed to decrease the power losses caused by switching-frequency current harmonics, and the conditions of \( R_d \gg 1/(C_d \omega_0 s) \) and \( R_d \ll 1/(C_d \omega_0) \) should be satisfied for low damping losses and suitable damping, respectively [74]. Besides, the high-frequency harmonics attenuation slope of the filter shown in Fig. 8(c) is still -60 dB/dec, yet two possible resonance peaks may be induced with the variation of \( R_d \) [76]. Moreover, the total capacitance in Fig. 8(c) should be consistent with the capacitance of undamped LCL filter, and a tradeoff between the damping performance and the power losses can be attained when the condition \( C/C_d = 1 \) is satisfied [77]. In Fig. 8(d), the fundamental and switching frequency components of currents are bypassed by the \( L_d \) and \( C_d \), respectively, thereby the damping losses on \( R_d \) are minimum attributed to the only minor resonance current through \( R_d \) [75]. Furthermore, by tuning the \( L_d - C_d \) branch at the switching frequency in Fig. 8(e), the switching current harmonic is mostly bypassed due to the introduced low impedance path, thus the power losses are significantly diminished [78].

From the above literatures, a comprehensive comparison between the complex PD methods and the PD-3 is presented to show the better performance of complex PD methods, and the parameter selection conditions of passive components are also summarized, as shown in Table IV.

In summary, the fundamental and the switching-frequency currents through the damping resistor can be bypassed to reduce the power losses. Nevertheless, the resonance current should be flowed through the resistor branch to provide sufficient PD, thus this part of the power losses cannot be diminished. In comparison, the power losses of the complex PD methods in Figs 8(b) and 8(d) are lowest due to the maximum bypass of current components. Moreover, the approach with only an additional capacitor in Fig. 8(c) is easiest to be implemented among these complex PD methods, since the consideration of the complicated inductor design is not required in this case.

However, the overall complexity of the circuit topologies and parameters design, and the cost and volume of LCL-filter are increased with the adoption of complex PD methods, and the damping losses cannot be eliminated completely. In this case, the methods for increasing the system damping by modifying the control algorithms have become increasingly popular in recent years, without any passive components and power losses.

### B. FILTER-BASED DAMPING METHODS

By inserting a digital filter with special function in the forward path of current control loop, the LCL-filter resonance peak can be damped by using the filter-based damping method, without any additional sensors and passive components. The filters mainly include the notch filter [33], [79]-[84], the low-pass filter (LPF) [33], and the all-pass filter [85].

<table>
<thead>
<tr>
<th>Performance compared with PD-3 and parameters selection</th>
<th>C + (R_d/L_d) [74]</th>
<th>C + (C_d/R_d/L_d) [31, 55, 74]</th>
<th>C // (C_d + R_d) [77, 86]</th>
<th>C // (C_d + R_d/L_d) [75]</th>
<th>C + (C_d + L_d)/R_d [78]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters selection</td>
<td>( R_d ) ( \omega_0 s ) ( L_d \omega_0 ) ( C_d \omega_0 s )</td>
<td>( R_d ) ( 1/(C_d \omega_0 s) )</td>
<td>( R_d ) ( 1/(C_d \omega_0) )</td>
<td>( R_d ) ( \sqrt{L_1 + L_2} (C + C_d) )</td>
<td>( R_d ) ( \sqrt{L_1 + L_2} (C + C_d) )</td>
</tr>
<tr>
<td>Slope of high-frequency attenuation</td>
<td>-40 dB/dec</td>
<td>-60 dB/dec</td>
<td>-60 dB/dec</td>
<td>-60 dB/dec</td>
<td>-40 dB/dec</td>
</tr>
</tbody>
</table>

Note: The symbols ↑, ↓ and ‖ represent the increase, decrease andunchanging, respectively.

---
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![Control block diagrams of the filter-based damping methods with different current feedback strategies](image)

**FIGURE 9.** Control block diagrams of the filter-based damping methods with different current feedback strategies (blue dotted line represents the ICF, and red solid line represents the GCF) [33].

The control block diagram of the filter-based damping methods is shown in Fig. 9, and the close-loop control scheme for reducing the steady-state error can be either inverter-side current feedback (ICF) or grid-side current feedback (GCF).

In Fig. 9, the digital filter represented by \(N(s)\) is usually cascaded to the current controller \(G_i(s)\) in the forward path. The \(G_i(s)\) is generally a proportional integral (PI) or a proportional resonant (PR) controller, which is employed in dq- or stationary-frame to track the current reference \(i_{ref}\) without steady-state error, respectively [87], [88]. \(G_{PWM}\) is the gain of inverter bridge. The \(G_{i1}(s)\) and \(G_{i2}(s)\) are the transfer functions from inverter output voltage \(u_{inv}\) to inverter-side current \(i_1\) and grid-side current \(i_2\), respectively, which are given as

\[ G_{i1} = \frac{i_1}{u_{inv}} = \frac{1}{sL_1} \left( \frac{s^2 + \omega_n^2}{s^2 + q^2 s + \omega_n^2} \right) \]

\[ G_{i2} = \frac{i_2}{u_{inv}} = \frac{1}{sL_1} \frac{\omega_n^2}{s^2 + \omega_n^2} \]

where \(\omega_n\) antiresonance angular frequency introduced by ICF, and \(\omega_r\) is the resonance angular frequency of LCL filter, expressed as

\[ \omega_n = 2\pi f_n \]

\[ \omega_r = 2\pi f_r = \frac{L_1 + L_2}{L_1 L_2 C} \]

1) **NOTCH FILTER**

Specifically, the typical transfer function of the notch filter is denoted as follows [79], [82]:

\[ N(s) = \frac{s^2 + \omega_n^2}{s^2 + q s + \omega_n^2} \]

where \(q\) is the quality factor of notch filter, and \(\omega_n\) is the notch angular frequency, \(\omega_n = 2\pi f_n\).

The Bode diagrams of ICF and GCF are shown in Fig. 10, with and without the notch-filter-based damping method, respectively. In Fig. 10(a), without considering the control delay, the system using ICF is inherently stable, whereas the system using GCF scheme in Fig. 10(b) is unstable due to the only downward-180° crossing with the gain above 0 dB.

After employing the notch filter-based damping method, the positive LCL-filter resonance peak is counteracted by the notched resonance peak, with the condition \(f_n = f_r\) [33], [80]. Actually, this method is an intrinsical zero-pole cancellation of the system transfer function, i.e., the zero of notch filter and the unstable pole of the LCL filter, which attenuates the resonance peak of the magnitude-frequency curve of the system [33].

Note that, a small \(q\) corresponds to a narrow rejection bandwidth, which results in high sensitivity to the shifting of resonance frequency [80]. Therefore, considering the variation of the system parameters, the notch frequency is tuned away from the nominal resonance frequency to deal with the shifted parameters in [79] and [82]. In addition, a self-commissioning notch filter is employed in [80] to improve the system robustness, which estimates the resonance frequency and tunes the notch frequency in real time. However, the accuracy of estimation results is still affected by the high dependency on system model. Besides, the phase deviation introduced by the notch filter would result in stability reduction or even instability, thus the denominator phase of notch filter is decreased in [83] to improve the phase margin of the system. Furthermore, the notch effect is also susceptible to the parasitic resistances of LCL filter, thus the resistances of inductors are necessary to be known for the parameters tuning procedure of notch filter [84].

![Bode diagrams of notch-filter-based damping method with different current feedback strategies](image)

**FIGURE 10.** Bode diagrams of notch-filter-based damping method with different current feedback strategies [79]. (a) ICF. (b) GCF.
TABLE V

<table>
<thead>
<tr>
<th>Adopted filters</th>
<th>Merits</th>
<th>Drawbacks</th>
<th>Major technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notch filter [33], [79]-[84]</td>
<td>• Simple implementation</td>
<td>• Sensitive to the variation of ( f_r )</td>
<td>• Select the ( f_r ) as ( f_s )</td>
</tr>
<tr>
<td></td>
<td>• Superior damping performance</td>
<td>• Small phase margin at low frequencies</td>
<td>• Know the resistances of inductors for tuning process</td>
</tr>
<tr>
<td>Low-pass filter [33]</td>
<td>• Stabilize system with ( i_L ) feedback</td>
<td>• Cutoff frequency limits the control bandwidth</td>
<td>• Select the cutoff frequency as ( f_s )</td>
</tr>
<tr>
<td></td>
<td>at low resonance frequency</td>
<td>• Hardly dependent on the grid parameters</td>
<td>• Proper phase lag</td>
</tr>
<tr>
<td>All-pass filter [85]</td>
<td>• High-frequency noise is not amplified</td>
<td>• Degraded transient performance (first-order all-pass filter)</td>
<td>• Maintain zero open-loop phase at ( f_s )</td>
</tr>
<tr>
<td></td>
<td>• Simplify current controller design</td>
<td>• Reduced system robustness (second-order all-pass filter)</td>
<td></td>
</tr>
</tbody>
</table>

2) LOW-PASS FILTER

As for the LPF, the selection of the cutoff frequency is a tradeoff between the control bandwidth and the stability margin of the system [33]. Generally, the cutoff frequency can be chosen as the LCL-filter resonance frequency. It is noteworthy that, the phase lag caused by LPF contributes to provide proper damping for the system with GCF, and the essence is to shift the phase-frequency curve of the system outside of the unstable frequency region, thereby stabilizing the whole system [33]. The transfer function of the second-order LPF is expressed as

\[
N(s) = \frac{\omega_r^2}{s^2 + 2D\omega_r s + \omega_r^2}
\]

where \( \omega_r \) is the resonance angular frequency of LCL filter, and \( D \) is the damping coefficient, usually selected as \( 1/\sqrt{2} \).

3) ALL-PASS FILTER

Similarly, the proper phase lag introduced by all-pass filter can also be utilized to enlarge the phase margin of the system at \( f_1 \) [85]. However, the dynamic performance and robustness of the system are degraded in this scenario. The all-pass filter can be described by equation (7).

\[
N(s) = e^{\phi_d}
\]

where \( \phi_d \) is the phase lag introduced by all-pass filter.

From the above literatures, various research works with different filter-based damping methods are systematically reviewed, thus a comprehensive comparison is conducted to show the merits and drawbacks of these methods, as shown in Table V.

To conclude, the aforementioned filter-based damping methods can be categorized into the approaches based on zero-pole cancellation and phase lag in view of the implementation principles. According to the NSC, the former one is to avoid the gain above 0 dB at the frequency of -180° crossing, and the latter one is to obviate the -180° crossing in the frequency range with a gain greater than 0 dB [33]. It is worth noting that, the damping methods based on the phase lag filters are normally suitable for the GCF, whereas the dynamic performance of the system is degraded in this case due to the reduced control bandwidth. Conversely, the damping of the system with ICF can be increased by using the phase lead filters, in which case the problem of phase overcompensation needs to be precluded. In comparison, the notch filter is more effective due to the strong suppression performance with respect to the resonance peak. The methods based on the phase lead or phase lag are relatively complicated to be implemented, due to the stringent design requirement about that the degree of phase lead or lag should be carefully investigated.

Although the filter-based damping methods show benefits of low cost and simple implementation, the robustness is subjected to the variation of LCL-filter resonance frequency. Therefore, an additional state feedback is generally adopted to improve the system robustness.

C. STATE-FEEDBACK-BASED DAMPING METHODS

In addition to the original closed-loop control variables used to reduce the steady-state error of the system, an extra state variable can also be fed back to increase the system damping. The supplemental feedback variable for increasing the system damping can be the capacitor current feedback (CCF), the capacitor voltage feedback (CVF), the ICF or the GCF. The control block diagram of the system with different states feedback is illustrated in Fig. 11.

![FIGURE 11. Control block diagram of various state-feedback-based damping methods [89].](image)

In Fig. 11, the \( G_{ad_{1}} \), \( G_{ad_{2}} \), \( G_{ad\_11} \) and \( G_{ad\_12} \) are the feedback coefficients to increase damping actively. The \( G_c(s) \) and \( G_{ad}(s) \) are the transfer functions from inverter output voltage \( u_{inv} \) to \( i_C \) and \( u_C \), respectively, which are expressed as

\[
G_{sc} = \frac{i_C}{u_{inv}} = \frac{1}{L_s C s^2 + \omega_r^2}
\]

\[
G_{sc} = \frac{u_C}{u_{inv}} = \frac{1}{L_C s^2 + \omega_r^2}
\]

Note that, the state-feedback-based damping method is equivalent to a virtual impedance in series or parallel with the LCL-filter branch, so-called virtual impedance-based...
method. Thereafter, the different states feedback and their corresponding virtual impedances are discussed as follows.

1) CAPACITOR CURRENT FEEDBACK

In Fig. 11, the system can be stable with increased resonance damping when the $G_{ad,i}$ is a proportional coefficient [90]. In this scenario, the CCF is equivalent to a virtual impedance in parallel with the filter capacitor. The virtual impedance in the case of proportional feedback can be modeled as follows [91], [92]:

$$Z_{vi}(s) = R_{vi} (jX_{vi}) = \frac{L_1}{K_{PWM} CG_{ad,i} G_d(s)}$$  \hspace{1cm} (10)

Specifically, the resonance frequency would be shifted due to the virtual reactance $X_{vi}$ [91], [92], and the $LCL$-filter resonance peak is damped attributed to the virtual resistor $R_{vi}$. Yet, the damping method is invalid when the $R_{vi}$ is negative, which can be solved by adopting the PI feedback [93] or the first-order HPF feedback [94] of $i_C$. Moreover, the resonance damping can also be achieved when the $G_{ad,i}$ is a second-order HPF with $R_{vi}$ gain [28], in which case the CCF can be equivalent to a virtual pure resistor $R_{vi}$ in series with the filter capacitor. However, the high-frequency noise would be easily amplified by the approximate derivative characteristics of HPF, and the control algorithm is more complicated than that of proportional feedback.

2) CAPACITOR VOLTAGE FEEDBACK

In addition, the resonance damping can also be yielded by applying the first-order derivative feedback of capacitor voltage since $i_C(s) = sC_{li}i_C(s)$ [90], which emulates a physical impedance in parallel with the filter capacitor [95]. However, the direct derivative operation is difficult to be implemented in digital controllers. Hence, the indirect derivation, such as the HPF [96], [97] and the lead-lag network [98] can be adopted to approximate the direct derivation. Nonetheless, a large phase error introduced by the HPF leads to insufficient derivation at high frequency, and the lead-lag network is only suitable for strong grid. Another better indirect derivation schemes are the nonideal generalized integrator (GI) [99] and the quadrature-second-order generalized integrator (Q-SOGI) [100], which avoid the problem of noise amplification at high frequency. Nevertheless, the practical application is limited due to the complex algebraic process of GI and low robustness of Q-SOGI. In this way, a first-order backward-lead differentiator and a second-order Tustin-notch-filter are proposed in [89] to match the ideal derivative nature, with the advantages of direct discretization and simple implementation. Additionally, the proportional feedback of capacitor voltage can also be used to provide proper resonance damping, which simulates a virtual resistor in parallel with the filter capacitor [101], yet the damping effect of this method is deficient compared with that of derivative feedback.

3) INVERTER-SIDE CURRENT FEEDBACK

Generally, the ICF is utilized as the overcurrent protection for the inverter [12]. As for increasing the system damping, the proportional ICF is feasible to simulate an equivalent virtual impedance in series with $L_1$ [102]. Nonetheless, the additional resonance might be excited between $C$ and $L_2$ due to the grid voltage harmonics, and the dynamic tracking performance of this strategy is also degraded because of the decreased low-frequency gain [103]. Furthermore, the inverter-side current and grid-side current can be collaboratively controlled by means of weighted average control (WAC), which simplifies the system order from third-order to first-order in this case [104], [105]. The control block diagram of the WAC is illustrated in Fig. 12, where $\beta$ and $(1-\beta)$ are the weight values of $i_1$ and $i_2$, respectively, and $i_{WAC}$ is the weighted average current. The coefficient $\beta$ is defined by (11) [104], [106].

$$\beta = \frac{L_1}{L_1 + L_2 + L_G}$$  \hspace{1cm} (11)

where $L_G$ is the grid inductance. Apparently, the robustness of WAC is susceptible to the variation of grid inductance.

**FIGURE 12.** Control block diagram of the weighted average control [104], [106]

Without considering the effect of control delay, the WAC of the currents can be regarded as a virtual impedance in parallel with the filter capacitor, in which case the high-pass characteristics of the virtual impedance enable a low impedance flow path for high-frequency harmonics equivalently [103], and the virtual impedance is modeled as follows:

$$Z_{vi}(s) = \frac{L_1}{C(1-\beta)G_i(s)}$$  \hspace{1cm} (12)

In addition, the ICF scheme can also be regarded as a virtual impedance in series with $L_1$ when $G_{ad,i}$ is a first-order HPF, [107]. Hence, the expression of virtual impedance is given as

$$Z_{vi}(s) = R_{vi} + jX_{vi} = K_{PWM} G_{ad,i}(s)$$  \hspace{1cm} (13)

4) GRID-SIDE CURRENT FEEDBACK

With respect to the GCF, the main merit of this strategy is that only one current sensor is required for both injected grid current tracking and the resonance damping. In [108], it has indicated that the $LCL$-filter resonance peak can be suppressed by applying the second-order derivative feedback of $i_L$. In order to avoid the implementation difficulty of direct derivation, a first-order HPF with a negative gain is adopted in the additional GCF damping loop in [108]-[111]. However, the control bandwidth of the system is narrowed to some extent [110], and the dynamic performance is poor for the system with low resonance frequency [112]. Note that, the first-order HPF-based damping method is equivalent to a virtual impedance in parallel with the filter capacitor, as follows [107], [113]:

$$Z_{vi}(s) = R_{vi} \quad (jX_{vi}) = \frac{L_1L_2s^2}{G_{ad,i}(s)K_{PWM}}$$  \hspace{1cm} (14)
TABLE VI
COMPARISON OF STATE-FEEDBACK-BASED DAMPING METHODS

<table>
<thead>
<tr>
<th>Feedback signals</th>
<th>Feedback coefficients</th>
<th>Merits</th>
<th>Drawbacks</th>
<th>Major technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_c$ (capacitor current)</td>
<td>Proportional feedback [13], [91], [92]</td>
<td>• Simple implementation</td>
<td>• Impair the phase margin of system</td>
<td>Select $G_{ad,i1}$ with a tradeoff between the gain margin and phase margin</td>
</tr>
<tr>
<td></td>
<td>Proportional integral feedback [93]</td>
<td>• Simple implementation</td>
<td>• Integrated term would accumulate the noise</td>
<td>Replaced by proportional feedback of $i_C$ plus proportional feedback of $u_C$</td>
</tr>
<tr>
<td></td>
<td>First-order HPF [94]</td>
<td>• High robustness</td>
<td>• Amplify high-frequency noise</td>
<td>Select the proper cutoff frequency of HPF firstly</td>
</tr>
<tr>
<td></td>
<td>Second-order HPF [28]</td>
<td>• Stabilize current loop</td>
<td>• Increase steady-state error</td>
<td>Improve the system robustness against grid impedance variation</td>
</tr>
<tr>
<td></td>
<td>HPF [96], [97]</td>
<td>• Magnitude-frequency characteristic is very similar to ideal derivative</td>
<td>• Amplify high-frequency noise</td>
<td>Discretized by Tustin method</td>
</tr>
<tr>
<td></td>
<td>Lead-lag network [98]</td>
<td>• Small phase error below the frequency of maximum phase shift</td>
<td>• Sensitive to the variation of $f_c$</td>
<td>Discretized by prewarped Tustin method at $f_c$</td>
</tr>
<tr>
<td></td>
<td>Nonideal GI [99], [100]</td>
<td>• Wide derivative range</td>
<td>• Sensitive to the variation of $f_c$</td>
<td>Maintain phase lead 90° at $f_c$</td>
</tr>
<tr>
<td></td>
<td>Q-SOGI [100]</td>
<td>• Produce accurate phase at $f_c$</td>
<td>• Sensitive to the variation of $f_c$</td>
<td>Discretized by first-order hold method at Nyquist frequency</td>
</tr>
<tr>
<td></td>
<td>Proportional feedback [101]</td>
<td>• Simple implementation</td>
<td>• Deficit damping effect</td>
<td>Select proportional coefficient deliberately</td>
</tr>
<tr>
<td>$u_c$ (capacitor voltage)</td>
<td>Proportional feedback [102], [103]</td>
<td>• Simple implementation</td>
<td>• May excite additional resonance between $C$ and $L_2$</td>
<td>Select proper $G_{ad,i2}$ according to the requirements of damping ratio and $f_c$</td>
</tr>
<tr>
<td></td>
<td>WAC [104]-[106]</td>
<td>• Simplify controller design</td>
<td>• May appear two resonance frequencies</td>
<td>Improve the system robustness against grid impedance variation</td>
</tr>
<tr>
<td></td>
<td>Proportional feedback [108]-[111]</td>
<td>• Simple control algorithm</td>
<td>• Sensitive to grid impedance variation</td>
<td></td>
</tr>
<tr>
<td>$i_1$ (inverter-side current)</td>
<td>First-order HPF [108]-[111]</td>
<td>• Low hardware cost</td>
<td>• Reduced system bandwidth</td>
<td></td>
</tr>
<tr>
<td>$i_2$ (grid-side current)</td>
<td>First-order HPF [108]-[111]</td>
<td>• Simple control algorithm</td>
<td>• Amplify high-frequency noise</td>
<td>Select the gain and cutoff frequency of HPF eclectically</td>
</tr>
</tbody>
</table>

Besides, the feedback coefficient $G_{ad,i2}$ can also be a SOGI with a negative gain, in which case the GCF resembles a virtual impedance $Z_{VI}$ in series with the $L_2$ [114], and the expression of $Z_{VI}$ can be derived as

$$Z_{VI}(s) = \frac{G_{ad,i2}(s)G_2(s)K_{PWM}}{s^2L_2C}$$

where the SOGI with the phase lead characteristics is utilized to realize the approximate derivative operation.

In order to analyze the merits and drawbacks of the different state-feedback-based damping methods, a comprehensive comparison is conducted in Table VI. From the above discussion, the placements of virtual impedances in the LCL-filter branches can be sorted into four types, as shown in Fig. 13. Referring to the damping effect and the resistor placements of PD methods, it can be concluded that the state-feedback-based damping methods based on $Z_{VI}$ are the most effective owing to the consistent topology structure with that of PD-4.

Among these damping methods based on $Z_{VI}$, the derivative feedback of the capacitor voltage has the advantage of

![FIGURE 13. Equivalent circuit of state-feedback-based damping methods.](image-url)
lowest hardware cost since the voltage can be measured for both synchronization operation with the grid and resonance damping, without extra sensor. However, its effectiveness would be easily affected by the high-frequency noise and voltage distortion at PCC, and the damping performance is slightly degraded since the approximate derivation is usually used instead of the direct derivative feedback. Although the number of sensors is minimum for the first-order HPF feedback of current $i_2$, the effectiveness of this method might be compromised by the effect of amplified high-frequency noise. Besides, in the case of requiring the same number of sensors, the CCF with stronger robustness is preferred to the WAC scheme. In comparison, the proportional CCF is widely applied among the various feedback coefficients due to the merits of simple implementation and sufficient damping performance.

Actually, the single-loop ICF and GCF mentioned in Part B can also be regarded as the virtual impedances in series with $L_1$ and parallel with $C$, respectively [116]. It is worth noting that, the LCL-filter resonance peak can be damped only under the positive virtual resistor conditions [91], no matter the filter- or state-feedback-based damping methods. Nevertheless, the digital control delay caused by algorithm execution has a significant influence on the characteristics of virtual resistor.

**D. APPLICATION ISSUES OF FILTER-AND STATE FEEDBACK-BASED DAMPING METHODS**

The total digital control delay $T_d$ composed of computation and PWM delay inherently exists in the current control loop, and the typical values of the total control delay in practical situations are $1.5T_{sm}$ and $T_{sm}$ [117], where $T_{sm}$ is the sampling period. It is well-known that, the phase margin and control bandwidth of the system are decreased due to the phase lag introduced by control delay [118], and the lagging phase can be expressed as follows [119], [120]:

$$\varphi_{delay} = -\frac{f_c}{f_{sm}} \times \left( \frac{T_d}{T_{sm}} + 0.5 \right) \times 360^\circ \quad (16)$$

where $f_{sm}$ is the sampling frequency, and $f_c$ is the LCL-filter resonance frequency.

Concretely, as for the single-loop ICF, an inherent damping term is embedded in the control loop to stabilize the system in the case of ignoring the control delay [121], whereas the system stability is deteriorated with the consideration of control delay [119]. Hence, the influence of control delay should be reduced for ICF. Conversely, with respect to the single-loop GCF, the system is unstable without control delay, yet inherently stable owing to the proper control delay, also called the inherent damping [122], [123]. This is why the stability of the system with GCF can be improved by means of phase-lag filters [119]. Note that, the system is also unstable if the lagging phase is too large [119]. Essentially, the inherent damping of ICF and GCF is produced by the positive virtual resistor contained in the virtual impedance, whereas the system may be unstable when the virtual resistor is negative [116].

Considering $T_d = 1.5T_{sm}$, the stability regions of single-loop ICF and GCF without any damping measures are shown in Fig. 14, where $f_{sm}/6$ is the critical frequency $f_c$ in this case [124], but the $f_c$ is $f_{sm}/4$ when $T_d = T_{sm}$ [125]. According to the NSC, the system is unstable due to the unequal times of upward and downward -180° crossings in the frequency range with the gain above 0 dB. Corresponding to the unstable regions in Fig. 14, the virtual impedance involves a negative resistor element [116]. Obviously, in order to widening the stable regions for a positive virtual resistor of wider range, the LCL-filter resonance frequency can be properly shifted, whereas this method is not practically feasible due to the demand of redesigned LCL-filter parameters. Other methods
are to adjust the sampling frequency or to control the delay correctly. In Fig. 14, the stable region of ICF can be widen by enlarging the \( f_c \) through decreasing the delay effect, but the time delay of GCF should be appropriately increased to lower the \( f_c \) for broadening the stable region [115].

For the widely adopted proportional CCF, its stable region is consistent with that of ICF in Fig. 14(a) [125]. Similarly, the negative virtual resistor contained in the virtual impedance is disadvantageous to the system stability [91], [109], [126]. In order to solve the problem of negative virtual resistor, the predictive control techniques, filter-based compensation methods and the modified sampling methods are alternative to diminish the impact of control delay.

The predictive control techniques is to estimate the future value based on the existing information of the system, including the Smith prediction [127], [128], the state observer [129], [130], the linear prediction [127], [131]-[133], etc. In [129], only the inverter-side current is measured for both resonance damping and delay compensation based on the state observer. Theoretically, the value of next step is predicted ahead of time, thus the delay can be fully compensated both by Smith prediction and state observer. Nevertheless, these methods are highly dependent on the accuracy of the system model and the operation conditions, which further increase the calculation burden [127]. Conversely, any information about the system model is not required when the linear prediction is employed [131], which utilizes the linear extrapolation to estimate the values of the control variables based on the past values. However, the control delay cannot be effectively compensated at high frequency. In comparison, the model-based predictive control methods, i.e., Smith prediction and state observer, are unsuitable for high-order or fast control systems due to the complexity and time consumption, and the linear prediction has the advantages of strong robustness and simple implementation [127].

Furthermore, the filter-based methods are also candidates for delay compensation with the phase lead characteristics, such as the SOGI [115], the lead-lag compensator [134]-[138], HPF [139], [140], and the infinite impulse response (IIR) filter [126], [141]-[144]. In [135] and [136], the lead-lag compensator is inserted into the capacitor current damping loop to compensate the control delay, whereas the compensation effect is largely dependent on the experience of designers [134]. Moreover, an improved delay compensation method based on the impulse area equivalence principle is proposed in [141] to widen the frequency range of phase compensation, which is an intrinsic IIR filter cascading after the delay link. Furthermore, the HPF can also be added into the damping loop to ensure the positive virtual resistor [94], [139], [140]. However, this method may cause over compensation at low-frequency and noise amplification at high-frequency. In conclusion, the noise amplification is the main drawback of the filter-based compensation methods due to the derivative term, and the leading phase should be meticulously determined for a tradeoff between the compensation effect and the over compensation. Among the aforementioned filter-based damping methods, the compensation ability of IIR filter is the best [141], and the HPF is the easiest to be implemented owing to the relatively simple parameters design process.

Unlike the predictive techniques and the filter-based compensation approaches, the modified sampling methods can be more intuitively and easily utilized to reduce delay to a certain extent, which mainly consist of the multiple sampling [95], [107], [145]-[147], shifting the sampling instant [91], [148], shifting the updating instant of reference voltage [149] and dual sampling modes [120]. The control delay can be reduced by multiple sampling method with enlarged sampling frequency [145], thereby the stability region of the system is widen [146]. Yet, this method may result in computation burden on the microprocessor and multiple intersection between the modulation wave and the carrier. It is worth noting that, the PWM delay (0.5\( T_{cm} \)) cannot be decreased when the sampling frequency is fixed. In this case, the computation delay can be reduced by shifting the sampling instant toward the update instant of the modulation signal, thus the total digital control delay is diminished [91]. However, the sampled signals are susceptible to the aliasing and switching noises. Conversely, the update instant of reference voltage is shifted in [149] to reduce the computation delay, and the PWM delay is compensated by the IIR filter simultaneously. Nevertheless, the noise amplification might be caused due to the infinite gain of IIR filter at Nyquist frequency. Furthermore, according to the size of the duty cycle, a real-time computation method with dual sampling modes is proposed to eliminate the computation delay completely and enhance the noise immunity [120]. However, this method is only suitable for the unipolar SPWM [30], and the algorithm execution process is relatively complicated.

From the aforementioned literatures, the methods for reducing the influence of control delay are systematically reviewed. A comprehensive comparison is conducted to show the merits and drawbacks of various methods, as shown in Table VII. Undoubtedly, the modified sampling methods are most straightforward, next is filter-based compensation approaches, then is the predictive control schemes. However, the influence of delay on system stability can only be alleviated rather than thoroughly eliminated by applying the modified sampling methods, except for the dual sampling modes. Therefore, a reasonable tradeoff between the implementation complexity and compensation effect could be attained by means of digital filters with phase lead characteristics.

Certainly, by using the delay compensation approaches and various damping methods, the internal stability of individual inverter itself can be improved to the most extent. However, the interactions between the inverter and the grid as well as among paralleled inverters still challenge the external stability of the inverter, thus the corresponding concerns about the external interaction stability of the inverter-grid system are discussed in the forthcoming Section.
TABLE VII
MERITS AND DRAWBACKS OF THE METHODS FOR REDUCING DELAY INFLUENCE

<table>
<thead>
<tr>
<th>Specific methods</th>
<th>Merits</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictive control schemes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smith prediction [127], [128]</td>
<td>• Compensate delay completely</td>
<td>• Sensitive to system parameters</td>
</tr>
<tr>
<td>• High control bandwidth</td>
<td></td>
<td>• Complicated algorithm</td>
</tr>
<tr>
<td>State observer [129], [130]</td>
<td>• Compensate delay completely</td>
<td>• Sensitive to system parameters</td>
</tr>
<tr>
<td>• High control bandwidth</td>
<td></td>
<td>• Computation burden</td>
</tr>
<tr>
<td>Linear prediction [127], [131]-[133]</td>
<td>• Easy implementation</td>
<td>• Deficient delay compensation at high frequency</td>
</tr>
<tr>
<td></td>
<td>• Robust against parameters variation</td>
<td>• Limited control bandwidth</td>
</tr>
<tr>
<td>Filter-based compensation methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lead-lag compensator [134]-[138]</td>
<td>• Simple implementation</td>
<td>• Relatively complex parameters design</td>
</tr>
<tr>
<td></td>
<td>• Approximate a differentiator at f_c</td>
<td>• Sensitive to the variation of f_c</td>
</tr>
<tr>
<td>SOGI [115]</td>
<td>• Simple implementation</td>
<td>• Exist phase error below 90°</td>
</tr>
<tr>
<td></td>
<td>• High robustness</td>
<td></td>
</tr>
<tr>
<td>IIR filter [126], [141]-[144]</td>
<td>• Simple implementation</td>
<td>• Noise amplification at high frequency</td>
</tr>
<tr>
<td></td>
<td>• Accurate phase compensation</td>
<td>• Relatively poor compensation ability</td>
</tr>
<tr>
<td>HPF [94], [139], [140]</td>
<td>• Simple implementation</td>
<td>• Noise amplification at high frequency</td>
</tr>
<tr>
<td></td>
<td>• Ideal derivative characteristics at low frequency</td>
<td>• Relatively complex parameters design</td>
</tr>
<tr>
<td>Modified sampling methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple sampling [95], [107], [145]-[147]</td>
<td>• Reduce delay</td>
<td>• Over compensation at low frequency</td>
</tr>
<tr>
<td></td>
<td>• Increase the control bandwidth</td>
<td>• Noise amplification at high frequency</td>
</tr>
<tr>
<td>Shifting the sampling instant [91], [148]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Reduce delay</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Easy implementation with simple algorithm</td>
<td></td>
</tr>
<tr>
<td>Shifting the update instant of reference voltage [149]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Reduce delay</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Easy implementation with simple algorithm</td>
<td></td>
</tr>
<tr>
<td>Dual sampling modes [120]</td>
<td>• Eliminate delay completely</td>
<td>• Complicated algorithm</td>
</tr>
<tr>
<td></td>
<td>• Extend the sampling interval</td>
<td>• Computational burden</td>
</tr>
<tr>
<td></td>
<td>• Improve the current control performance</td>
<td>• Unsuitable for three-phase grid-connected inverters</td>
</tr>
<tr>
<td></td>
<td>• Avoid switching noises</td>
<td></td>
</tr>
</tbody>
</table>

IV. IMPEDANCE-BASED METHOD FOR EXTERNAL STABILITY

The external stability of the inverter can be evaluated with the utilization of impedance-based stability criterion. In order to achieve stability assessment, a suitable impedance model of the inverter should be obtained first by employing reasonable modeling methods. Moreover, the grid impedance is supposed to be acquirable through relevant measurement techniques. Meanwhile, the attention is also worth paying to the two types of interaction in the multi-inverter applications by means of impedance-based method.

A. IMPEDANCE-BASED STABILITY CRITERION

The impedance-based stability analysis method is originally presented to analyze the stability of DC systems [150], and then introduced to the investigation of AC systems [39]. The current-controlled inverter-grid system can be separated as an inverter subsystem and a grid subsystem by applying the impedance-based analysis method, in which case the inverter and the grid can be respectively denoted by a current source in parallel with an impedance and a voltage source in series with an impedance [39], as shown in Fig. 15, where u_{\text{gs}}(s) is the grid voltage, u_{\text{pcc}}(s) is the voltage at PCC, i_s(s) is the injected grid current, and i_a(s) is the ideal current source.

In Fig. 15(a), the equivalent output impedance of the inverter is defined as Z_{\text{gs}}(s), the grid impedance Z_{\text{gs}}(s) is mainly dependent on the transmission lines and transformer impedances [5]. The injected grid current can be expressed by (17), which indicates that a large value of Z_{\text{gs}}(s) represents good steady-state performance [46].

\[ i_s(s) = i_a(s) - \frac{u_{gs}(s)}{Z_{gs}(s)} \frac{1}{1 + Z_{gs}(s)/Z_{gs}(s)} \] (17)

According to [39], the interconnected inverter-grid system is stable if one of the following conditions is satisfied, which can be implemented by either cancelling the equivalent grid impedance [152] or increasing the inverter output impedance [46].
1) Z_{gs}(s) = 0.
2) Z_{gs}(s)/Z_{gs}(s) satisfies the Nyquist stability criterion.
Furthermore, the inverter can be regarded as a controlled current source in the case of considering the phase-locked...
loop (PLL), as shown in Fig. 15(b), where $Z_{PLL}(s)$ is the equivalent impedance of PLL which can be found in [151]. In this scenario, the injected grid current can be calculated by (18), and the stability conditions are consistent with that of Fig. 15(a).

$$i_z(s) = \frac{u_z(s)}{Z_{eq}(s)} = \frac{1}{1 + Z_{eq}(s)/Z_{inv}(s)}$$  \hspace{1cm} (18)

In (18), $Z_{inv}(s)$ is the equivalent output impedance of the inverter, which is the parallel form of $Z_d(s)$ and $Z_{PLL}(s)$.

**B. IMPEDANCE MODELING METHODS**

In order to implement the impedance-based stability analysis, the inverter output impedance should be obtained in advance. Specifically, according to the relationship between the voltage at PCC and the injected grid current, the impedance model based on the equivalent transfer function can be derived by means of direct linearization in steady state [153]. However, the practical AC systems are nonlinear caused by switching devices and controllers, which can be approximately linearized by applying the conventional small-signal methods. It is worth noting that, the direct small-signal linearization is incapable for time-varying AC systems due to the absence of the fixed steady-state operating point, in which case the variables needs to be denoted in the $dq$- or $\alpha\beta$-domains, thereby the small-signal linearization can be executed for modeling and stability analysis [37]. The detailed discussions about the different impedance modeling methods are presented as follows.

1) **EQUIVALENT TRANSFER FUNCTIONS**

By using the equivalent transformation of the control block diagrams of the system, the inverter output impedance is available in steady state. Concretely, the block diagrams of the transfer functions of system can be equivalently transformed as shown in Fig. 16, and the detailed transformation process can be found in [46].

![FIGURE 16. The equivalent transfer function block diagrams of the system [46], [151]. (a) When the SRF-PLL is neglected. (b) When the SRF-PLL is considered.](image)

The $G_1(s)$ and $G_2(s)$ are the equivalent terms of the system block diagrams after transformation, which vary with the different damping methods and controller parameters. The $H_Z$ is the sensor gain of grid current, $I_{ref}$ is the amplitude command of the current reference $I_{ref}$, $\theta$ is the extracted voltage phase of PCC by the mostly used synchronous rotating reference-frame PLL (SRF-PLL) [154], $\phi$ is the power-factor angle. The phase of $I_{ref}$ is $(\theta - \phi)$ since the grid-connected inverter is required to output reactive power. The $T_{PLL}$ is the transfer function model of SRF-PLL which can be found in [151]. In this scenario, the equivalent output impedances of the inverter in Fig. 16 can be respectively derived as follows:

$$Z_n = \frac{u_{pcc}}{i_z} = \frac{1}{1 + G_2H_Z}$$  \hspace{1cm} (19)

$$Z_{inv} = \frac{u_{pcc}}{i_z} = \frac{1}{G_2 - T_{PLL}G_2}$$  \hspace{1cm} (20)

In (20), the equivalent output impedance of the inverter is decreased due to the additional polynomial $-T_{PLL}I_{ref}G_1G_2$ introduced by SRF-PLL regardless of the damping methods, which deteriorates the system stability.

In [46], [151], [153], [155]-[157], the feedforward scheme of grid voltage is proposed to reshape the output impedance phase of the inverter at the intersection frequency where the magnitudes of $Z_o$ and $Z_d$ are equal, thereby enlarging the phase margin of the system. However, the system stability is susceptible to the negative phase angle introduced by the feedforward strategy. Fortunately, it can be solved by boosting the phase angle of inverter output impedance with the utilization of improved feedforward strategy [158].

Apart from the single-phase inverter systems, this method can also be applied to the three-phase systems controlled in $\alpha\beta$ frame since no coupling effect exists between the $\alpha$- and $\beta$-axis components [30].

2) **$dq$-DOMAIN IMPEDANCE MODELING**

The impedance models in $dq$-domain are easily compatible with each other in an overall system model since most of the three-phase systems are controlled in the $dq$-frame, without additional transformation [37]. With respect to a three-phase inverter system controlled in $dq$-frame, the three-phase variables are transformed into two DC quantities, i.e., the $d$- and $q$-axis components. In this case, the equivalent output impedance of inverter in $dq$-domain can be obtained by using the conventional small-signal linearization method around the DC operation points, and each link in the transfer function flow chart is represented by a two-dimensional matrix. Hence, the terminal characteristics of the inverter can be represented by an impedance matrix as follows [48]:

$$Z_{inv} = \begin{bmatrix} \tilde{v}_d & \tilde{v}_q \\ \tilde{i}_d & \tilde{i}_q \end{bmatrix}^{\top} = \begin{bmatrix} Z_{dd} & Z_{dq} \\ Z_{qd} & Z_{qq} \end{bmatrix}$$  \hspace{1cm} (21)

where $\tilde{i}_d$ and $\tilde{i}_q$ are the current perturbation signals, $\tilde{v}_d$ and $\tilde{v}_q$ are the corresponding voltage responses, and $Z_{inv}$ is the output impedance matrix of the inverter.

It has demonstrated that, the crossing-coupling impedances $Z_{dq}$ and $Z_{qd}$ can be neglected in the case of unity power.
factor controlled inverters [159], [160], in which case the system stability can be investigated by applying two single-input and single-output (SISO) models. Moreover, the stability of inverter system is susceptible to the negative incremental resistance \( Z_{eq} \) introduced by PLL at low frequency [161]-[164], whereas the negative resistance characteristics are existed in \( Z_{dd} \) for rectifier systems [165]. In order to modify the \( q \)-axis output impedance \( Z_{eq} \) into a positive resistance, a feed-forward control strategy of the voltage at PCC is adopted in [166]-[168]. Yet, the inaccurate stability analysis may be caused by the inherent phase drop of the inverter output impedance, which is introduced by the control delay in the feed-forward path, and this problem can be solved by means of reduced feedforward gain [49].

It is noteworthy that, several uncertainties in practice, such as the unbalanced three-phase AC systems and the phase tracking error of PLL, may influence the accuracy of stability analysis [169], which needs to be further explored. Moreover, with respect to the \( d \)- and \( q \)-axis impedances, there is unspecific physical interpretation due to the artificial frame [37]. The \( d \)- and \( q \)-axis terminals are not physical existing for connecting sensors, and the \( dq \)-frame must be processed in real time, which results in inconvenient experimental measurement owing to the special requirements of the measurement algorithms and devices [170].

3) PHASOR-DOMAIN IMPEDANCE MODELING

In phasor-domain, the sinusoidal voltages and currents can be respectively denoted by the phasors composed of two state variables for more accurate system modeling, in which case the phasors are DC quantities in steady state [37]. In [171], a \( 2 \times 2 \) phasor-domain impedance matrix is defined by injecting sinusoidal disturbances of real and imaginary parts, which allows the direct linearization of single-phase system for impedance-based stability analysis. Moreover, the terminal characteristics of the inverter can also be described by defining the amplitude perturbation \( \bar{V}_p \) and phase perturbation \( \bar{V}_q \) at fundamental frequency [172], expressed as (22).

\[
\begin{bmatrix}
I_m(s) \\
I_0(s)
\end{bmatrix} =
\begin{bmatrix}
Y_{im}(s) & Y_{io}(s) \\
Y_{0m}(s) & Y_{0o}(s)
\end{bmatrix}
\begin{bmatrix}
V_m(s) \\
V_0(s)
\end{bmatrix}
\]  

(22)

where \( I_m \) and \( I_0 \) are the current responses, and the transfer matrix is the inverter output admittance in phasor domain.

It is worth noting that, the impedance modeling and stability analysis of the inverter in phasor-domain is immature at present, which needs to be further explored.

4) SEQUENCE-DOMAIN IMPEDANCE MODELING

Besides, the harmonic linearization techniques can also be used to derive a linearization model of an inverter along a sinusoidal trajectory [37]. Concretely, by superimposing the sinusoidal voltage perturbations of the positive- and negative-sequences onto the time-varying operating trajectory, the inverter output impedance in sequence-domain can be obtained according to the current responses at the perturbation frequency, which is denoted by an admittance matrix as follows [173]:

\[
\begin{bmatrix}
I_p(s+j\omega_0) \\
I_n(s-j\omega_0)
\end{bmatrix} =
\begin{bmatrix}
Y_{p}(s) & Y_{p}(s) \\
Y_{n}(s) & Y_{n}(s)
\end{bmatrix}
\begin{bmatrix}
V_p(s+j\omega_0) \\
V_n(s-j\omega_0)
\end{bmatrix}
\]

(23)

where the subscripts \( p \) and \( n \) represent the positive- and negative-sequence components, respectively, \( V \) is the voltage perturbation, \( I \) is the current response, and \( \omega_0 \) is the fundamental angular frequency of grid voltage.

In [174], the sequence impedances are derived by the harmonic linearization techniques without considering the PLL, whereas the inaccurate stability analysis may be caused since the coupling effect between the off-diagonal components of the impedance matrix is neglected, even in balanced three-phase systems [175]. Hence, a modified decoupled sequence impedance [176] and harmonic transfer matrices method [177] are proposed to describe the coupling effect, which are equivalent to the \( dq \)-domain impedance model [178]. Moreover, the \( dq \)-domain impedance matrix can be converted into two decoupled SISO sequence-domain impedances by regarding the interconnection system as a closed-loop system.

<table>
<thead>
<tr>
<th><strong>Equivalent transfer functions</strong> [46], [151],[153],[155]-[158]</th>
<th><strong>Specific implementation methods</strong></th>
<th><strong>Merits</strong></th>
<th><strong>Drawbacks</strong></th>
<th><strong>Applications</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplification of the transfer function block diagrams equivalently</td>
<td>Clear physical interpretation for the impedances</td>
<td>Relatively low model accuracy</td>
<td>Single-phase systems</td>
<td>Balanced three-phase systems controlled in ( \alpha \beta )-frame</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>dq-domain impedance modeling</strong> [49], [159]-[169]</th>
<th><strong>Small-signal linearization in ( dq )-frame</strong></th>
<th><strong>Three-phase inverters are usually controlled in ( dq )-frame</strong></th>
<th><strong>Exist coupling between ( d )- and ( q )-axis components</strong></th>
<th><strong>Balanced three-phase systems</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model of the impedance by 2-dimensional matrix</td>
<td>Three-phase inverters are usually controlled in ( dq )-frame</td>
<td>Exist coupling between ( d )- and ( q )-axis components through experiments directly</td>
<td><strong>Cannot measure ( d )- and ( q )-axis components through experiments directly</strong></td>
<td><strong>Balanced three-phase systems</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Phasor-domain impedance modeling</strong> [171],[172]</th>
<th><strong>Represent the state variables with phasors</strong></th>
<th><strong>Describe the system model accurately</strong></th>
<th><strong>Immature impedance-based stability analysis</strong></th>
<th><strong>Single-phase systems</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model of the impedance by 2-dimensional matrix</td>
<td>Describe the system model accurately</td>
<td>Immature impedance-based stability analysis</td>
<td><strong>Single-phase systems</strong></td>
<td><strong>Balanced three-phase systems</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Sequence-domain impedance modeling</strong> [173]-[179]</th>
<th><strong>Harmonic linearization and symmetrical component method</strong></th>
<th><strong>Clear physical interpretation for the impedance models</strong></th>
<th><strong>Complicated linearization process</strong></th>
<th><strong>Three-phase systems</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model of the impedance by 2-dimensional matrix</td>
<td>Clear physical interpretation for the impedance models</td>
<td>Impedances can be measured through experimentations directly</td>
<td><strong>Complicated linearization process</strong></td>
<td><strong>Three-phase systems</strong></td>
</tr>
</tbody>
</table>

**TABLE VIII**

**MERITS AND DRAWBACKS OF THE DIFFERENT IMPEDANCE MODELING METHODS**
instead of two subsystems [179], thereby the conventional NSC can be adopted for impedance-based stability analysis.

In order to analyze the merits and drawbacks of the various impedance modeling methods, a comprehensive comparison is conducted in Table VIII. Actually, the equivalent transfer functions are SISO models, in which case the inverter systems are regarded as linear and time-invariant (LTI). Hence, the classical gain margin (GM) and phase margin (PM) in Bode diagram can be employed to design the reasonable system parameters, thereby reshaping the equivalent inverter output impedances for improving the system stability. However, the impedance models in dq-, phasor- and sequence-domains are multiple-input and multiple-output (MIMO) transfer matrix. In this scenario, the system stability should be evaluated by means of generalized Nyquist stability criterion (GNNSC) [180], which can be denoted as follows:

$$T(s) = Z_{om}(s)Y_s(s)$$ \hspace{1cm} (24)

where $Z_{om}(s)$ is the impedance matrix of the inverter, and $Y_s(s)$ is the grid admittance matrix. The eigenvalues $\lambda_1(s)$ and $\lambda_2(s)$ of $T(s)$ are two characteristic locus that vary with the variable s in the complex plane, and the interconnected system is stable if and only if the (-1, j0) is not encircled by the Nyquist curves of $\lambda_1(s)$ and $\lambda_2(s)$. Nevertheless, the GNSC is usually utilized to assess the system stability, and the relevant researches about how to design system parameters according to the assessment results are still insufficient.

Indeed, the analytical inverter output impedance can be acquired by means of aforementioned theoretical derivation. Yet, the impedance model is unavailable due to the missing system parameters in some special cases, which impedes the application of impedance-based stability analysis. Fortunately, the output impedance can also be measured by capturing the terminal characteristics of the inverter through injecting the perturbation signals into the grid voltage [49], in which case the system is regarded as a black box. Moreover, the theoretical derivation method is unsuitable for modeling grid impedance, thus the relative measurement techniques should be adopted. Hence, the signal-injection based impedance measurement techniques are discussed herein.

C. ONLINE IMPEDANCE MEASUREMENT TECHNIQUES

Recently, some studies about the signal-injection-based impedance measurement have been published. By injecting a sinusoidal excitation into the system at the predetermined frequency and capturing the output response at that frequency, the sine sweep technique is applied to calculate the impedance through point-by-point measurement in a specific frequency range with several frequency points [170], [191], which is reliable due to its high signal-to-noise ratio (SNR). However, as for the time-varying grid impedance, the offline measurement is insufficient for accurate stability analysis. In this scenario, the sine sweep technique is not suitable any more on account of the time-consuming measurement, thus the online impedance measurement methods with short processing time should be adopted for the online stability analysis in real time, thereby reshaping the inverter output impedance adaptively. The injection signals could be the single impulse [51] or the pulse sequences [52], in which case the signal contains abundant harmonics information. Therefore, the grid impedance can be accurately estimated within a period of about one fundamental cycle [51].

FIGURE 17. Schematic diagram of the online grid impedance identification based on perturbation signals injection [51].

### TABLE IX

<table>
<thead>
<tr>
<th>Injected signals</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single impulse [51], [181], [182]</td>
<td>Simple implementation</td>
<td>May interfere with the normal operation of the inverter</td>
<td>Insensitive systems for perturbations</td>
</tr>
<tr>
<td></td>
<td>Insensitive to the no-stationary nature of AC systems</td>
<td>Relatively low measurement accuracy</td>
<td>Weak grid</td>
</tr>
<tr>
<td></td>
<td>Short testing time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLBS [183], [184]</td>
<td>Small excitation amplitude</td>
<td>Neglect the crossing-coupling effect between the impedance components</td>
<td>Sensitive systems for perturbations</td>
</tr>
<tr>
<td></td>
<td>Simple implementation</td>
<td>Cannot measure the impedance components in the same operation conditions</td>
<td>Balanced three-phase systems</td>
</tr>
<tr>
<td></td>
<td>Easy data acquisition</td>
<td>Energy is distributed over many harmonic frequencies</td>
<td>Weak grid</td>
</tr>
<tr>
<td>DIBS [185], [186]</td>
<td>Small excitation amplitude</td>
<td>Neglect the crossing-coupling effect between the impedance components</td>
<td>Balanced three-phase systems</td>
</tr>
<tr>
<td></td>
<td>Simple implementation</td>
<td>Cannot measure the impedance components in the same operation conditions</td>
<td>Strong grid</td>
</tr>
<tr>
<td></td>
<td>Easy data acquisition</td>
<td>Neglect the crossing-coupling effect between the impedance components</td>
<td>Balanced three-phase systems</td>
</tr>
<tr>
<td></td>
<td>Maximize the energy of the signals</td>
<td>Sequence lengths are different</td>
<td>Weak grid</td>
</tr>
<tr>
<td></td>
<td>Save the test time</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Measure each impedance component in the same operation conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPRBS [187]-[189]</td>
<td>Much wider of the sequence length</td>
<td>Neglect the crossing-coupling effect between the impedance components</td>
<td>Balanced three-phase systems</td>
</tr>
<tr>
<td></td>
<td>More efficient</td>
<td>Cannot measure the impedance components in the same operation conditions</td>
<td>Weak grid</td>
</tr>
<tr>
<td></td>
<td>Minimize the effect of nonlinearities</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.
As shown in Fig. 17, in these online methods, by injecting a current perturbation on the top of the current reference \( \text{dref} \) and measuring the voltage responses, the corresponding frequency components in response and perturbation are extracted by means of Fourier analysis, then the grid impedance is timely acquired by the ratio between the voltage \( \text{Heq} \) and the current \( \text{idab} \) at different frequencies, without extra sensors and signal generators.

In [181], an impulse current is employed to measure online grid impedance, thus regulating the inverter output impedance accordingly. Nevertheless, the normal operation of the system may be affected by the large impulse amplitude. In [183] and [184], the single impulse is replaced by the maximum-length binary sequences (MLBS) with lower time-domain amplitude to estimate the grid impedance. Subsequently, the parameters of PLL and grid-voltage feedforward are correspondingly adjusted to adapt the dq-domain impedance of the inverter, respectively. Yet, the MLBS are insufficient for impedance identification under strong grid conditions due to the distributed power of the signal in the wide frequency range, thus the discrete-interval binary sequences (DIBS) based on several specified harmonic frequencies are applied in [185] and [186] to increase the energy of the signals, without enlarging the signal amplitude. However, the methods using MLBS and DIBS are time consuming and inaccurate owing to the possible variation of operating conditions during the experiments, since the perturbation signals are separately injected into the d- and q-components of current reference. Hence, the orthogonal pseudo-random binary sequences (OPRBS) are adopted in [187]-[189] to identify the d- and q-axis impedance components simultaneously during a single measurement cycle, with reduced measurement time and improved estimation accuracy.

Actually, the MLBS, DIBS and OPRBS are the pseudo-random binary sequences (PRBS), which have levels of -1 and +1. It is noteworthy that, the nonlinearities of the inverter may degrade the measurement accuracy when the impulse and PRBS are used, since the controller design is usually based on the linear model [190]. Therefore, in order to eliminate the estimation errors caused by nonlinear factors, only the linear components of the grid impedance are identified in [190] by using the ternary sequences, in which case the levels of the ternary sequences are -1, 0 and +1.

Specifically, the advantages and disadvantages of various measurement techniques are summarized in Table IX. In conclusion, the processing time of single impulse injection is shorter than the binary and ternary sequences injection methods, whereas the latter two approaches are more reliable in view of the system stability due to the smaller time-domain amplitudes. Hence, the pulse sequences are suitable for the perturbed sensitive systems. As for the selection of the perturbation signals, it is worth noting that the signal amplitude should be carefully determined, since a large amplitude may interfere with the normal operation of the system, yet a small amplitude is deficient for impedance measurement due to the low SNR [51]. Another consideration is the generation frequency of the sequences, a high value of frequency is advantageous to provide enough energy for the sequences [190], yet a low value, below one-third of the sampling frequency of the inverter, contributes to achieve precise measurement [192].

D. STABILITY ANALYSIS OF MULTI-PARALLELED GRID-CONNECTED INVERTERS

The multi-paralleled inverters are increasingly employed to enlarge the total generation capacity in recent years. In this scenario, apart from the interaction between the grid and the inverter, the additional interaction instability among inverters may also arise as the number of inverters increases [193]. In [194] and [195], an innovative interaction analysis method based on the current separation scheme is proposed, which divides each inverter output current into the interactive current circulated among the paralleled inverters and the common current injected to the grid. It is revealed that, the stability of two current components can be individually evaluated by two independent SISO model.

However, the current separation expression in [194] is nonintuitive and complicated for the system-level stability analysis of paralleled inverters, in which case the impedance-based method can be easily extended and modularized for the modeling and stability analysis of the system. The Norton equivalent circuits of multiple paralleled inverters in Fig. 18(a), thus, are established in [29], which imparts that both two types of interaction in the parallel system would cause the distorted grid current. Specifically, the interaction among inverters is mainly caused by the change of current references of other inverters, such as in a PV plant where the current references are generally varied in every several seconds, and the interaction between the grid and the inverter is induced by the grid voltage harmonics and transient disturbances [29]. Further, in order to simplify the system model, an equivalent inverter is adopted in [27] to model \( n \) paralleled equal inverters, which reveals the impedance multiplication effect, i.e., the equivalent grid impedance is \( n \) times the original value, as shown in Fig. 18(b). In this case, the stability of the inverters-grid system is worsened due to the \( n \) times grid impedance.

![Figure 18](image_url)

**FIGURE 18.** (a) Equivalent circuit of \( n \)-parallel inverters. (b) Simplified equivalent circuit of \( n \)-parallel inverters [196].
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Nevertheless, the above analysis is ideally implemented with the hypothesis of identical paralleled inverters, and the more general scenarios should be taken into account. In [197], the multiplication effect is extended when the power ratings and line impedances of the paralleled inverters are different with each other, and the stability contributions corresponding to inverters are analyzed. Furthermore, the interaction stability containing the inverters with various control structures is explored in [198], which indicates that the interactive instability among inverters would arise if the inverters have common right-half-plane (RHP) poles, and the interconnected system is stable if the admittance network defined in [198] is stable. Also, the overall stability of the system composed of current- and voltage-controlled inverters is predicted in [199] by means of inverter output impedances. In addition, as for the offshore paralleled inverters, the impedance model of whole system is revised in [200] with the consideration of the differences among the inverters and the long cables, in which case a long cable is equivalent to a decoupling two-port circuit model. It is worth noting that, most of the existing researches only focus on the modeling and stability analysis of multi-paralleled inverters system, and the design guidance of overall system based on the interaction analysis results, similar to the design procedure in [201], is still immature. Moreover, from the perspective of impedance model, the study on the contribution of each inverter to the overall system stability is also insufficient.

Additionally, in order to enhance the interaction stability, the inverter output impedances are enlarged by means of grid voltage feedforward in [196], and it is claimed that increasing the inverter output impedances is the only effective method to enhance the interaction stability between the grid and the inverter in the low frequency range. Instead of reshaping the inverter output impedances, an active power filter (APF) is installed at the PCC to adjust the equivalent grid impedance in [202], thereby improving the interaction stability. Similarly, the above approaches are ideally achieved since the paralleled inverters are regarded as identical with each other.

V. CONCLUSIONS AND FUTURE WORK

This paper presents a comprehensive overview of the state-of-the-art techniques on the LCL-type grid-connected inverters, including the LCL-filter design, the damping methods for improving the internal stability of individual inverter, and the impedance-based analysis method for assessing the system-level external stability of inverter-grid system.

Firstly, the parameters of the LCL filter should be meticulously selected according to the design constraints to achieve the desired filtering performance, so that improves the quality of injected grid current for avoiding the grid oscillation or even destabilization caused by harmonics pollution. The specific parameters to be designed include the filter capacitor, the total inductance, the inverter-side inductance, the harmonic attenuation rate and the resonance frequency. Further, by applying the magnetic integration techniques, the size and weight of the bulky inductors in conventional filters can be diminished to increase the power density of the system.

In order to maintain the internal stability of LCL-type grid-connected inverters, the filter- and state-feedback-based damping methods are preferred to suppress the inherent LCL-filter resonance peak, with the advantages of flexibility, efficiency and zero power loss. In comparison, the filter-based damping methods are low cost and simple implementation, whereas the state-feedback-based methods are more robust in the case of grid impedance variation. Yet, the digital control delay has significant effects on the two damping methods. Generally, the extra countermeasures should be adopted to eliminate the impacts of delay on the system stability, such as the predictive control techniques, filter-based compensation methods and modified sampling approaches.

As for the external stability at the system level, the impedance-based analysis method is prevalent for predicting the external instability induced by the interactive resonances between the inverter and the weak grid as well as among inverters, especially in the multi-paralleled inverters system. The SISO equivalent transfer functions are suitable for modeling the single-phase and balanced three-phase system controlled in stationary frame. The MIMO transfer matrices can be utilized to describe the inverter output impedances in dq-, phasor- and sequence-domains, in which case the GNSS should be applied to study the system stability. The inverter output impedances can also be measured by perturbation injection methods with short measurement time, such as the single impulse current and pulse current sequences, and the measurement techniques are also applicable for identifying the grid impedance in real time. Moreover, the unstable interaction between the inverter and the grid can be settled by reducing the PLL bandwidth, employing the grid voltage feedforward scheme or installing an APF at PCC.

Finally, the future research trends of the LCL-type grid-connected inverters are summarized as follows:

1) With respect to the magnetic integration techniques applied in the LCL-filter design, these methods can also be adopted to construct equivalent multi-branch filters by fully utilizing the mutual inductances between the integrated inductors, in which case the filters have the strong harmonic attenuation capability at the selected frequency and high power density, with the cost and weight as low as possible.

2) Theoretically, the adverse impacts of control delay on the CCF-based damping methods can be fully eliminated by using the predictive control techniques. However, the reduction of computation burden and the immunity of prediction to the system parameters variation needs to be further improved for high-order systems. Moreover, the control parameters of the various damping methods are supposed to be adaptively tuned online to strengthen the system robustness in the case of applying the high-speed processors and superior model prediction algorithms.

3) Currently, the PWM inverter is generally regarded as a linear and balanced system to model its output impedance, whereas the unbalanced characteristics and the
several nonlinear factors, such as dead time and PLL, may result in imprecise stability analysis. Furthermore, the lack of simple and applicable stability indexes, similar to the gain and phase margins, impedes the further application of impedance-base stability analysis for systematic control design and parameters tuning.

4) Most of the existing online grid impedance measurement techniques are insufficient, since only the balanced three-phase systems are normally considered and the crossing-coupling effect between the non-diagonal components in the impedance matrix are neglected. It is worth noting that, the essence of the online measurement techniques is to determine the impedance values according to the ratios between perturbation signals and the resulting responses, thus the effect of these small disturbances on the system stability should be evaluated in detail. Concretely, how to achieve an appropriate tradeoff between the system stability and the effective measurement, there is no quantitative selection principle for the amplitude of the perturbation signal, which is usually chosen base on the experience of designers.

5) From the perspective of impedance stability analysis, the contribution of individual inverter to overall system stability in a multi-paralleled inverters application and the identification of the dominant unstable subsytems should be further explored. Furthermore, according to the stability contribution of each inverter, the reasonable impedance sharing control among paralleled inverters is worth considering, in order to maintain the interaction stability among inverters as well as between the inverters and the grid. In addition, the practical multi-paralleled inverters are not completely identical, thus the more general scenarios containing different inverters need to be further studied, such as the differences in power ratings and transmission lines and various types of inverters.
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