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ABSTRACT Source code static analysis has been widely used to detect vulnerabilities in the development of software products. The vulnerability patterns purely based on human experts are laborious and error prone, which has motivated the use of machine learning for vulnerability detection. In order to relieve human experts of defining vulnerability rules or features, a recent study shows the feasibility of leveraging deep learning to detect vulnerabilities automatically. However, the impact of different factors on the effectiveness of vulnerability detection is unknown. In this paper, we collect two datasets from the programs involving 126 types of vulnerabilities, on which we conduct the first comparative study to quantitatively evaluate the impact of different factors on the effectiveness of vulnerability detection. Experimental results show that accommodating control dependency can increase the overall effectiveness of vulnerability detection F1-measure by 20.3%; the imbalanced data processing methods are not effective for the dataset we create; bidirectional Recurrent Neural Networks (RNNs) are more effective than unidirectional RNNs and convolutional neural network, which in turn are more effective than multi-layer perception; using the last output corresponding to the time step for the Bidirectional Long Short-Term Memory (BLSTM) can reduce the false negative rate by 2.0% at the price of increasing the false positive rate by 0.5%.

INDEX TERMS Vulnerability detection, deep learning, source code, comparative study

I. INTRODUCTION

NOWADAYS, software vulnerabilities have led to many cyber-attacks. Although numerous approaches have been proposed for software vulnerability detection, the number of vulnerabilities reported in the Common Vulnerabilities and Exposures (CVE) [1] increases each year. The problem of software vulnerability prevalence will still exist for a long time.

Source code static analysis has been widely used to detect vulnerabilities in the development of software products. There are mainly two types of approaches: code similarity-based approaches and pattern-based approaches. Code similarity-based approaches are limited to detecting vulnerabilities caused by code clone [2], [3], while pattern-based approaches are more general and widely used to detect vulnerabilities with various causes. For pattern-based approaches, vulnerabilities are detected through matching vulnerability patterns which can be generated by human experts or machine learning techniques. This types of approaches involve three categories: rule-based methods, traditional machine learning-based methods, and deep learning-based methods. Rule-based methods [4]–[8] and traditional machine learning-based methods [9]–[12] typically require human experts to define rules or features to generate vulnerability patterns. As a result, they need many manual efforts and are difficult to characterize the vulnerabilities accurately,

...
thus achieve high false positives or high false negatives. Deep learning-based methods [13]–[17], which do not need human experts to define features and can learn vulnerability patterns automatically, have become a new trend in software vulnerability detection.

The recently proposed VulDeePecker [16] is the first to use deep learning to detect vulnerabilities at the slice level (i.e., multiple lines of code that are semantically related to each other in terms of e.g., data dependency or control dependency), while noting that other studies on using deep learning for vulnerability detection are at a coarser granularity (e.g., function level) [13]–[15]. VulDeePecker demonstrates the feasibility of using deep learning to detect vulnerabilities in a finer granularity, while the quantitative impact of different factors on the effectiveness of vulnerability detection is unknown, such as the following:

- VulDeePecker adopts data dependency as the semantic information of programs. This makes one wonder whether or not other semantic information (e.g., control dependency) can improve the effectiveness of vulnerability detection.
- VulDeePecker does not involve any imbalanced data processing, although the number of vulnerable samples is much smaller than the number of samples without vulnerabilities. This makes one wonder whether or not the imbalanced data processing can improve the effectiveness of vulnerability detection.
- VulDeePecker uses the Bidirectional Long Short-Term Memory (BLSTM) neural network. This leaves one wonder whether or not other neural networks can improve the effectiveness of vulnerability detection.

These questions inspire us to make a comparative study while answering these questions as a piggyback.

**Our contributions.** In this paper, we conduct the first comparative study to evaluate the quantitative impact of different factors on the effectiveness of deep learning-based vulnerability detection. Specifically, the main contributions of this paper are as follows.

First, in order to experimentally show the effectiveness of vulnerability detection, we collect two datasets from the programs involving 126 types of vulnerabilities, while noting that the dataset published by [16] only involves two types of vulnerabilities (i.e., buffer error vulnerabilities and resource management error vulnerabilities) and only accommodates data dependency as the semantic information. One dataset contains 68,353 code gadgets (i.e., a number of statements that are semantically related to each other) with data dependency and control dependency and the other dataset contains 98,262 code gadgets with only data dependency. We have made the datasets publicly available at https://github.com/VulDeePecker/Comparative_Study so that other researchers can use them for their own studies.

Second, we evaluate the quantitative impact of different factors on the effectiveness of vulnerability detection on the datasets. Some of the experimental findings are highlighted as follows: (i) Accommodating control dependency can increase the overall effectiveness of vulnerability detection F1-measure by 20.3%. (ii) The imbalanced data processing methods are not effective for the dataset we create, and the over-sampling method (e.g., SMOTE) is better than other imbalanced data processing methods for the dataset. (iii) Bidirectional Recurrent Neural Networks (RNNs) are more effective than unidirectional RNNs and convolutional neural network, which in turn are more effective than multi-layer perception. (iv) Using the last output corresponding to the time step for the BLSTM can reduce the false negative rate by 2.0% at the price of increasing the false positive rate by 0.5%.

Third, we implement the deep learning-based vulnerability detection system based on an extended open source parser Joern [18] for the comparative study, while noting that VulDeePecker [16] is implemented based on the commercial tool Checkmarx [5] which cannot accommodate new semantic information of programs. In addition, we identify important code elements in the code gadgets for vulnerability detection, which can help understand what features the deep learning model has automatically learned.

**Paper organization.** Section II describes the preliminaries, Section III presents the comparative study methodology. Section IV discusses the experiments and results. Section V reviews the related prior work. Section VI concludes the present paper and discusses the future work.

### II. PRELIMINARIES

Deep learning techniques are recently studied and used to detect software vulnerabilities in source code [13]–[17]. VulDeePecker [16] is the first to use deep learning to detect software vulnerabilities at the slice level, a finer granularity than the function level. In this section, we give a brief review on VulDeePecker, then introduce the BLSTM neural network, and finally compare our study with VulDeePecker.

#### A. A BRIEF REVIEW ON VULDEEPECKER

**Code gadget.** A code gadget consists of a number of (not necessarily consecutive) program statements which are related to each other semantically [16]. Specifically, for a vulnerability related to library/API function call, the code gadget is composed of the program statements semantically associated to the arguments of library/API function call. The semantic information can accommodate data dependency and control dependency which are widely used for vulnerability detection [18]–[20]. The present design of VulDeePecker only accommodates data dependency in the code gadgets.

**Deep learning-based vulnerability detection.** VulDeePecker [16] mainly focuses on detecting vulnerabilities related to library/API function calls. It has two phases: a learning phase and a detection phase. In the learning phase, the input is plenty of training programs, some of which are vulnerable and others are not. The output is vulnerability patterns.
which are coded into a neural network. VulDeePecker takes advantage of the commercial tool Checkmarx [5] to collect code gadgets, each of which consists of a number of program statements that are data-dependent on a library/API function call. These code gadgets are labeled vulnerable or not, and then transformed into vectors as the input to the BLSTM. Finally, the vulnerability patterns, represented as the BLSTM with fine-tuned parameters, are as the output of the learning phase.

In the detection phase, the input is target programs and the trained neural network from the learning phase, and the output is vulnerable code gadgets. The code gadgets related to the library/API function calls are first collected from target programs based on the commercial tool Checkmarx and transformed into vectors. Then VulDeePecker uses the learned vulnerability patterns to determine whether the code gadgets from the target programs are vulnerable or not and if so, output the vulnerable code gadgets.

B. BLSTM

BLSTM, as a kind of widely used bidirectional recurrent neural network, is effective in coping with sequential data involving context. Figure 1 shows the structure of the BLSTM whose input is the vectors corresponding to code gadgets. The BLSTM consists of several BLSTM layers, a dense layer, and an activation layer. The BLSTM layers have forward and backward directions and contain Long Short-Term Memory (LSTM) cells; the dense layer reduces the number of dimensions of the vectors; and the activation layer uses an activation function to generate the output corresponding to each time step. The output of each time step (e.g., the last time step) can be selected in the back propagation for parameter tuning. Finally, a BLSTM with fine-tuned parameters is output after training.

Though VulDeePecker demonstrates the feasibility of using deep learning to detect vulnerabilities in a finer granularity, the impact of different factors on the effectiveness of vulnerability detection is unknown. In this paper, we make a comparative study which corresponds to three steps of deep learning-based vulnerability detection system (see Section III-A for details). (ii) In order to evaluate the effectiveness, we collect two datasets from the programs involving 126 types of vulnerabilities, because the dataset published by [16] only involves two types of vulnerabilities and only accommodates data dependency as the semantic information. (iii) Our system is a completely new implementation using an extended open source parser Joern [18], because a straightforward extension of VulDeePecker, which is based on the commercial tool Checkmarx [5], cannot accommodate new semantic information in the code gadgets. (iv) We identify important code elements in the code gadgets for vulnerability detection, which can be used to speculate what features the deep learning model has automatically learned.

III. COMPARATIVE STUDY METHODOLOGY

Our goal is to evaluate the quantitative impact of different factors on the effectiveness of deep learning-based vulnerability detection. We focus on vulnerabilities related to library/API function calls in C/C++ programs, while leaving the extension to accommodating other vulnerabilities to future work. In this section, we describe the design of deep learning-based vulnerability detection system to achieve the goal.

A. OVERVIEW

As highlighted in Figure 2, the input to the deep learning-based vulnerability detection system is the source code of a large number of training programs and some target programs, and the output is vulnerable code gadgets. The process of deep learning-based vulnerability detection has six steps: generating code gadgets (Step I), generating ground truth labels for code gadgets (Step II), transforming code gadgets into vectors (Step III), data processing with imbalanced techniques (Step IV), training a neural network (Step V), and applying the trained neural network to classify the code gadgets (Step VI). Among these steps, Steps II, III, and VI are standard, so there are no important factors that can be chosen for comparative study. In this paper, we make a comparative study from the following three aspects which correspond to Steps I, IV, and V highlighted with bold border in Figure 2: generating code gadgets with different semantic information, data processing with different imbalanced techniques, and training a neural network with hard negative mining.

There are two phases: a learning (i.e., training) phase and a detection phase. In the learning phase, the input is the source code of training programs which is used to train the deep neural network for vulnerability detection. Specifically, the learning phase has the following 5 steps:

- Step I: generating code gadgets. Considering code gadgets in which the statements are related to each other

FIGURE 1. Structure of BLSTM

C. COMPARISON WITH VULDEEPECKER

We stress that this paper is not a simple incremental work over VulDeePecker [16] for the following four reasons: (i)
Step III: transforming code gadgets into vectors. The code gadgets have to be encoded into vectors for input to deep neural networks. This step maps the variable names and the user-defined function names to symbolic names to generate the symbolic representation (e.g., "strcpy(dest, source);" is mapped to "strcpy(V1, V2);"), divides the symbolic representation into a sequence of symbols (e.g., "strcpy", "("", "V1", ",", "V2", ")", and ";"), then transforms each symbol into a fixed-length vector, and finally obtains a vector for each symbolic representation by concatenating the vectors of symbols.

Step IV: data processing with imbalanced techniques. This step adopts no imbalanced techniques and several imbalanced techniques respectively to process the vectors obtained from Step III. The process of this step will be elaborated in Section III-C.

Step V: training a neural network. This step first uses $k$-fold cross validation [23] to identify the code gadgets which are mislabeled with high probability, check them manually, and correct the mislabeled ones. Then the vectors corresponding to code gadgets from the training programs and their labels are input to the neural network. This step leverages hard negative mining for imbalanced data processing, six neural networks, and two strategies of outputs for recurrent neural networks. The trained deep neural network with fine-tuned parameters is finally obtained. The process of this step will be elaborated in Section III-D.

In the detection phase, the input is the source code of target programs which goes through Steps I and III (the same as the steps in the learning phase), then uses the following step to detect the vulnerable code gadgets in target programs.

Step VI: applying the trained neural network to classify the code gadgets from target programs. For the vectors corresponding to the code gadgets from target programs, this step uses the trained neural network from Step V in the learning phase to detect vulnerabilities in target programs, identifies important code elements for vulnerability detection, and outputs the vulnerable code gadgets. The process of this step will be elaborated in Section III-E.

In what follows, we respectively elaborate Steps I, IV, and V which involve the comparative study, and Step VI which involves identifying important code elements for vulnerability detection. For the details of Steps II and III, please refer to [16].

B. GENERATING CODE GADGETS

Source code involves much semantic information among which data dependency and control dependency are widely used for vulnerability detection [18]-[20]. We generate the code gadgets with different semantic information based on the open source parser Joern [18]. We do not adopt the commercial tool Checkmarx [5] to generate code gadgets as VulDeePecker [16] does, because Checkmarx can be used to obtain the code gadgets with only data dependency.

We select 811 C/C++ library/API function calls related to security according to all kinds of known vulnerabilities. The list of these security-related C/C++ library/API function calls is deferred to Table 9 in Appendix A. In what follows, library/API function calls refer to these 811 security-related C/C++ library/API function calls. We first use Joern [18] to extract the abstract syntax tree for each function in programs, and traverse the abstract syntax trees to identify all
library/API function calls. Then we generate a code gadget corresponding to each library/API function call. There are mainly three steps.

First, we generate a Program Dependence Graph (PDG) for each function using open source tool Joern [18]. In the PDG, each node represents a statement or a control predicate, and each edge represents a data dependency or a control dependency between two nodes. As an example shown in Figure 3, the second column illustrates the PDGs of functions func1 and func2, where the numbers in the nodes represent the corresponding line numbers of statements.

Second, we generate the program slice for each library/API function call based on the PDGs. Specifically, the program slice is composed of an interprocedural forward slice and an interprocedural backward slice which are merged at the library/API function call. For a library/API function call, the forward slice in a function involves the statements from all paths in the PDG starting at the library/API function call; the backward slice in a function involves the statements from all paths in the PDG ending at the library/API function call. We can obtain the forward slice and the backward slice in a function using Joern [18]. In order to generate the interprocedural slice (i.e., slice that can cross function boundaries), we extend Joern to generate the interprocedural forward slice and the interprocedural backward slice by going beyond function boundaries which are caused by user-defined function calls.

In order to show the impact of different semantic information for code gadgets on the effectiveness of vulnerability detection, we adopt two types of program slices based on PDGs, which are then used to generate the corresponding two types of code gadgets in the third step.

- Data dependency: This type of program slices involves the interprocedural forward slice and the interprocedural backward slice with only data dependency in the PDGs.
- Data dependency and control dependency: This type of program slices involves the interprocedural forward slice with only data dependency, and the interprocedural backward slice with both data dependency and control dependency in the PDGs.

It is worth mentioning that control dependency does not involve in the interprocedural forward slice for the second type of program slices, because the statements, which are affected by the library/API function calls only according to control dependency, are not vulnerable. As an example shown in Figure 3, the third column illustrates the program slice for library function call “strcpy” (line 2) with data dependency and control dependency. Because function func1 calls function func2 at line 11, an edge between line 11 and line 2 is added, which represents the data dependency between the parameters of function func1 and function func2 in the interprocedural slice.

Third, we transform program slices to code gadgets. For the statements from the same function in a program slice, the order of the statements is preserved. As an example shown in Figure 3, the second column illustrates the program slice for library function call “strcpy” (line 2) with data dependency and control dependency. Because function func1 calls function func2 at line 11, an edge between line 11 and line 2 is added, which represents the data dependency between the parameters of function func1 and function func2 in the interprocedural slice.

Third, we transform program slices to code gadgets. For the statements from the same function in a program slice, the order of the statements is preserved. As an example shown in Figure 3, the second column illustrates the program slice for library function call “strcpy” (line 2) with data dependency and control dependency. Because function func1 calls function func2 at line 11, an edge between line 11 and line 2 is added, which represents the data dependency between the parameters of function func1 and function func2 in the interprocedural slice.

C. DATA PROCESSING WITH IMBALANCED TECHNIQUES

Since the number of vulnerable code gadgets is much smaller than the number of code gadgets without vulnerabilities, we can process the imbalanced data for vulnerability detection. There are mainly two types of approaches used to reduce the influence of imbalance: changing the distribution of dataset [24], [25] and leveraging hard negative mining [26]. Because leveraging hard negative mining is applied to the neural network for training, we describe its design in Section III-D.

Changing the distribution of dataset. By increasing or decreasing some code gadgets (i.e., samples) reasonably to balance the dataset, the adverse effects caused by imbalanced data can be reduced. The main techniques include random data sampling, distance methods, data cleaning approximation, clustering algorithms, evolutionary algorithms, and so on. Among them, the data sampling is the most widely used technique, and it mainly includes under-sampling and over-sampling. Under-sampling is mainly used for majority samples to remove noise and redundant data, and over-sampling is primarily intended to add the number of minority samples. We choose the following methods to preprocess the input vectors of neural network.

- None. No imbalanced data processing techniques are used.
- NearMiss-2. NearMiss-2 is an under-sampling method using a K-Nearest Neighbor (KNN) classifier [24].
- SMOTE. SMOTE is an over-sampling technique, and generates new synthetic samples by interpolation [25].

D. TRAINING A NEURAL NETWORK

Because the labels of code gadgets which are automatically generated in Step II may be mislabeled, in this step we use k-fold cross validation [23] to identify the code gadgets which are mislabeled with high probability and check them manually as per the following steps. First, the data set of code gadgets is divided into k subsets. Second, one of the k subsets is used as the validation set and the other k-1 subsets are put together to form a training set. Third, the trained neural network is used to classify the code gadgets in the validation set. The false positives (i.e., the samples which are not vulnerable and are detected as vulnerable) are considered as the code gadgets which are mislabeled with high probability. We manually check them and correct the mislabeled code gadgets. The second and third steps are repeated k times so that each subset is used as the validation set once.

After correcting the mislabeled code gadgets, we input the vectors corresponding to code gadgets from the training programs and their labels to the neural network. In what
follows, we first provide another type of approaches to imbalanced data processing for the neural network (i.e., leveraging hard negative mining), then discuss different kinds of neural networks and the selection strategies of outputs for recurrent neural networks.

**Leveraging hard negative mining.** For highly imbalanced dataset, hard negative mining, also known as bootstrapping, is a common technique introduced in the 1990s by Sung [27] when training face detection models. The basic idea is to gradually increase the background examples collection by selecting the examples that are more likely to cause false positives. This idea is then applied to the Online Hard Example Mining (OHEM) algorithm in an imbalanced dataset for region-based convolutional neural network detector in the computer vision [26]. We apply the OHEM algorithm [26] to neural networks for vulnerability detection. In what follows, we take the BLSTM as an example to show the process.

Each time step in the BLSTM corresponds to a symbol in code gadgets obtained in Step III. Figure 4 (a) indicates a BLSTM consisting of several BLSTM layers, a dense layer, and an activation layer, which is a read-only model that does not contain a reverse tuning procedure and is used for the forward process for a set of all code gadgets $I_{all}$. After the forward process for all code gadgets, the online hard sample mining is used to calculate the loss between the prediction value and the true value. The samples whose loss values are greater than the loss threshold are seen as hard samples.

Considering that if we use all the samples as the input of (a) in Figure 4, the non-hard samples, also called easy samples, will participate in backward pass as well and require memory allocation even if the losses of those easy samples are set to 0. In order to reduce memory consumption and improve the efficiency of computing, we replicate the network directly and only use hard samples for the backward pass training. As can be seen in Figure 4, (b) is a copy of (a), and what makes a difference between them is that the input of (b) is a set of hard samples $I_{hard-set}$ which is used for both forward and backward passes. The samples after the re-sampling phase are the input of (b) to train the model.

**Different neural networks.** We choose three widely-used types of neural networks to detect vulnerabilities: multi-layer perceptrons, convolutional neural networks, and recurrent neural networks. They involve six neural networks: a Multi-Layer Perception (MLP), a Convolutional Neural Network...
(CNN), an LSTM, a Gated Recurrent Unit (GRU), a BLSTM, and a Bidirectional Gated Recurrent Unit (BGRU). Among them, LSTM and GRU are unidirectional RNNs; BLSTM and BGRU are Bidirectional RNNs (BRNNs).

Different selection strategies of outputs for RNNs. For RNNs, the output of each time step in the activation layer can be selected in the back propagation for parameter tuning. At time step \( t (1 \leq t \leq \tau) \), the output corresponding to \( t \) for the code gadget \( x \) is \( h_t(x) \). We adopt two selection strategies of outputs to show the impact of selection strategies of outputs corresponding to time steps on the effectiveness of deep learning-based vulnerability detection.

- **Last time step**: This strategy uses the output corresponding to the last time step in the activation layer, i.e., \( h_\tau(x) \).
- **Average of \( l \)-max**: This strategy uses the average of \( l \) largest outputs corresponding to time steps in the activation layer, i.e.,

\[
\text{ave}(\text{max}_1(h_1(x), h_2(x), ..., h_\tau(x)))
\]

where function \( \text{max}_1 \) indicates the \( l \) largest values among the elements, and function \( \text{ave} \) indicates the average of the elements.

**E. APPLYING THE TRAINED NEURAL NETWORK TO CLASSIFY THE CODE GADGETS**

In the detection phase, we used the trained neural network to detect whether each code gadget from target programs is vulnerable or not. For RNNs, we can obtain the output corresponding to each symbol in a code gadget. The larger the output value corresponding to a symbol in the code gadget is, the more likely the symbol is vulnerable. The impact of each symbol in the vulnerable code gadgets on the classification can be illustrated by hot maps. For each code gadget, the larger output value corresponding to the symbol is represented by darker color, which means the greater probability of vulnerability. In order to explore which symbol is represented by darker color, which means the greater probability of vulnerability, and further help to explain the deep learning models, which is an interesting future work.

**IV. EXPERIMENTS AND RESULTS**

According to the vulnerabilities related to library/API function calls, our experiments are geared towards answering the following three Research Questions (RQs).

- **RQ1**: Can accommodating more semantic information in the code gadgets enhance the effectiveness of vulnerability detection?
- **RQ2**: Can imbalanced data processing methods enhance the effectiveness of vulnerability detection?
- **RQ3**: Can different kinds of deep neural networks impact the effectiveness of vulnerability detection?

We implement the neural networks in Python using TensorFlow [28]. The computer running experiments has a NVIDIA GeForce GTX 1080 GPU and an Intel Xeon E5-1620 CPU operating at 3.50GHz.

**A. EVALUATION METRICS**

The effectiveness of vulnerability detection can be evaluated by 5 widely used metrics [29]:

- **False Positive Rate** (FPR): The ratio of false-positive samples to the total samples that are not vulnerable, where false-positive samples are the samples which are not vulnerable and are detected as vulnerable.
- **False Negative Rate** (FNR): The ratio of false-negative samples to the total samples that are vulnerable, where false-negative samples are the vulnerable samples which are not detected as vulnerable.
- **Accuracy** (A): The ratio of true-positive and true-negative samples to the total samples, where true-positive samples are the vulnerable samples which are detected as vulnerable, and true-negative samples are the samples which are not vulnerable and are not detected as vulnerable.
- **Precision** (P): The ratio of true-positive samples to the total samples that are detected as vulnerable.
- **F1-measure** (F1): The overall effectiveness that considers both precision and false negative rate. \( F1 = \frac{2 \times P \times FNR}{P + FNR} \).

The values of above five metrics vary from 0 to 1. For FPR and FNR, the closer they are to 0, the better; for A, P and F1, the closer they are to 1, the better.

**B. PREPARING THE DATASET**

The programs we use are from two widely used vulnerability data sources: NVD [21] and SARD [22], where NVD reports the vulnerabilities in software products, and SARD involves large numbers of programs (i.e., test cases) with production, synthetic, and academic security flaws or vulnerabilities. In the NVD, for each vulnerability of open source products, the source code of vulnerable program and its corresponding patched program can be obtained by means of diff file, which describes the difference between the vulnerable pieces of code and their patched versions [30]. In the SARD, there are three types of programs: “good” programs which have no vulnerabilities, “bad” programs which have vulnerabilities, and “mixed” programs which have vulnerabilities and their patched versions.

We focus on 19 popular C/C++ open source products as VulDeePecker [16] selects, and collect all kinds of vulnerabilities which diff files are available in these products. We
also collect C/C++ programs in the SARD with all kinds of vulnerabilities. Note that we do not use the dataset of VulDeePecker [16], because (i) the types of vulnerabilities are limited to two types of vulnerabilities (i.e., buffer error and resource management error) and (ii) the code gadgets generated by means of commercial tool Checkmarx [5] only involve data dependency. In total, we collect 368 open source programs related to CVEs from the NVD and 14,000 programs from the SARD. It is worth mentioning that a program in the NVD consists of one or several files which contain a vulnerability or its patched version and a program in the SARD is a test case. These programs contain 126 types of vulnerabilities, where each type is uniquely identified by a Common Weakness Enumeration IDentifier (CWE ID) [31]. The 126 CWE IDs are listed in Appendix B. In our experiments, we randomly select 80% of programs from the NVD and the SARD we collect respectively as training programs, and the rest of 20% as target programs.

We generate code gadgets according to the methods proposed in Section III for both training programs and target programs, and delete the duplicated code gadgets. We obtain a dataset involving 68,353 different code gadgets with data dependency and control dependency (DDCD dataset for short), in which 55,334 code gadgets are generated from training programs and 13,019 code gadgets are generated from target programs; and we obtain a dataset involving 98,262 different code gadgets with data dependency (DD dataset for short) in which 78,558 code gadgets are generated from training programs and 19,704 code gadgets are generated from target programs. For the NVD, each statement that is deleted or modified according to the diff file is considered as the vulnerable statement. For the SARD, vulnerable statements are clearly marked in each vulnerable program. The number of vulnerable code gadgets and the number of code gadgets that are not vulnerable are shown in the third column and fourth column of Table 1 respectively. The datasets are publicly available at https://github.com/VulDeePecker/Comparative_Study.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Code gadgets</th>
<th>Vulnerable code gadgets</th>
<th>Not vulnerable code gadgets</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDCD</td>
<td>68,353</td>
<td>13,686</td>
<td>54,667</td>
</tr>
<tr>
<td>DD</td>
<td>98,262</td>
<td>15,110</td>
<td>83,152</td>
</tr>
</tbody>
</table>

C. EXPERIMENTAL RESULTS FOR RQ1

In order to answer whether accommodating more semantic information in the code gadgets can enhance the effectiveness of detecting vulnerabilities related to library/API function calls, we take control dependency as the additional semantic information and compare the effectiveness for the code gadgets with only data dependency and the code gadgets with both data dependency and control dependency. We use no imbalanced data processing and use BLSTM neural network with the last time step as the selection strategy of outputs as VulDeePecker [16] does.

We use the cross validation to train the deep learning model to make sure its generalization. Selecting an appropriate value of \( k \) in the \( k \)-fold cross validation is an important research question, since it depends on the sample size, the number of parameters, the structure of data, etc [32]. Considering the tradeoff between the training overhead and the generalization of the model, we use a 5-fold cross validation to train a BLSTM and choose the values of hyper-parameters that lead to the highest F1-measure (i.e., the overall effectiveness of vulnerability detection). Specifically, we vary the value of a hyper-parameter and observe the impact on the F1-measure. When we adjust a hyper-parameter, we set other hyper-parameters to their default values or the values that are widely used by the deep learning community. The main hyper-parameters we use are as follows: the output dimension is 128, the batch size is 32, the minibatch stochastic gradient descent together with ADAMAX [33] is used, the learning rate is 0.01, the number of epochs is 4, the number of hidden layers is 1, the dimension of hidden vectors is 500, and the length of the vector corresponding to a symbol is 40. Table 2 shows the F1-measure with different values of dropout. We observe that the F1-measure reaches the maximum when dropout is 0.4 and declines with larger dropout. Therefore, the best value of dropout is 0.4. The other hyper-parameters of BLSTM are tuned in a similar fashion.

<table>
<thead>
<tr>
<th>Dropout</th>
<th>PPR (%)</th>
<th>FNR (%)</th>
<th>A (%)</th>
<th>P (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>4.0</td>
<td>10.3</td>
<td>96.5</td>
<td>89.1</td>
<td>89.4</td>
</tr>
<tr>
<td>0.2</td>
<td>3.0</td>
<td>10.4</td>
<td>95.4</td>
<td>89.1</td>
<td>89.3</td>
</tr>
<tr>
<td>0.3</td>
<td>3.4</td>
<td>8.0</td>
<td>95.6</td>
<td>87.8</td>
<td>89.9</td>
</tr>
<tr>
<td>0.4</td>
<td>3.3</td>
<td>13.5</td>
<td>94.5</td>
<td>87.7</td>
<td>87.1</td>
</tr>
<tr>
<td>0.8</td>
<td>3.3</td>
<td>13.5</td>
<td>94.5</td>
<td>87.7</td>
<td>87.1</td>
</tr>
</tbody>
</table>

As illustrated in Table 3, using code gadgets with data dependency and control dependency outperforms using code gadgets with only data dependency in terms of most metrics. Specifically, compared with using code gadgets with data dependency, the FNR for using code gadgets with data dependency and control dependency is reduced by 31.2% at the price of increasing the FPR by only 0.5%. As a result, the overall effectiveness F1-measure for data dependency and control dependency increases 20.3%. This can be explained by the fact that control dependency carries extra information that can be used to distinguish the vulnerable code from the code that are not vulnerable, especially for the vulnerabilities whose patches involve condition statements or loop statements such as “if”, “for”, and “while”. For example, if a vulnerable statement in an “if-else” structure is not data dependent on the “if” condition statement, then the “if” condition statement is not involved in the code gadget with data dependency. However, the “if” condition statement as a context affects the vulnerable statement by control dependency. When the control dependency is used together
with the data dependency, the effectiveness of vulnerability detection can be greatly improved. In what follows, we focus on using the code gadgets with data dependency and control dependency since it is more effective.

**TABLE 3.** Effectiveness of BLSTM using different semantic information (with no imbalanced data processing and with the last time step as the selection strategy of output)

<table>
<thead>
<tr>
<th>Type of semantic information</th>
<th>FPR (%)</th>
<th>FNR (%)</th>
<th>A (%)</th>
<th>P (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data dependency (VulDeePecker [16])</td>
<td>2.0</td>
<td>37.4</td>
<td>92.4</td>
<td>84.9</td>
<td>72.1</td>
</tr>
<tr>
<td>Data dependency and control dependency</td>
<td>2.5</td>
<td>6.2</td>
<td>96.7</td>
<td>90.9</td>
<td>92.4</td>
</tr>
</tbody>
</table>

In summary, we answer RQ1 with the following:

**Insight 1:** Accommodating control dependency in the code gadgets can increase the overall effectiveness of vulnerability detection F1-measure by 20.3%.

**D. EXPERIMENTAL RESULTS FOR RQ2**

In order to test whether imbalanced data processing methods can enhance the effectiveness of deep learning-based vulnerability detection, we test three imbalanced data processing methods involving two methods of changing the distribution of dataset (i.e., NearMiss-2 and SMOTE) and a method of leveraging hard negative mining (i.e., OHEM). We test the BLSTM using code gadgets with data dependency and control dependency and use the last time step as the selection strategy of output.

Table 4 summarizes the comparison of results. Using imbalanced data processing methods does not outperform using no imbalanced data processing in most metrics on the dataset of code gadgets we create. Specifically, we make the following observations. First, using NearMiss-2 method is 1.4% lower in terms of FNR, 38.5% higher in terms of FPR, and 37.4% lower in terms of F1-measure, compared with no imbalanced data processing. This can be explained by the fact that the under-sampling method makes the number of majority samples (i.e., code gadgets that are not vulnerable) become less, thus greatly reduces the amount of data, which causes a markedly higher FPR than other methods. Second, using SMOTE method is 0.7% lower in terms of FNR, 0.6% higher in terms of FPR, and 0.7% lower in terms of F1-measure, compared with no imbalanced data processing. The over-sampling method achieves a little less overall effectiveness than using no imbalanced method by increasing the number of minority samples (i.e., vulnerable code gadgets). In spite of this, using SMOTE method achieves the best overall effectiveness among three imbalanced data processing methods due to the increased number of samples. Third, the FPR of using OHEM method is reduced by only 0.3% at the cost of a substantial increase of FNR (i.e., 39.7%) and a significant decline of F1-measure (i.e., 25.7%), compared with no imbalanced data processing. The hard negative mining method does not change the number of samples. It only selects the samples that are more likely to cause false positives in the back propagation for parameter tuning, which causes a lower FPR but markedly higher FNR than other methods. Fourth, for other deep learning-based methods, VulDeePecker [16] has much higher FNR which causes a much lower F1-measure than SMOTE and no imbalanced data processing methods for code gadgets with data dependency and control dependency, because VulDeePecker only uses data dependency as the semantic information in the code gadget. SySeVR [17] with BGRU is not significantly better than the BLSTM with no imbalanced data processing method, though SySeVR with BGRU has a little higher F1-measure (0.1%); their differences mainly caused by the different neural network.

**TABLE 4.** Effectiveness of BLSTM using different imbalanced data processing methods (with the code gadgets involving data dependency and control dependency and with the last time step as the selection strategy of output)

<table>
<thead>
<tr>
<th>Imbalanced data processing method</th>
<th>FPR (%)</th>
<th>FNR (%)</th>
<th>A (%)</th>
<th>P (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>2.5</td>
<td>6.2</td>
<td>96.7</td>
<td>90.9</td>
<td>92.4</td>
</tr>
<tr>
<td>NearMiss-2</td>
<td>4.1</td>
<td>4.8</td>
<td>66.7</td>
<td>38.6</td>
<td>55.0</td>
</tr>
<tr>
<td>SMOTE</td>
<td>3.1</td>
<td>5.5</td>
<td>96.3</td>
<td>89.0</td>
<td>91.7</td>
</tr>
<tr>
<td>OHEM</td>
<td>2.2</td>
<td>4.5</td>
<td>88.5</td>
<td>86.6</td>
<td>86.7</td>
</tr>
<tr>
<td>VulDeePecker [16]</td>
<td>2.0</td>
<td>37.4</td>
<td>92.4</td>
<td>84.9</td>
<td>72.1</td>
</tr>
<tr>
<td>SySeVR [17] with BGRU</td>
<td>2.2</td>
<td>6.8</td>
<td>96.8</td>
<td>91.9</td>
<td>92.5</td>
</tr>
</tbody>
</table>

Summarizing the preceding discussions, we draw:

**Insight 2:** The imbalanced data processing methods are not effective for the dataset of code gadgets we create using the method in Section IV-B, and the over-sampling method SMOTE is better than other imbalanced data processing methods.

**E. EXPERIMENTAL RESULTS FOR RQ3**

**Comparison among different neural networks.** In order to show the effectiveness of different neural networks, we adopt a 5-fold cross validation to train an MLP, a CNN, an LSTM, a GRU, a BLSTM, and a BGRU. We test the above six neural networks using code gadgets with data dependency and control dependency, no imbalanced data processing, and the last time step as the selection strategy of output for recurrent neural networks (as VulDeePecker [16] does). We choose the values of hyper-parameters that lead to the highest F1-measure for each neural network. The hyper-parameters we mainly tune are those which have a greater impact on the results according to the deep learning community. We use the minibatch stochastic gradient descent together with ADAMAX with the learning rate of 0.01, and set the number of epochs to 10. The final selected values of hyper-parameters that we tune are listed in Table 5. For other hyper-parameters, we choose their default values.

Table 6 summarizes the results of the above six neural networks. We observe that when compared with unidirectional RNNs (i.e., LSTM and GRU), the bidirectional RNNs (i.e., BLSTM and BGRU) can increase the F1-measure by 2.0% on
average. This phenomenon might be caused by the following: unidirectional RNNs can only accommodate the information about the statements that appear before or after (not both) the statement in question. In fact, a vulnerable statement may be affected by earlier statements in the program and may be also affected by later statements. Therefore, bidirectional RNNs which can accommodate more information about the statements in two directions are better. The architectures of bidirectional RNNs make them more suitable for coping with sequential data. Moreover, there is no great difference in most metrics between BLSTM and BGRU (i.e., one is not significantly better than the other), though BGRU has a little higher F1-measure than BLSTM. We also observe that the MLP with the F1-measure of 86.8% is worse than other neural networks, which demonstrates that the feed-forward neural network in which neurons in each layer are fully connected to the neurons in the next layer does not do well in learning the semantics of code gadgets. We further observe that CNN, which is good at modeling position-invariant features, is in between bidirectional RNNs and MLP.

**Comparison among the effectiveness of six neural networks** (with the code gadgets involving data dependency and control dependency, with no imbalanced data processing, and with the last time step as the selection strategy for output of RNNs)

<table>
<thead>
<tr>
<th>Neural network</th>
<th>FPR (%)</th>
<th>FNR (%)</th>
<th>A (%)</th>
<th>P (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>2.5</td>
<td>15.5</td>
<td>94.9</td>
<td>89.3</td>
<td>86.8</td>
</tr>
<tr>
<td>CNN</td>
<td>1.8</td>
<td>9.9</td>
<td>96.5</td>
<td>93.3</td>
<td>91.6</td>
</tr>
<tr>
<td>LSTM</td>
<td>3.3</td>
<td>9.9</td>
<td>95.3</td>
<td>88.1</td>
<td>89.1</td>
</tr>
<tr>
<td>GRU</td>
<td>2.9</td>
<td>5.8</td>
<td>96.5</td>
<td>89.7</td>
<td>91.9</td>
</tr>
<tr>
<td>BLSTM</td>
<td>2.5</td>
<td>6.2</td>
<td>96.7</td>
<td>90.9</td>
<td>92.4</td>
</tr>
<tr>
<td>BGRU</td>
<td>2.2</td>
<td>6.8</td>
<td>96.8</td>
<td>91.9</td>
<td>92.5</td>
</tr>
</tbody>
</table>

We take CNN and BLSTM as examples to show the time complexity of training and detection. It takes 45,204 seconds to train a CNN and 2,410 seconds to detect vulnerabilities, and it takes 106,829 seconds to train a BLSTM and 4,431 seconds to detect vulnerabilities. Not surprisingly, the training time is much larger than the detection time. The CNN spends much shorter time for training and detection than the BLSTM, as the neural networks themselves imply.

**Insight 3:** Bidirectional RNNs are more effective than unidirectional RNNs and CNN, which in turn are more effective than MLP.

**Comparison among different selection strategies of outputs.** For RNNs, different selection strategies of outputs corresponding to time steps may impact on the effectiveness of deep learning-based vulnerability detection. In order to test the impact of different selection strategies of outputs, we take BLSTM as an example, and test two selection strategies which are used for back propagation to train the neural network without imbalanced data processing, while noting that similar phenomenon is observed for other recurrent neural networks. One is using the output corresponding to the last time step for a code gadget (denoted as “last time step”); the other one is using the average of $l$ largest outputs corresponding to time steps for a code gadget (denoted as “average of $l$-max”).

For the selection strategy of average of $l$-max, Table 7 shows the impact of different values of $l$ on the effectiveness of vulnerability detection. Using the average of two largest outputs corresponding to time steps (i.e., $l = 2$) achieves the highest overall effectiveness F1-measure (i.e., 92.1%) and the lowest FNR (i.e., 8.2%), while using the largest output corresponding to the time step (i.e., $l = 1$) achieves the lowest FPR (i.e., 1.6%). For $l$ ($l \geq 2$), the larger $l$ is, the less effective in terms of all five metrics. In what follows, we select $l = 2$ since it achieves the highest overall effectiveness for the selection strategy of average of $l$-max.

<table>
<thead>
<tr>
<th>$l$</th>
<th>FPR (%)</th>
<th>FNR (%)</th>
<th>A (%)</th>
<th>P (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.6</td>
<td>9.9</td>
<td>96.6</td>
<td>93.7</td>
<td>91.9</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>8.2</td>
<td>96.7</td>
<td>92.5</td>
<td>92.1</td>
</tr>
<tr>
<td>3</td>
<td>2.1</td>
<td>9.5</td>
<td>96.3</td>
<td>92.0</td>
<td>91.2</td>
</tr>
<tr>
<td>4</td>
<td>3.1</td>
<td>10.2</td>
<td>95.4</td>
<td>88.7</td>
<td>89.3</td>
</tr>
<tr>
<td>5</td>
<td>5.5</td>
<td>43.8</td>
<td>86.3</td>
<td>73.5</td>
<td>63.7</td>
</tr>
</tbody>
</table>

Table 8 summarizes the results for two selection strategies of outputs corresponding to time steps. We observe that the average of $l$-max ($l = 2$) achieves a 0.5% lower FPR and a 1.6% higher precision at the cost of a 2.0% higher FNR and a 0.3% lower F1-measure, compared with the last time step. As can be seen from the overall effectiveness F1-measure, the last time step is a little better. We speculate the higher FNR of the average of $l$-max ($l = 2$) is caused by the following: the time steps with the $l$ largest outputs may correspond to any intermediate time steps, thus the average of $l$-max cannot better grasp the overall information for all time steps, compared with the last time step. Local information limits the scope of learning vulnerability features, especially for long code gadgets. Therefore, some vulnerability features cannot be learned, which causes a higher FNR. In addition, VulDeePecker [16] with last time step is less effectiveness in most metrics, especially with 31.2% higher FNR and 20.3% lower F1-measure compared with the method using the last time step. This is mainly caused by using only data dependency as the semantic information in the code gadget. SySeVR [17] with BGRU uses the last time step and is not significantly better than the BLSTM with last time step, though SySeVR with BGRU has a little higher F1-measure (0.1%). The difference between BLSTM with last time step
and SySeVR with BGRU is mainly caused by different neural network. In summary, we draw:

**Insight 4:** Different selection strategies of outputs corresponding to time steps for recurrent neural networks can influence the effectiveness of vulnerability detection. Specifically, using the last output corresponding to the time step for BLSTM can reduce the FNR by 2.0% at the price of increasing the FPR by 0.5%.

<table>
<thead>
<tr>
<th>Selection strategy</th>
<th>FPR (%)</th>
<th>FNR (%)</th>
<th>A (%)</th>
<th>P (%)</th>
<th>PI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Last time step</td>
<td>2.5</td>
<td>6.2</td>
<td>96.7</td>
<td>90.9</td>
<td>92.4</td>
</tr>
<tr>
<td>Average of t-max</td>
<td>2.0</td>
<td>8.2</td>
<td>96.7</td>
<td>92.5</td>
<td>92.1</td>
</tr>
<tr>
<td>VulDeePecker [16]</td>
<td>2.0</td>
<td>37.4</td>
<td>92.4</td>
<td>84.9</td>
<td>72.1</td>
</tr>
<tr>
<td>SySeVR [17] with BGRU</td>
<td>2.2</td>
<td>6.8</td>
<td>96.8</td>
<td>91.9</td>
<td>92.5</td>
</tr>
</tbody>
</table>

**TABLE 8.** Effectiveness of BLSTM using different selection strategies of outputs corresponding to time steps (with the code gadgets involving data dependency and control dependency and with no imbalanced data processing)

V. RELATED WORK

As discussed in Section I, there are mainly two types of approaches to static vulnerability detection for source code: code similarity-based approaches and pattern-based approaches. The code similarity-based approaches detect the vulnerabilities caused by code clone, i.e., the vulnerable pieces of code which are similar to the code of given vulnerabilities. When they are used to detect vulnerabilities that are not caused by code clones, high false negatives occur. The pattern-based approaches detect a type of vulnerabilities through matching vulnerability patterns which can be generated manually or automatically. Deep learning-based vulnerability detection belongs to the pattern-based approaches. In this section, we review the prior work on the pattern-based vulnerability detection approaches, which mainly involve three categories: rule-based, traditional machine learning-based, and deep learning-based methods.

**Rule-based methods.** Rule-based methods are based on vulnerability rules (i.e., patterns) which are manually defined by human experts. The present static vulnerability detection tools, which provide the corresponding rules for each vulnerability type, belong to this group. This category includes the lightweight methods that generate patterns from source code (e.g., open source tools Flawfinder [4], RATS [34], ITS4 [35], and commercial tool Checkmarx [5]) and the more comprehensive methods that generate patterns based on intermediate code (e.g., commercial tools Fortify [6] and Coverity [7]). These tools can report the locations and the types of vulnerabilities, but cannot accurately distinguish between various vulnerable code and non-vulnerable code, resulting in high false positives or high false negatives [16], [36].

**Traditional machine learning-based methods.** Traditional machine learning-based methods rely on human experts for defining features to characterize vulnerabilities, and use traditional machine learning techniques [37], such as k-nearest neighbor and support vector machine, to classify vulnerable code and non-vulnerable code. Ghaffarian et al. [38] reviewed the approaches of vulnerability analysis and discovery using machine-learning techniques, most of which are traditional machine learning-based methods. Traditional machine learning-based methods can be characterized by the granularity and attributes. **Granularity** describes the “atomic” unit of code that is treated as a whole. Many granularities have been investigated, including program [9], package [39], component [10], file [11], and function [12], [42], [43]. **Attributes** are the features that are defined to characterize pieces of code, including terms and their occurrence frequencies [10], imports and function calls [40], complexity, code churn, and developer activity [41], dependency relation [39], API symbols and subtrees [12], [42], system calls [9], and the combination of some features above [43]. Therefore, these approaches rely on human experts to manually define features, and cannot pin down the precise locations of vulnerabilities because programs are represented in some coarser-grained granularities.

**Deep learning-based methods.** Deep learning-based methods do not need to manually define features to characterize vulnerabilities, and can learn the features of vulnerable code automatically. Lin et al. [13] presented an approach to automatic learning high-level representations of functions based on their abstract syntax trees for vulnerability discovery. Russell et al. [14] proposed a large-scale function-level vulnerability detection system to learn deep feature representation of source code after lexical analysis. It combined the neural feature representations of function source code with random forest as a classifier. Harer et al. [15] used machine learning methods to perform the data-driven vulnerability detection, and compared the effectiveness of using the source code and the compiled code. The granularity of above approaches is function-level involving large numbers of statements which are not related to vulnerabilities. Therefore, they are coarse-grained and cannot pin down the precise locations of vulnerabilities. The recently proposed VulDeePecker [16] is the first to use deep learning to detect vulnerabilities at the slice level (finer than function level), effectively excluding the statements which are not related to vulnerabilities. SySeVR [17] is a deep learning-based framework which uses syntax-based, semantics-based, and vector representations to detect various types of vulnerabilities at the slice level. Nevertheless, there is no systematic comparative study to show the quantitative impact of different factors on the effectiveness of vulnerability detection.

The present study follows VulDeePecker and more specifically studies the impact of control dependency in the code gadget, the imbalanced data processing, and the neural networks on the deep learning-based vulnerability detection. As discussed above, the extension is based on a completely new implementation using an extended open source tool Joern,
VI. CONCLUSION AND FUTURE WORK

We conduct a comparative study to evaluate the quantitative impact of different factors on the effectiveness of deep learning-based vulnerability detection, involving more semantic information, imbalanced data processing, and different neural networks. For this purpose, we collect a dataset from the programs involving 126 types of vulnerabilities and implement the deep learning-based vulnerability detection system. Experimental results show using the code representation with data dependency and control dependency, no imbalanced data processing, BRNNs, and the last output corresponding to the time step is the best selection for deep learning-based vulnerability detection.

However, the present study has several limitations. First, we focus on detecting the vulnerabilities related to library/API function calls; future research needs to accommodate other kinds of vulnerabilities for comparative study. Second, the present implementation for code gadgets generation focuses on dealing with C/C++ programs; future comparative study will consider introducing the intermediate language to support multiple programming languages. Third, hot map can help identify important code elements in the code gadgets for vulnerability detection and speculate what features the deep learning model has learned; more investigations are needed to explain the deep learning model in detail.

APPENDIX

A. LIST OF C/C++ LIBRARY/API FUNCTION CALLS

Table 9 lists the 811 security-related C/C++ library/API function calls according to all known vulnerabilities.

B. LIST OF THE 126 TYPES OF VULNERABILITIES

The 126 types of vulnerabilities (i.e., CWE IDs) covered in the programs of present study are as follows:
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TABLE 9. 811 security-related C/C++ library/API function calls corresponding to all kinds of known vulnerabilities, where 
:" is the wildcard.
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