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ABSTRACT To improve the stability accuracy of two-axis inertially stabilized platform (ISP) for airborne star tracker application, a stable control method based on active disturbance rejection control (ADRC) is presented to handle the system nonlinearities, parameter uncertainties, and disturbances. A noise reduction method based on a modified disturbance observer (DOB) structure is proposed to suppress sensor noise and improve anti-disturbance capability and rapidity. Moreover, the robust stability of the proposed method is discussed. To illustrate the effectiveness of the proposed method, simulations and laboratory experiments are implemented. Finally, the vehicle tracking star experiments are performed. And the contrast results show that for the two-axis ISP the presented controller has superior performance in anti-jamming ability, rapidity, and isolation.

INDEX TERMS Inertially stabilized platform, active disturbance rejection control, disturbance observer, robust stability, noise reduction.

I. INTRODUCTION

Star tracker is widely used in astronomical navigation systems. It is of crucial significance for a star tracker to obtain high-resolution and continuous star images. However, in terms of airborne conditions, due to the attitude change and vibration of the aircraft, the star images are more severe than that of the satellite. Inertially stabilized platform (ISP) is proposed to stabilize the star image quality and even cause the target star to be lost. Consequently, ISP needs superior rapidity to respond quickly to gyroscope feedback information. On the other hand, ISP needs strong anti-disturbance capabilities to suppress disturbances, nonlinearities and parameter uncertainties present in the system. Numerous control methods have been developed to improve ISP control performance [3,7-8].

Even though advanced control theory has evolved over decades, PID control still dominates in engineering applications, due to fact that advanced control theory requires much model information and is hard to tune and maintain [9]. However, due to the structural limitation of PID controller, it is difficult for PID to deal with parameter uncertainties and nonlinear dynamics. Therefore, its deformations have become very popular in practical applications. For example, some parameter adaptive methods have been studied [10-11]. Although these parameter adaptive methods can improve the performance of PID, they cannot eliminate the structural defects of the PID so that control performance is still easily deteriorated.
by disturbance. Robust control can effectively overcome parameter uncertainty and disturbance [12]. However, there are at least two reasons why this method is not suitable. First, the implementation of the $H^\infty$ controller is complex, and the coefficients of such controllers are generally very fragile [13], and second, this method is generally conservative for the estimation of disturbances and uncertain dynamics. Sliding mode control is frequently reported due to its insensitivity to disturbances and noise [14]. However, when the switching function gain is large the high frequency chattering is difficult to avoid. Neural networks (NN) can handle complex nonlinear problems, so they have been widely concerned in ISP control systems in recent years [15-17]. However, on the one hand NN require a lot of data for training. For the ISP system, due to its complicated working environment, the data in actual work is difficult to obtain, and online training is difficult to achieve. On the other hand, the algorithm complexity of NN is generally high, so a lot of computation time is required. Limited by hardware conditions, it is difficult to apply to systems that require extremely high speed such as ISP.

ADRC is a nonlinear control method proposed by Prof. Han [18-19], which is used to estimate and compensate for uncertainties in the system including model parameter perturbation, nonlinear dynamics, and external disturbances. And linear ADRC was proposed by Gao [20] for the purpose of simplifying parameter tuning and system performance analysis. ADRC consists of three parts: extended state observer (ESO), tracking differentiator (TD), and state error feedback (SEF). ADRC is a controller with good adaptability and robustness, which can effectively improve the dynamic performance of the system [21]. Moreover, this method needs very little model information, and its parameters are easy to tune. Recently ADRC strategy has been applied in ISP control system [22-23]. And [24] combine ESO and robust control to achieve high-precision tracking control of ISP. In this paper, ADRC will be applied to the stability control of ISP to suppress nonlinear friction, install unbalanced torque, parameter uncertainty and external torque disturbance and to improve the response speed to gyroscope and tracking inputs. However, the large amount of noise present in the speed feedback obtained by encoder differentiation will severely limit the increase of ADRC parameters. Low pass filters (LPF) may be an intuitive choice to attenuate sensor noise. However, as can be seen from Section 3, simply adding LPF may make ADRC lose robustness. Noise reduction disturbance observer (NR-DOB) proposed by [25] can effectively suppress sensor noise and has strong robustness. However, the disturbance attenuation capability of NR-DOB is only related to NR-DOB, but not to the outer loop controller. The combination of NR-DOB and ADRC will offset the superiority of ADRC.

This paper proposes a simplified NR-DOB (SNR-DOB) to reduce the sensor noise while ensuring that the filtered sensor information retains the disturbance information as much as possible. SNR-DOB has a simpler structure and algorithm. Like NR-DOB, the filtering capability of SNR-DOB can be adjusted by choosing the appropriate bandwidth for the LPF. Moreover, the necessary and sufficient conditions for SNR-DOB robust stability are discussed. Compared with NR-DOB, the condition that plant must be the minimum phase system is removed. And the robust stability of SNR-DOB is more dependent on the outer loop controller. To illustrate the superiority of the proposed method, simulations and laboratory experiments are conducted. The results show that SNR-DOB is superior to NR-DOB in terms of anti-disturbance capability or dynamic performance. Finally, to further verify the practical application effect of the proposed control strategy vehicle tracking star experiments are carried out.

The remaining sections of this paper are as follows. Section 2 presents the star tracker ISP and gives its dynamic model. In Section 3, we first introduce the ADRC algorithm, and explain that the simple combination of ADRC and LPF may lead to system loss of robustness. Then the NR-DOB controller is shown and on this basis SNR-DOB controller is presented. The necessary and sufficient conditions for SNR-DOB robust stability are discussed in Section 4. In Section 5, simulations, laboratory experiments and vehicle tracking star experiments are completed to show the superiority of the proposed method. Finally, some concluding remarks are given in Section 6.

II. DYNAMIC MODEL OF THE ISP SYSTEM

The ISP system is composed of the yaw and the pitch gimbal, as shown in Fig.1. Its length is 0.42 m in, height is 0.3 m, and width is 0.15 m, and its total weight is 8.5 kg. The mirror is used to reflect the starlight for the optical system to receive. The gimbals are directly driven by DC torque motors. The attitude change and vibration of the carrier are measured by the gyroscope which is fixed to the base of the ISP. The rotary electric encoder is used to measure the relative angle of the two gimbals, whose resolution is 24 bits. The sampling frequency of the CCD is 100Hz, and image processing delay time is about 20ms.

ISP compound control systems typically include tracking loop, stabilized loop, and current loop. In order to improve the ISP's dynamic response, disturbance isolation and anti-disturbance capabilities, we are committed to optimizing the stabilized loop in this paper. The stabilized loop with current loop is shown in Fig.2. Current loop is mainly used to improve the dynamic performance of current with voltage. Stabilized loop is the core of ISP system. The ISP's disturbance isolation capability is determined by the Stabilized loop. The rate gyroscope mounted on the carrier is used to detect the motion and vibration of the carrier and feed it back to the stabilized loop in real time to make the motor reverse motion to stabilize the LOS. Photoelectric
encoders are used to measure the speed of DC torque motors. The control deviation of the tracking loop is the miss distance, which compensates the distance of the target from the LOS by the tracking loop controller to achieve accurate tracking.

friction model, we have \( f_d \in [f_d^L, f_d^U] \), where \( f_d^L \) and \( f_d^U \) are known positive constants. The transfer function of the stabilized loop plant is

\[
P(s) = \frac{K_T}{(T_s s + 1)(J_s + f_d^L)}
\]

where \( T_s \) is equivalent inertia time constant of the current loop. In fact, due to installation errors, back EMF and different frequency working environments, \( J_s, K_T \), and \( T_s \) all have certain parameter uncertainties. At the same time, carrier disturbance and complex nonlinearity should also be considered.

III. CONTROLLER DESIGN

A. ADRC ALGORITHM

Number Airborne ISP system is affected by various factors such as working environment, nonlinear dynamics, and sensor noise. There are complex nonlinearities, strong external disturbances and uncertainties of model parameters in the ISP system. Therefore, the ADRC is designed to handle these complex factors that affect the control performance of the ISP system. Let \( x_1 = \omega_p \), \( x_2 = \dot{\omega}_p \), and consider external disturbance \( d(t) \), then (1) can be rewritten as

\[
\dot{x}_1 = x_2 \\
\dot{x}_2 = f(t, x, d) + bu \\
y = x_1(t)
\]

where the total disturbance \( f(t, x, d) \) is given by

\[
f(t, x, d) = -\frac{f_d}{J T_s} x_1 - \left(\frac{1}{T_s} + \frac{f_d}{J}\right) x_2 + d
\]

and \( b = K_T / J T_s \).

Generating the TD is used to handle the contradictory between overshoot and quickness, and the second-order TD is

\[
\dot{v}_1 = v_2 \\
\dot{v}_2 = \lambda^2 \psi(v_i - r, v_i / \lambda)
\]

where \( r \) is the reference input, \( v_i (i = 1, 2) \) are the outputs, and \( \lambda \) is the tunable speed coefficient. \( \psi(v_i - r, v_i / \lambda) \) is a nonlinear function used to speed up convergence from \( v_i \) to \( r \).
ESO is the key of ADRC, and is usually used to estimate system states and total disturbance. Referring to equation (3), a third-order ESO is usually described as

\[
\begin{align*}
\dot{z}_1 &= z_2 - \beta_1(z_1 - y) \\
\dot{z}_2 &= z_3 - \beta_2(z_2 - y) + bu \\
\dot{z}_3 &= -\beta_3(z_3 - y)
\end{align*}
\]

(6)

where \(z_i (i = 1, 2, 3)\) are the outputs of the ESO, \(\beta_i > 0 (i = 1, 2, 3)\) are the observer gains.

SEF is used to eliminate summation disturbances and perform state reconstruction, and the SEF is designed as:

\[
\begin{align*}
u &= u_0 - \frac{z_i}{b} \\
u_0 &= \sum_{i=1}^{k_i}(v_i - z_i)
\end{align*}
\]

(7)

where \(k_i > 0 (i = 1, 2)\) are the controller gains.

ADRC parameter tuning has always been an important topic due to it’s a bunch of parameters. As suggested in [20], \(\beta_i\) and \(k_i\) are usually reduced to two tuning parameters for practical purposes: \(\omega_c\), the controller bandwidth; and \(\omega_o\), the observer bandwidth.

Defining the estimation errors

\[
e_i = x_i - z_i (i = 1, 2, 3)
\]

(8)

We get the error system:

\[
\begin{align*}
\dot{e}_1 &= e_2 - \beta_1 e_i \\
\dot{e}_2 &= e_3 - \beta_2 e_i \\
\dot{e}_3 &= \dot{f} - \beta_3 e_i
\end{align*}
\]

(9)

Let \(e = [e_1, e_2, e_3]^T\), (9) can be rewritten as follows:

\[
e = Ae + B\dot{f}
\]

(10)

where

\[
A = \begin{bmatrix} -\beta_1 & 1 & 0 \\ -\beta_2 & 0 & 1 \\ -\beta_3 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}
\]

\[
\beta_i = \frac{(2 + 1)!}{i!(2 - i+ 1)!} \omega_o^i, i = 1, 2, 3 \quad \text{for} \quad \omega_o > 0 \quad \text{the state} \quad e \quad \text{of (10) converges into a small field of origin, if there exist a positive constant} \quad L \quad \text{that} \quad |f| \leq L.
\]

**Remark 1:** It follows Theorem 1 in [28] that the larger \(\omega_o\), the higher the bandwidth of ESO, and the smaller the steady-state estimation errors. So \(\omega_o\) is a tradeoff between performance and physical limitations. In addition, a large \(\omega_o\) means fast response speed and strong anti-disturbance capability. However, the larger controller bandwidth and observer bandwidth also means the increase in the impact of sensor noise.

It can be seen from Fig.2 that the speed feedback of the stability loop is obtained by the differential of the position information measured by the encoder, so that a large noise is introduced. Low pass filters (LPF) may be an intuitive choice to attenuate sensor noise. However, as can be seen from Fig.3, simply adding LPF may make ADRC lose robustness. Suppose that the plant is given as

\[
P(s) = \frac{0.8}{(0.001s + 1)(0.04s + 1)}
\]

(11)

And \(\omega_c = 500\), \(\omega_o = 300\). The LPF is \(Q(s) = \frac{1}{(rs + 1)^2}\).

The simulation results with 5% sensor noise are shown in Fig. 3, where it is seen that small \(\tau\) can suppress the sensor noise, but when \(\tau\) increases, the system overshoot will increase, and even the system will lose stability. However, when \(\tau\) is small, the filtering effect of \(Q(s)\) is often unsatisfactory. Therefore, ADRC with low-pass filter may not be able to achieve excellent control performance.

![Simulation results for ADRC combined with LPF](image)

**B. NOISE REDUCTION DISTURBANCE OBSERVER**

In this section, a modified DOB controller is developed from [25, 29] to eliminate the effect of sensor noise. The noise reduction disturbance observer (NR-DOB) proposed by [25] is shown in Fig.4, and the system output \(y\) and the control input \(u\) are

\[
y(s) = T_{yr}(s)r(s) + T_{yr}(s)d(s) + T_{ym}(s)n(s) \\
u(s) = T_{uw}(s)r(s) + T_{uw}(s)d(s) + T_{umn}(s)n(s)
\]

(12)

where

\[
\begin{align*}
T_{uw} &= \frac{P_C}{(1 + P_C)(P_n + Q(P - P_n))}, \quad T_{yr} = PT_{uw}, \\
T_{uw} &= \frac{-PQ}{P_n + Q(P - P_n)}, \quad T_{ym} = \frac{PP(1 - Q)}{P_n + Q(P - P_n)}, \\
T_{umn} &= \frac{-Q}{P_n + Q(P - P_n)}, \quad T_{yn} = PT_{umn}.
\end{align*}
\]
where LPF \( Q(s) \) is defined as
\[
Q(s) = \frac{c_0 + c_1(s) + \cdots + c_n(s)}{(s)^h + a_{h-1}(s) + \cdots + a_0(s)}
\]  

(13)

where \( \tau > 0 \) is a constant, \( h \geq 0 \) and \( l \geq 0 \) are integers. Suppose that \( c_0 = a_0 \), \( l \geq h + r \), \( \text{deg} \left( P_n \right) \), and the numerator of \( Q(s) \) is stable. Note that, the LPF \( Q(s) \) satisfies
\[
\left| Q(j\omega) \right| \approx 1, \quad \omega \in [0, \omega_2] \\
\left| Q(j\omega) \right| \approx 0, \quad \omega \in [\omega_H, \infty]
\]

(14)

when \( \omega \in [0, \omega_1] \), from (12) we have
\[
T_{\nu}(j\omega) \approx \frac{PC}{1 + P_n C} \mid_{j\omega = 0}
\]

(15)

\[
T_{\nu}(j\omega) \approx P_n(1 - Q) \mid_{j\omega = 0} \quad 0
\]

(16)

When \( \omega \in [\omega_H, \infty] \), \( T_{\nu}(j\omega) \approx -\frac{Q}{P_n}(j\omega) \approx 0 \), \( T_{\nu}(j\omega) \approx \frac{PC}{1 + P_n C} \mid_{j\omega = 0} \approx 0 \).

(19) has the same perturbation attenuation characteristics as the system controlled only by \( C(s) \). Therefore, the SNR-DOB itself has almost no anti-disturbance capability while the NR-DOB of [25] has this ability. Instead, the role of \( \sigma \) in Fig.5 is to ensure that \( y \) retains as much disturbance information as possible so that controller \( C(s) \) can achieve perturbation attenuation.

In the high frequency range \( \omega \in [\omega_H, \infty] \),
\[
T_{\nu}(j\omega) \approx -\frac{2PC}{1 + P_n C} \mid_{j\omega = 0} \approx 0
\]

(20)

Therefore, like NR-DOB in Figure 4, SNR-DOB can also suppress sensor noise by selecting the appropriate \( Q(s) \) whereas DOB controller cannot eliminate the effect of sensor noise.

Remark 2: Since (14) is a very rough approximation, (16) and (19) cannot indicate that the anti-disturbance ability of the system in Fig.4 is stronger than that of in Fig. 5. In addition, (12) shows that the disturbance attenuation
capability of the NR-DOB system is only related to the inner loop, and is independent of the outer loop controller $C(s)$). Therefore, optimizing its outer loop controller does not improve the system’s anti-disturbance capability. The SNR-DOB system’s anti-disturbance capability is directly related to $C(s)$, so it can be combined with many advanced control methods for better control performance.

### IV. ROBUST STABILITY

This section focuses on the robust stability of SNR-DOB system. For this purpose, the following systems with parameter uncertainties are considered.

**Assumption 1.** Let the set $\varphi$ of transfer functions be

\[ \varphi = \left\{ P(s) = \frac{\gamma(s)x^n + \gamma_{n-1}s^{n-1} + \ldots + \gamma_0}{\alpha_{s}^r + \alpha_{s-1}s^{r-1} + \ldots + \alpha_0} \right\} \]

where $n$ and $r$ are positive integers, and all $\alpha_i$, $\alpha_{s-1}$, $\gamma_i$ and $\gamma_{n-1}$ are known constants such that $0 \notin \{\alpha_{s-1}, \gamma_{n-1}\}$.

Suppose that both $P(s)$ and $P_s(s)$ belong to $\varphi$. $P_s(s)$ is chosen such that $P(s)$ and $P_s(s)$ have the same relative order.

With the configuration of Fig. 5, twelve transfer functions from $[r, d, n]^T$ to $[u, y, \tau, \bar{\tau}]^T$ are given by

\[ \Delta(s) = \frac{(1 + Q)C - 2PCQ}{(1 + Q)PC - (1 - Q)PC + 1 + Q - 2PCQ} \]

where $\Delta(s) = (1 - Q)P_{ss}C + 1 + Q + 2PCQ$. If the above twelve transfer functions are stable, then the closed loop system is said to be internally stable. Write $P$, $P_s$, $C$, $Q$ as ratios of coprime polynomials; that is $P(s) = \frac{N(s)}{D(s)}$, $P_s(s) = \frac{N_s(s)}{D_s(s)}$, $C(s) = \frac{N_C(s)}{D_C(s)}$, and $Q(s) = \frac{N_Q(s)}{D_Q(s)}$. Then, (22) is rewritten as

\[ \delta(s, \tau) := \begin{bmatrix} M_{11} & M_{12} & M_{13} \\ M_{21} & M_{22} & M_{23} \\ M_{31} & M_{32} & M_{33} \\ M_{41} & M_{42} & M_{43} \end{bmatrix} \]

where

\[ \delta(s, \tau) := DN_s N_C (D_q - N_q) + D_s D_q D_s D + N_s D_s D_q D + 2D_s N_C N_q, \] and $M_{ij}$ are calculated by (22).

Thus, the SNR-DOB control system is internally stable if and only if all the eigenvalues of $\delta(s, \tau)$ in (23) are located in the left half plane for $P(s) \in \varphi$. Let $m := \text{deg}(D_C D_s D)$. Since all the transfer functions $P$, $P_s$, $C$, and $Q$ are proper, $\text{deg}(\delta(s, \tau)) = m + l$ with $r > 0$, i.e. there exists $m + l$ roots of the equation $\delta(s, \tau) = 0$.

**Lemma 1:** Let

\[ P_s(s) := 2D_q(D_C D + NN_C) \]

\[ P_j(s) := D_q(s; 1) + N_q(s; 1) \]

The polynomials $P_j(s)$ and have $P_j(s)$ $m$, and $l$ roots, respectively. Let $s_1^* \ldots s_m^*$ and $s_{m+1}^* \ldots s_{m+l}^*$ be the roots of $P_j(s) = 0$ and $P_j(s) = 0$, respectively. Then, the following conditions hold.

\[ \lim_{s \to -\infty} s_i(s) = s_i^*, \quad i = 1, \ldots, m \]

\[ \lim_{s \to -\infty} r_i(s) = s_i^*, \quad i = m + 1, \ldots, m + l \]

where $s_i^*$ $(i = 1, \ldots, m + l)$ are the roots of $\delta(s, \tau) = 0$.

**Proof:** Since $D_q(s; 0) = N_q(s; 0) = 0$, it follows that $\delta(s, 0) = 2a_l D_q (D_C D + NN_C) = a_l P_j(s)$. Thus, $m$ roots of $\delta(s, \tau) = 0$ converge to those of $P_j(s) = 0$ as $\tau$ approaches zero. To investigate the remaining $l$ roots of $\delta(s, \tau) = 0$, let

\[ \tilde{\delta}(s, \tau) := \tau^m \delta(s, \tau) \]

where $\tilde{\delta}(s, \tau) = \tau^m (D_n N_s(s/\tau) + D_s D_q D(s/\tau))$ and $\eta_2(s, \tau) = \tau^m (D_n N_s(s/\tau) + D_s D_q D(s/\tau) + 2D_s N_C N_s(s/\tau))$. Since $P$, $P_s$, $C$, and $Q$ are proper, it follows that

\[ \lim_{\tau \to 0} \eta_i(s, \tau) := \tau^m D_q(D_s D(s/\tau)) \tilde{\delta}_s(s, \tau) \]

and

\[ \lim_{\tau \to 0} \eta_i(s, \tau) := \tau^m D_q(D_s D(s/\tau)) \tilde{\delta}_s(s, \tau) = \tilde{\delta}_s(s, \tau) \]

where $\tilde{\delta}_s(s, 0) = \tilde{\delta}_s(s^* D_q(s; 1) + N_q(s; 1)) = \tilde{\delta}_s P_j(s)$. Therefore, there exist $m$ roots of $\delta(s, \tau) = 0$ at the origin and $l$ roots at $s_{m+1}^* \ldots s_{m+l}^*$. Therefore, it follows from Lemma 1 of [30], there are $l$ roots of $\delta(s, \tau) = 0$, say $\tilde{s}_i (i = 1, \ldots, m + l)$, such that $\lim_{\tau \to 0} \tilde{s}_i = s_i^*$, i.e. $\tilde{s}_i(\tau)/\tau$ are the roots of $\tilde{\delta}(s, \tau) = 0$. Hence (25) is proved.

According to Lemma 1, an almost sufficient and necessary condition for the robustly internal stability of the SNR-DOB control system are presented.

**Theorem 1:** Under Assumption 1, for all $\tau > 0$, and

\[ 0 < \tau \leq \tau^* \], the SNR-DOB control
system is said to be robustly internally stable if the following three conditions hold
(a) $P_a(s)$ is stable,
(b) $PC/(l + PC)$ is stable for all $P(s) \in \varphi$, and
(c) $P_f(s)$ is Hurwitz.

**Proof:** The denominators of $PC/(l + PC)$ and $P_a(s)$ are $DD_c + NN_c$ and $D_a(s)$, respectively. Thus, (a) and (b) means that $P_f(s)$ is Hurwitz. Therefore, the proof follows

**Remark 1:** An important condition for robust internal stability of NR-DOB system of [25] is that $P(s)$ is the minimum phase system. which is not required by the proposed SNR-DOB system. The condition (b) is a basic requirement for feedback control systems. Even if $P(s)$ is unstable and non-minimum phase, the SNR-DOB system can also be robustly stabilized by the appropriate controller $C(s)$, and the ADRC can usually meet this requirement [9].

And whether the $P_f(s)$ of NR-DOB system is Hurwitz is related to the selected $P(s)$, $P_a(s)$ and $Q(s)$, while the $P_f(s)$ of SNR-DOB system is only related to $Q(s)$. In addition, the SNR-DOB system in Fig.5 is much simpler because $P_a(s)$ is eliminated. At the same time, as can be seen from Fig.4 that for NR-DOB system $r : \text{deg}(Q) \geq r : \text{deg}(P_a)$ is required to satisfy the regularity, while this condition is not required by SNR-DOB system. Thus, the relative order of the Q-filter can be arbitrary in the SNR-DOB system, and it is clear that lower order Q-filters make the control algorithm simpler.

**Remark 4:** The control object becomes $PQ$ instead of $P(s)$ when ADRC and LPF are simply combined. Correspondingly, $Q(s)$ is introduced into the ADRC control system as a modeling error. Thus, the robustness of ADRC is deteriorated. In contrast, the robust stability of SNR-DOB depends mainly on condition (b) of **Theorem 1** for the other two conditions are easily satisfied. Condition (b) is the same as the closed-loop system transfer function without the LPF. Therefore, for ADRC, the SNR-DOB controller is more robust than simply adding LPF.

**V. SIMULATIONS AND EXPERIMENTS**

**A. SIMULATIONS**

Note that the anti-disturbance ability of NR-DOB system is independent of outer-loop controller $C(s)$. When $P_f(s) \neq P(s)$, the system may not be able to track accurately because of the total disturbance feedback of outer-loop ADRC (This conclusion was obtained by simulation, but without rigorous theoretical proof). In order to compare SNR-DOB with NR-DOB, and to show that these two methods are superior to LPF, consider plant (11) and let $P_a(s)=P(s)$. The Q-filter is simply chosen as

$$Q(s) = \frac{1}{(\tau s + 1)^2}$$

(27)

Obviously, $P_a(s)$ is stable and for all $\tau > 0$ $P_f(s)$ is Hurwitz. Let $\omega_i = 500$, $\omega_o = 300$, then it is easy to know from Fig. 3 that $PC/(l + PC)$ is also stable.

![Simulation results of the step response by the two control methods.](image1)

![Simulation results with input disturbance by the two control methods.](image2)

The simulation results with 5% sensor noise are shown in Fig.6, in which the noise levels of the two control methods are almost the same. It can be seen that compared with Fig.3, the overshoot of the two control methods is significantly reduced in the case of effective filtering of noise. And as $\tau$ increases, the noise filtering effect increases while the overshoot remains unchanged. Sinusoidal input disturbances were added to compare the anti-disturbance capabilities of the two control methods. Fig.7 shows the simulation results. It can be seen that the SNR-DOB has superior anti-disturbance ability than NR-DOB under the same outer loop controller.

**B. EXPERIMENTS**

To verify the practicability and effect of the proposed algorithm, the experiments are completed. The control objective is to adjust the stability loop of the ISP with input disturbance and sensor noise for greater anti-disturbance...
and rapidity. Since the two axes of the two-axis ISP are similar, the laboratory experiment only shows the experimental results of the yaw gimbal with greater inertia and friction. The control algorithm is implemented by DSPTM320F28335, and the sampling frequency is 1kHz. $P_{s}(s)$ is selected as

$$P_{s}(s) = \frac{8}{(0.00067s + 1)(0.02s + 1)}$$

Equation (28)

$Q(s)$ is the same as in (27) and $\tau = 0.01$. The outer loop controller $C_{1}(s)$ of SNR-DOB is an ADRC controller with $\omega_{c} = 500$, $\omega_{a} = 200$, and the outer loop controller $C_{2}(s)$ of NR-DOB is simply chosen as a PI controller (When $P_{s}(s) \neq P(s)$, the system may not be able to track accurately because of the total disturbance feedback of outer-loop ADRC).

$$C_{2} = 0.04 + 0.03 \frac{1}{s}$$

Equation (29)

The experimental results of the step response are shown in Fig. 8, where the speed reference is set to $2°/s$. From which we can see that the noise in the output and control inputs of SNR-DOB and NR-DOB is approximately at the same level. However, due to different outer loop controllers, SNR-DOB has almost no overshoot while NR-DOB has obvious overshoot. Two sinusoidal input disturbances $\sin(2\pi t)$ and $0.2\sin(10\pi t)$ were added to compare the anti-disturbance capabilities of the two methods, and the experimental results are shown in Fig.9. It can be seen that the anti-disturbance capability of SNR-DOB is about 1/3 higher than that of NR-DOB. The sinusoidal response experiments with two different frequency references $\sin(4\pi t)$ and $\sin(10\pi t)$ were conducted in Fig.10 to compare the tracking accuracy of the two methods. For SNR-DOB, the RMS (root mean square) of the tracking deviations are 0.146°/s and 0.176°/s, respectively; for NR-DOB, the RMS are 0.247°/s and 0.297°/s, respectively. Overall, the tracking deviation of the former method is about 60% of the latter.

![FIGURE 8. Experimental results of the step response by the two control methods.](image8)

ISP experiments in a vibrating environment were implemented to compare the combined effects of tracking performance and anti-disturbance capabilities of the two methods, and the experimental results are shown in Fig.11. Fig.11 shows the deviations between the yaw gimbal speed of the ISP and the gyroscope output. The RMS are 1.008°/s for SNR-DOB and 2.260°/s NR-DOB.

![FIGURE 9. Experimental results with input disturbances by the two control methods.](image9)

![FIGURE 10. Experimental results of the sinusoidal response by the two control methods.](image10)

![FIGURE 11. Experimental results in a vibrating environment by the two control methods.](image11)

In order to more effectively verify the effect of the proposed algorithm, the vehicle tracking star experiments were carried out in the Huan Cheng Expressway in Xi'an, Shaanxi Province. The vehicle and the star tracker ISP are shown in Fig.12. The star tracker ISP system was mounted on the top of the vehicle. During the experiment, the vehicle traveled at a constant speed of 80km/h, and the star tracker ISP captured and continuously tracked the target star.

The output miss distances of camera were used as criteria of the control system. The miss distances of two gimbals, when the vehicle is stationary, are shown in Fig.13. The experimental results of two different methods are as follows: for SNR-DOB: the yaw gimbal’s RMS is 0.800px that is
34.82% of NR-DOB and pitch gimbal’s RMS is 0.23px that is 46.37% of NR-DOB. The experimental results of tracking the same star under vehicle motion are shown in Fig.14. For SNR-DOB: the yaw gimbal’s RMS is 10.962px that is 49.92% of NR-DOB and pitch gimbal’s RMS is 6.303px that is 55.56% of NR-DOB.

VI. CONCLUSION

In this paper, a control strategy based on active disturbance rejection control (ADRC) with a simple noise reduction disturbance observer (SNR-DOB) is proposed to improve the line of sight (LOS) stabilization accuracy of the two-axis inertial stabilization platform (ISP) for airborne star tracker application. ADRC is used to estimate and compensate the system nonlinearities, parameter uncertainties, and disturbances. And SNR-DOB is proposed to achieve noise suppression and improve anti-disturbance capability and rapidity of the system. NR-DOB was first developed in [25]. It can be seen that SNR-DOB has a simpler structure, and its anti-disturbance capability can be optimized by the outer loop controller while NR-DOB cannot. The contrast experiments show that the proposed method has stronger anti-disturbance ability and rapidity than the method in [25]. The vehicle tracking star experiment results show that the proposed method can achieve high-precision LOS stability.
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