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ABSTRACT A Big Data environment is a powerful and complex ecosystem that helps companies extract important information from data to make the best business and strategic decisions. In this context, due to the quantity, variety and sensitivity of the data managed by these systems, as well as the heterogeneity of the technologies involved, privacy and security become especially crucial issues. However, ensuring these concerns in Big Data environments is not a trivial issue, and it cannot be treated from a partial or isolated perspective. It must be carried out through a holistic approach, starting from the definition of requirements and policies, and being present in any relevant activity of its development and deployment. Therefore, in this paper, we propose a methodological approach for integrating security and privacy in Big Data development based on main standards and common practices. In this way, we have defined a development process for this kind of ecosystems that considers, not only security in all the phases of the process, but also, the inherent characteristics of Big Data. We describe this process through a set of phases that covers all the relevant stages of the development of Big Data environments, which are supported by a customized Security Reference Architecture (SRA) that defines the main components of this kind of systems along with the key concepts of security.
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I. INTRODUCTION Nowadays, companies are more aware of Big Data importance [1]. Data are crucial to conduct their daily activities and to help senior management to achieve business goals and, as a result, take better decisions based on the information extracted from such data [2]. The usage of a Big Data ecosystem implies a change compared to traditional techniques in three different ways: the amount of data (volume), the rate of generation and transmission of data (velocity) and the heterogeneity of the types of structured and unstructured data that it can handle (variety) [3]. These properties are known as the three Vs of Big Data [4]. This is the traditional definition of Big Data; however, different authors have added new V’s to adapt its definition to the current state; for example, the veracity of the data, or the value obtained after performing the algorithms [5][6]. A Big Data ecosystem can be defined as the set of different components that allow to store, process, visualize and deliver useful insights to target applications. Usually these components are very complex and need to work together in order to obtain valuable information [7].

The use of new technologies brings new opportunities and perspectives; however, they can also cause new problems, and Big Data is not an exception. These issues are related not only to the V’s of Big data, but also to privacy and security. Big Data not only increases the size of the problems related to privacy and security, as faced in the traditional management of security, but also adds new threats and vulnerabilities that should be addressed with different techniques and measures [8]; for example, how to check the veracity of the data sources that feed the Big Data ecosystem [9]. Furthermore, these security problems are potentiated due to the fact that Big Data was not conceived initially as a secure environment [10], and therefore, the main security problems are related to the specific architecture of Big Data itself which makes it harder to protect the privacy of the data that it is being used [11].
For that reason, when a company decides to develop a Big Data ecosystem, it is important to consider these security and privacy issues which can affect how it is implemented. If these problems are not addressed properly, they can lead to difficulties that can affect the organization itself; for example, failure to comply with laws related to the context of the Big Data ecosystem may result in the loss of the company's reputation or even fines and lawsuits. Therefore, without guaranteeing its security, Big Data will not reach an appropriate level of confidence [12]. Hence, it is important to have methodologies, mechanisms, and guidance to properly implement not only the Big Data ecosystem, but also its security. In addition, security-by-design trends are becoming significant. This approach highlights the importance of tackling the security from the early stages of the design process [13].

Hence, the creation of a secure Big Data ecosystem is usually a very complex task that should be supported by guidance and methodologies to guarantee its success. Due to these problems, we have defined a process that integrates security aspects into the development of a Big Data ecosystem, and at the same time, considers its inherent characteristics. Our proposal is composed by twelve different phases covering the main stages of development, including analysis and design which, normally, are not sufficiently considered in this kind of scenarios. Moreover, it is important to highlight that a process of this kind should not be only a description of a set of activities; in fact, it should be supported by a conceptual framework that defines the main components of the system to develop [14]. In our case, we needed a metamodel that covers the main components of a Big Data ecosystem and, at the same time, incorporates security aspects into them; for this, we have defined a customized Security Reference Architecture (SRA) for Big Data [15]. This paper represents an evolution of that work, since it uses the architecture as a basis to build a secure process to develop Big Data ecosystems.

A SRA is usually defined as a high level architecture that incorporates a set of elements facilitating the definition of security requirements and allowing a better understanding of security policies, threats, vulnerabilities, etc., which can be used to describe a conceptual model of security for Big Data systems [16]. The use of an SRA allows a better control of the threats and vulnerabilities of the system, evaluating which can be stopped or mitigated from a risk assessment process. Therefore, the use of the components and concepts defined in the SRA can better support our process, while at the same time, we address the problem of the typical complexity of this type of systems. SRAs have become useful tools that allow a better understanding of complex systems [17], such as cyber-physical systems [18]. In this way, our SRA is designed to allow the use of patterns of different kinds to ease the implementation of the system and improve the addition of non-functional requirements [19]. In this case, we will focus on security patterns to ease the implementation of security mechanisms in Big Data ecosystems.

Additionally, this paper includes an example of how to apply our process following the components of our architecture; in this example, we have designed a Big Data ecosystem from scratch: first considering the requirements of it, and finally, implementing the security solutions that can tackle the different threats that can affect Big Data; for example, the security patterns that can help in the solution of those problems.

We organize the content of the paper as follows: in the first section, we explain some background, including the best known methodological security approaches for any kind of IT system; then we discuss the main proposals for Big Data reference architectures. As stated before, our process is supported by a SRA, for that reason, the next section explains it. Section 4 is focused on explaining the entire process including all its phases. Next section explains an example of how to use our SRA, following the previously defined process, to create a secure Big Data ecosystem. Finally, we present conclusions and future work.

II. BACKGROUND

As we described in the introduction, the use of a Big Data ecosystem brings new security problems that must be addressed. We carried out a study about the main security problems in Big Data ecosystems [20] that highlights that the main issues are related with data privacy and how to assure the Big Data architecture itself. These problems can be tackled by using general mechanisms like user authorization and authentication, fraud detection, risk control, auditing, encryption, network access control, or guarantee the quality of the data when it comes from an unreliable data source [21], [22]. However, these are general security mechanisms that must be modified in order to be applied in a specific context such as Big Data. For example, how to guarantee the data exchange in an edge computing context [23], how to ensure the cluster management to protect it from malicious access [24] or how to check the provenance of the data in an IoT scenario [25].

On the other hand, there are not many proposals that deal with the problem of security in Big Data from a methodological perspective. Therefore, to build a process to incorporate security in Big Data developments, we carried out a study of the main proposals for security methodologies. These methodologies are usually focused on software systems, so they cannot be fully used to deploy a secure Big Data ecosystem. On the other hand, we tried to find different alternatives to SRAs in Big Data ecosystems; however, none was found. Nevertheless, we were able to find some Reference Architectures (RA) that allow the abstraction of the main components of a Big Data environment. For that reason, this section is organized in two subsections: the first one explains the best known security approaches in development...
methodologies, and the second one, defines the main proposals of reference architecture for Big Data ecosystems.

A. SECURITY APPROACHES IN DEVELOPMENT METHODOLOGIES

There are many proposals related to how to address security in software development. In [14], the authors carried out a complete analysis of the quality of the main proposals in this topic. Therefore, in this subsection, we describe the main proposals.

Tropos [26] is a methodology that aims to build agent oriented software systems. This proposal is based on two main ideas: on one hand, the use of mentalistic notions; for example, goals or plans which are used in the entire process of software development. On the other hand, it highlights the importance of the early phases of requirements analysis. This allows a better understanding of the environment. Secure Tropos is an extension of this methodology that focuses on security goals and security requirements elicitation. It allows the integration of security concepts throughout the entire development process. For this, Secure Tropos uses an extended version of the i* language that includes concepts like goals or tasks [27].

SecureUML [28] is a modelling language for model-driven development that has the main purpose of securing distributed systems. Its approach is based on role-based access control. For this, it defines a meta-model that incorporates concepts like Roles, or Permissions. On the other hand, UMLSec [29] focuses on modelling security properties at the design stage by using a UML-based language. In order to support this purpose, it defines a UML extension with stereotypes, tagged values and constraints that allow the specification of security requirements. These two proposals are not competitors; on the contrary, they can complement each other, since UMLSec can help in defining the dynamic analysis, while SecureUML defines the static part of the security aspects to develop [30].

Another common perspective when facing the development of systems is to make use of the concepts proposed by Jackson [31], this approach is called problem-based frames. A problem frame is a mechanism for classifying problems that arise during development. This approach places special emphasis on the specification and definition of requirements. However, this approach is not usually used for security.

SERENITY [32] is a pattern-based methodology specially focused on Ambient Intelligence (AmI) systems. It is composed by two parts that cover the development and operation for the selection of security and dependability solutions. Its main characteristics are its dynamism, distribution and heterogeneity. SERENITY proposes a security goal approach which guides the discovery of requirements and the selection of patterns. The Secure Unified Process [33] incorporates security principles and disciplines into the Unified Process. The Unified Process can be considered as de facto standard for the software application development process. SysML-Sec [34] proposes a model-driven approach in which it proposes a stronger collaboration between the designers and the security experts; this approach is more oriented to systems where safety is an important requirement. ASE methodology [66] allows the incorporation of security mechanisms in distributed systems. To achieve this purpose it uses patterns.

All these approaches are too general and must be adapted to the specific context in which they will be applied. Furthermore, these proposals mainly focus on modelling software systems, while a Big Data ecosystem requires a double perspective: on the one hand, it is necessary to consider the services it will provide; on the other, the developer should not forget the infrastructure part of the system. Both layers will interact with each other and influence their development. However, we can learn a lesson from these proposals: most of them use UML as a way to express the particularities of the system they model and facilitate the incorporation of security concepts.

B. REFERENCE ARCHITECTURES FOR BIG DATA

An RA is an abstract software architecture that is based on one or more domains and with no implementation features. Moreover, an RA should be expressed at a high level of abstraction, in order to be reusable, extendable, and configurable [35]. Different authors and organizations have proposed different RAs for Big Data. As for standardization proposals, the RA defined by the NIST organization has gained relevance in this topic, therefore we will define its proposal in more detail. On the other hand, the ISO/IEC organization is currently working in the creation of a RA for Big Data under the standard ISO/IEC 20547-3 [36]. However, as it is a work in progress at the time of writing this article, it is not possible to comment much on its content.

For the last several years, the NIST has defined an RA for Big Data which has received the general consensus of the industry and scientific community [37]. With the release of last version on June 2018, this architecture collects many different ideas and features for creating a Big Data ecosystem. This set of features were extracted from the proposals of a Big Data architecture made by the main companies of the sector, such as, Oracle and IBM. The architecture is divided into five different components that interact with each other and have different objectives. In order to face the security problems, this architecture has a Security and Privacy Fabric that addresses the needs and solutions about this specific topic. In fact, there exists a specific volume about privacy and security in Big Data [38]. However, the NIST proposal cannot be considered as a SRA because it does not approach the security as a main requirement but as a fabric that is kept in the background. Here, the security concerns are addressed from a holistic perspective, rather than considering the security of each component of the Big Data ecosystem. From our point of view, this representation based on blocks is not expressive enough. Figure 1 represents the RA proposed by NIST. This kind of specification is too high level in terms of abstraction,
it provides little emphasis on details of the subcomponents and how they are connected. This approach may not be expressive enough to assist in design and implementation of a Big Data ecosystem. Even though, this proposal has those issues, it is a well-conceived architecture that was the basis we used to create our own SRA.

Demchenko et al. [7] propose a Big Data Framework Architecture that establishes the data lifecycle of a Big Data ecosystem. As in the NIST approach, they use a block representation; but with a more detail in the relationships between the different components of the architecture. However, they address security in a very sketchy way and as an isolated feature, not really connected to the other components. In [39] the authors propose a complete architecture in terms of the relationships between the different components; however, we found a lack of consideration given to security and privacy aspects.

Klein et al. propose in [40] a specific reference architecture for Big Data to address the typical national defense requirements. Their architecture is very similar to the one proposed by NIST. Our goal is to obtain a better abstraction of the architecture, but still it is interesting how they address some concerns by using solution patterns. They highlight the importance of having a specific domain for the requirements. In our case, requirements, and specifically the ones related to security, are the fundamental pillars on which the SRA is based. Nadal et al. [41] propose a software reference architecture for semantic-aware Big Data ecosystems named Bolster, it follows the λ-architecture principles to which they add a semantic layer. They provide a very interesting approach; however, their proposal is more focused on the data lifecycle in a Big Data ecosystem; therefore, they do not have as an objective approaching security requirements. Following this approach, in [42] the authors propose a software architecture for Big Data that considers from the definition of requirements to their implementation. However, like other proposals, it contemplates security as a complement to be considered, not as a crucial feature for a successful implementation.

BlueTalon [43] proposes a Big Data model focused on data-centric security. Their purpose is to embed security information within the data itself. There are other proposals made by the main IT companies like Oracle [44], NTT data [45], IBM [46], Microsoft [47], or SAP [48] which are not focused on security, and are also aligned with their own technological stack.

Figure 1. NIST proposal for a Big Data architecture

In this section, we briefly describe our SRA proposal which is based on the schema and components following the guidelines proposed by NIST. Our SRA is aligned with the RA proposed by NIST, so it can be easier to implement. Moreover, this architecture highlights the importance of implementing security solutions based on concepts of the SRA. We have created a SRA described by means of UML diagrams that try to facilitate the implementation of secure Big Data. We decided to use UML diagrams because we found a lack of proposals where the relationships between the different components and subcomponents are precisely defined. Also, thanks to this kind of diagram it is possible to apply different security patterns, which are usually described as UML models.

As stated before, this SRA was more in-depth described in [15].

Our proposal focuses primarily on the requirements and security solutions that are described on the first component of our architecture: the System Orchestrator (SO). Thus, the requirements and security solutions are implemented in the other components of the SRA. It is important that these security requirements are aligned with the goals and policies of both the organization and the Big Data environment. These security requirements can be satisfied through different security solutions that follow the company’s security policies and have the main objective of counteracting threats and controlling vulnerabilities. At this level, security requirements and solutions are still abstract objects that will be implemented in the rest of the components of the SRA. To facilitate their implementation, our SRA allows the use of security patterns. A security pattern is an abstract solution to a recurring problem that describes how we defend ourselves from a threat, or set of threats, in a concise and reusable form [49]. Therefore, it can be said that the SO is the most abstract of our architecture and will influence the implementation of the rest of components.

The next component of our architecture is the Big Data Application Provider (BDAP), which has the objective of satisfying the requirements established in the SO. To do this, the BDAP is composed of the different services offered by Big Data. In general, these services are five: collection (collecting the data that feed the analytics), preparation (cleaning or structuring the data to improve the results), analysis (algorithms to obtain valuable information from the data),...
visualization (representation of the data) and access control (who can access what data). It is not mandatory that all Big Data ecosystems provide all these services, there are some optional services such as the preparation or visualization of the results, which depending on the context may not be necessary. These services are implemented at the hardware level in the next component.

The Big Data Framework Provider (BDFP) supports the functionalities of the BDAP. In order to do this, it is usually composed of one or more clusters that in turn are composed of nodes. In addition to the hardware infrastructure, this component provides storage, processing and other services such as communications or resource management. Currently, many companies (especially small and medium) decide to outsource this part of the architecture by hiring a commercial cloud solution, on which they build their Big Data ecosystem.

Finally, the last two components of the SRA are the Data Producer (DP) and the Data Consumer (DC), which have a similar function, but at opposite edges of the architecture. On one hand, the DP is responsible for feeding data to the Big Data ecosystem, serving as a connection point with data sources, these data sources can be both structured and unstructured. On the other hand, the DC is the component that consumes the information generated by the Big Data ecosystem, serving as a connection point with the end user of the data. This end user does not have to be a physical person but can be another system. Fig. 2 shows the structure of the SRA with its components and how they relate to each other.

**FIGURE 2. Main components of the SRA**

**IV. PROCESS TO INCORPORATE SECURITY TO BIG DATA DEVELOPMENTS**

After describing the different components of our proposal, in this section, we describe how to properly use the SRA. Our process is composed by 11 phases, each of them is composed by different activities with input and output artifacts. The process follows the recommendations from the security-by-design culture [13] by considering the security since the early stages of the process, including security aspects during the whole process. As a result, this process can be considered as a guide of good practices that will improve the security of a Big Data ecosystem. In this section, we first define the process that we recommend following and then, we show an example of how to implement the security of a Big Data ecosystem from scratch.

**A. PHASES OF THE PROCESS**

When carrying out a Big Data project, it is important to highlight that it is quite different from a traditional software development. Big Data ecosystems are usually very complex systems where different technologies interact together to reach a goal. Furthermore, this kind of systems are normally implemented in companies where the time-to-market and the need to adapt to different changes is crucial. Moreover, many of those organizations are immersed in an internal cultural evolution in order to be more agile and innovative, such as DevOps movement [50]. Consequently, due to this pressure and the misunderstanding and misuse of the agile methodologies, the development of Big Data ecosystems usually does not make enough emphasis on the analysis and design phases, incrementing the technological debt.

For those reasons, our proposal tries to solve this problem by performing a light analysis and design phases. Therefore, our process for using the SRA has two different set of phases: on the one hand, analysis and design, and on the other hand, implementation.

The initial phases focus primarily on the definition of requirements, security solutions and risks, which will guide the implementation of the Big Data ecosystem on the second set of phases. These two set of phases are closely related to each other, since once the analysis and design are completed for the first time, it does not mean that the artefacts obtained are definitive. In fact, our process contemplates the possibility that during the implementation phase new requirements will emerge, and therefore, it will be necessary to go back to define those new requirements, the security solutions and the risks that are related to them. Once the process goes back, it does not mean that the whole process needs to be restarted; for example, if during the implementation of the Analyzer component a security requirement is discovered on how to guarantee the privacy of the sensitive data, then, the first three phases must be performed again, but the changes made may not affect the rest of the components; in contrast, if the changes do affect the other components, a new iteration of the implementation phase must be performed. Fig. 3 depicts the different phases of the process. In the following subsections, each phase will be defined. The artefacts involved in these phases are not described with an excessive level of detail so as not to overhead the scope of this paper.

**PHASE 1: REQUIREMENTS DEFINITION**

This phase is composed by four different activities that are shown in Table I. The main goal of this phase is to obtain the...
requirements of the Big Data ecosystem. The first activity in this phase is the definition of Big Data goals, this is referred to as the main purpose of the Big Data ecosystem that will be implemented. Indeed, to have a useful and valuable system, these goals must be aligned with the policies and the business goals of the company. There are a few approaches that deal with the problematic of representing and obtaining goals; for example, the GORE (Goal-Oriented Requirement Engineering), i*, or KAOS (Knowledge Acquisition in autOmated Specification). None of these methodologies are specific for Big Data ecosystems; however, they can be used to achieve this purpose [51]–[55]. Furthermore, the goals obtained can in turn be divided into more specific sub-goals, which can be represented by means of an AND-OR graph; this will allow a better understanding of the Big Data implementation.

The second activity is focused on the definition of the requirements, and more specifically the security requirements of the desired Big Data ecosystem. In order to do so, not only the goals and sub-goals obtained in the previous activity should be considered, but also the context of the company. The context of a company is a set of characteristics that can change the requirements of a Big Data; for example, the security requirements of a Big Data ecosystem implemented in a hospital should be especially strong in terms of privacy. Moreover, the context of the system also includes the different legal regulations that can affect the system, and therefore, its requirements. In order to properly specify the security requirements, there are a few methods that can be used; for example, UMLSec [29] is an UML extension focused on specifying security requirements regarding confidentiality, integrity, and availability to develop secure systems, or security uses cases [56] which represent scenarios focused on security issues. Based on the problem-frame approach, previously mentioned in section II.A, we can highlight the abuse-frames proposal [57], which introduces the concept of anti-requirement. An anti-requirement expresses the intentions of a malicious user, this can help with the definition of system threats. A more in-depth analysis of different security requirements definition methods can be found in [58].

Finally, the third and fourth activities are dedicated to the selection and acquisition of the assets that can approach the requirements defined in the previous activities. In general, there are six different types of assets that can be identified in a Big Data ecosystem: the hardware infrastructure, the services and applications, the data and metadata, the analytical resources, the security and privacy techniques, and the individuals and roles [37]. It is important to carry out a rigorous study of the different possibilities to decide which one is the option that best fits your Big Data requirements. The selection of assets will highly influence the implementation of the Big Data, so it is necessary to check the compatibility between the different elements before acquiring them. In some cases, the assets are already part of the company so there is no need to acquire them. A widely used solution for this type of problem are decision-making trees which allow the comparison of advantages and disadvantages between different possibilities.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>ACTIVITIES OF PHASE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activities</td>
<td>Description</td>
</tr>
<tr>
<td>Define Big Data Goal</td>
<td>Definition of Big Data goal and sub-goals that must be aligned with the business goals and policies.</td>
</tr>
<tr>
<td>Define requirements</td>
<td>Definition of requirements and security requirements based on the goal and sub-goals defined, and the context of the system.</td>
</tr>
<tr>
<td>Select assets</td>
<td>Selection of assets that will address the previously defined requirements</td>
</tr>
<tr>
<td>Acquire assets</td>
<td>Acquisition of the selected assets</td>
</tr>
</tbody>
</table>
At the end of this phase, a list of requirements and assets will be obtained. However, these are still tentative lists because they can be updated due to the emergence of new requirements as the different phases of the process progress. Obviously, in addition to security requirements, there are other types of requirements that are also crucial to implement the Big Data ecosystem and that are used following the common methods.

**PHASE 2: RISK ASSESSMENT**

The second phase has three activities that are shown in Table II. The main goal of this phase is to define the risks that can affect the Big Data ecosystem. When we refer to risk we follow the traditional definition of risk: where a potential harmful event has a probability to happen and a potential severity over the elements involved [59]. Therefore, the first activity is the definition of the vulnerabilities that can affect the assets. The selected assets will probably have a set of vulnerabilities that are already identified by the community. These vulnerabilities can be exploited by threats. However, there are more threats that should be considered, for example, ENISA (European Union Agency for Network and Information Security) organization has created a list of the main threats that can be found in Big Data [60]. Another option is to consider the NIST Vulnerability and CVE database which contains a huge repository of threats and vulnerabilities (not only for Big Data environments). Also, there are different techniques that ease the discovery of threats like attack trees, misuse cases, or misuse activities [49].

**TABLE II**

**ACTIVITIES OF PHASE 2**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define vulnerabilities</td>
<td>Definition of vulnerabilities that can affect the assets</td>
<td>Assets</td>
<td>Vulnerabilities</td>
</tr>
<tr>
<td>Define threats</td>
<td>Definition of threats that can exploit the vulnerabilities</td>
<td>Vulnerabilities</td>
<td>Threats</td>
</tr>
<tr>
<td>Risk assessment</td>
<td>Definition of impact that the threats can have on the assets and the prioritization of risk based on that study</td>
<td>Threats Vulnerabilities Requirements Assets</td>
<td>Prioritized risks</td>
</tr>
</tbody>
</table>

Once all the risks of the Big Data ecosystem are identified, the risk assessment activity will focus on doing a quantitative and qualitative analysis of the risks. Therefore, based on that analysis a prioritized list of risks will be obtained. This list will allow stakeholders to decide how to deal with the risks, for instance, some risks are major and need to be prevented, and on the other hand, there are others that are not as important and accepted by the organization. The decision of this classification will also depend on the risk appetite of the company. There is not a specific method to deal with Big Data risks, however, there are many proposals for IT risk assessment in general that can be used; for example, MAGERIT [61], OCTAVE [62], CRAMM [63], CORAS [64], or ISO 31000 [59].

As it happened with the requirements, the discovery of new vulnerabilities, threats and risks is an on-going phase that can evolve during the process of implementing the Big Data ecosystem.

**PHASE 3: SECURITY SOLUTIONS DEFINITION**

This phase is composed by three activities that are summarized in Table III. Their main purpose is defining the security solutions that will tackle the threats and risks defined in the previous phase. Also, the definition of these security solutions can lead to the creation of security metadata that can help in the implementation. However, the security solutions defined at this phase are still in a very abstract level, so they must be implemented in the lower levels of the architecture where the threats can actually affect the assets. There are methods to select the most appropriate security solutions; for example, in [65] the authors propose a mechanism that supports decision making to define the best set of security controls according to the family of standards in ISO/IEC 27000.

**TABLE III**

**ACTIVITIES OF PHASE 3**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find security solutions</td>
<td>Definition of the security solutions that can tackle the threats of the system</td>
<td>Threats Prioritized risks</td>
<td>Security solutions Security metadata</td>
</tr>
<tr>
<td>Select security patterns</td>
<td>Discovery of the security patterns that can ease the implementation of the security solutions</td>
<td>Security solutions</td>
<td>Security patterns to use</td>
</tr>
<tr>
<td>Find misuse patterns</td>
<td>Use of well-known misuse patterns that can guide the discovery of new threats to the Big Data ecosystem</td>
<td>Assets Threats Security patterns</td>
<td>Threats updated Vulnerabilities updated</td>
</tr>
</tbody>
</table>
possible that there is no security pattern that mitigates a specific threat or vulnerability; in that case, the security solution should be created from scratch. Another possibility is adapting security patterns from other fields.

Finally, the third activity can be considered as a way to improve the security aspects of the ecosystem since its main purpose is the identification of threats and vulnerabilities that were not considered before. Therefore, the use of misuse patterns is an interesting practice from the point of view of the security. It is based on the goals of the attacker related to the assets of the system, so it gives a new perspective. A misuse pattern defines an unauthorized use of an asset and how this attack is performed. It also describes the countermeasures that can be used to reduce that risk [68]. To our knowledge, there are not specific misuse pattern for Big Data scenarios, however, it is possible to adapt the existing ones to this kind of environments or even create them [69].

PHASE 4: IMPLEMENT INTERFACES DP

From this phase onwards, the implementation of Big Data begins. The activities forming this phase are summarized in Table IV. The main goal of this phase is the description of the data sources that will feed the Big Data ecosystem, as well as the restrictions that must be applied due to the security requirements of the Big Data ecosystem and the data sources themselves. Therefore, the first step is the definition of the different data sources that will be used to meet the requirements defined. Usually a Big Data ecosystem will use different data sources to perform its analysis. Because of that, a good practice is the creation of a metamodel of the different data sources that depicts how data is connected and which data will be used. This metamodel will be used later during the implementation of the Collector component. Once the metamodel is completed, the access restrictions to the data must be implemented by using interfaces. These interfaces are software implementations of the security requirements of the Big Data ecosystem and the policies that the data sources can have.

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>ACTIVITIES OF PHASE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activities</strong></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>Identify data sources</td>
<td>Identification of the different data sources that will feed the Big Data ecosystem</td>
</tr>
<tr>
<td>Implement interfaces with data sources</td>
<td>Implementation of the “gates” between the data sources and the system</td>
</tr>
</tbody>
</table>

This phase is highly connected with the implementation of the Collector, for that reason, sometimes it is possible to perform them at the same time. This approach allows a better alignment between these two components.

PHASE 5: IMPLEMENT COLLECTOR

This phase starts the implementation of the BDAP component. As we stated before, this component can be considered as the SaaS layer of the architecture. The activities that conform this phase are summarized in Table V. Although, phase 5 has the main purpose of implementing the collection service, the first activity to perform is the definition of the data lake.

A data lake is a storage repository that holds a huge amount of raw data as it was generated, while it is still not necessary to process it. In general, data lakes store unstructured data but they can combine different kinds of data [70]. The data lake is part of the Collector component, as it stores the raw data received from the data sources. For that reason, it is important that it is aligned with the defined requirements. Indeed, this data lake can be better managed if we use metadata to try to tackle the problems of having a huge amount of disorganized data [71].

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>ACTIVITIES OF PHASE 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activities</strong></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>Define the data lake</td>
<td>Definition of the data lake that will be used in the Big Data ecosystem</td>
</tr>
<tr>
<td>Implement the Collector component</td>
<td>Implementation of the Collector component, which is in charge of feeding the Big Data</td>
</tr>
<tr>
<td>Implement security solutions for the Collector</td>
<td>Implementation of the security solutions defined during phase 3</td>
</tr>
</tbody>
</table>

The second activity is focused on implementing the collection service which has the purpose of obtaining data from different data sources. Depending on the kind of data source that it is needed, you may need to use different applications. For example, if the data is stored in a relational database, it can be exported to the Big Data storage by means of Apache Sqoop. Collector also considers the data that must be analyzed in real-time, for instance, in a scenario where a log file requires to be processed and we need to store its changes. All this data will be stored in the data lake. Finally, the third activity is about applying the security solutions that were previously defined. In some cases, it will be possible to apply security patterns to ease this process, otherwise, security solutions must be implemented ad-hoc. Security of the data at this level is critical, and there are many issues to consider; for
example, how to guarantee the confidentiality of the data or how to measure the acceptable level of privacy for a record.

**PHASE 6: IMPLEMENT PREPARATOR**

During this phase, the preparation service will be implemented. Usually, in these scenarios only a small part of the data is truly useful for the objective, so in order to properly analyze the data this phase is highly recommended. Furthermore, this service is highly related to one of the V’s of Big Data: the value. The identification of the needed data is the first activity of this phase. In order to do it, it is important to consider which is the goal that wants to be achieved by the analysis. For that reason, the requirements are one of the inputs of this activity. As output, a repository of tagged data will be generated, where the data that will be used in the analysis phase is marked. This phase can be very important in some scenarios in which the transformation of raw data into information (data wrangling) is crucial to perform the analysis.

After that, it is the moment to implement the different scripts that will transform the data to ease its analysis. Some techniques that can be used to prepare the data include the detection of missing values and outliers that can deteriorate the analysis of the data. Also, there are many commercial applications that focus on easing this data preparation. Finally, as it happened in the previous activity, it is necessary to apply the security solutions to this component. In this case, as preparation scripts can have access to personal data, it is important to control how they are implemented to guarantee that they are working as they should. Table VI summarizes the activities of this phase.

**TABLE VI
ACTIVITIES OF PHASE 6**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify the important information from the data</td>
<td>Identification of the data that will be used to perform the analysis</td>
<td>Requirements Assets Data lake</td>
<td>Repository of tagged data</td>
</tr>
<tr>
<td>Define scripts to prepare the data</td>
<td>Implementation of the scripts that will prepare the data to be analyzed</td>
<td>Requirements Assets Repository of tagged data Collector’s data</td>
<td>Scripts for data preparation Registry of software</td>
</tr>
</tbody>
</table>

**PHASE 7: IMPLEMENT ANALYZER**

Phase 7 has as main purpose implementing the analysis service. In general, this service is the most important one in a Big Data ecosystem. This phase has three activities that are summarized in Table VII. First of all and based on the requirements and the assets already defined, it is important to determine how the desired insights will be produced. In other words, describe the algorithms and the technology to implement them. There are different ways to obtain value from the data, so the algorithms to use will be determined by the requirements about how to analyze it and which is the value that needs to be obtained. For example, it is possible to use an approach based on machine or deep learning techniques, without forgetting about the most knowledgeable way to perform analysis in Big Data: MapReduce (although nowadays is slowly falling into disuse) [72].

In terms of security problems, since a lot of environmental and human behaviour is used by Big Data to obtain valuable insights, the main problem is about how to protect privacy. Many times, it is difficult to find a balance between obtaining useful information while guaranteeing the privacy of the users [73]. Another typical problem to consider in Big Data ecosystems is the inferred information from the data. In Big Data, it is possible to obtain sensitive information from data that did not have a special level of sensitivity. Therefore, these scenarios must be considered when approaching the security problems at this level.

**TABLE VII
ACTIVITIES OF PHASE 7**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design the algorithms for the data analysis</td>
<td>Definition of the algorithms and how they will be implemented</td>
<td>Requirements Assets</td>
<td>Big Data algorithms description</td>
</tr>
<tr>
<td>Implement the algorithms</td>
<td>Implementation of the algorithms to perform the analysis of the data</td>
<td>Analytical algorithms Repository of tagged data</td>
<td>Big Data algorithms implemented Registry of the expected information Registry of software</td>
</tr>
<tr>
<td>Implement security solutions for the Analyzer</td>
<td>Implementation of the security solutions defined during phase 3</td>
<td>Security solutions Security patterns Assets</td>
<td>Assets updated</td>
</tr>
</tbody>
</table>
data can also be represented by means of a dashboard, in this case, the information represented is more focused on the top management of an organization.

In terms of the security solutions, at this level it is important to worry about what information can the stakeholders look for. This issue will be largely considered in the next phase, although, there are still some details to be covered. For example, it is possible that because of the representation of information, a data scientist may infer personal information that needs to be protected. In this case, an additional layer of protection is needed to prevent this from happening.

**PHASE 9: IMPLEMENT ACCESS CONTROL**

Finally, at the end of this phase the BDAP can be considered as completed. This phase is focused on defining and implementing the access control rules and it is composed by two activities that are summarized in Table IX. The access control is a service that has the main goal of restricting read access to the information. In Big Data environments there are usually distinct stakeholders that must only access a part of the information. Indeed, this phase depends for its success on how well the requirements of the stakeholders were defined. Based on those requirements and the information obtained in the analysis service, the access control rules should be well-defined, and then implemented. This implementation is highly influenced by the technology that is being used, because each one has a different way to provide access control. For example, Apache Spark uses Kerberos to perform the authentication. Actually, these access control rules are the implementation of security solutions that were previously defined in the SO component (with a higher level of abstraction); this is why in this phase there is not a specific activity for that purpose. Indeed, this implementation can be also helped by using security patterns. In this phase, it is important to identify the different users and roles that will interact with the Big Data ecosystem, as this can also influence the definition and implementation of access control rules.

**TABLE IX**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define access control rules</td>
<td>Definition of the rules for access control of each stakeholder</td>
<td>Requirements, Assets, Registry of expected information</td>
<td>Access control rules</td>
</tr>
<tr>
<td>Implement access control rules</td>
<td>Implementation of the access rules defined in the previous activity. This can be helped by using security patterns</td>
<td>Security solutions, Security patterns, Registry of expected information</td>
<td>Access control implemented, Registry of software</td>
</tr>
</tbody>
</table>

**PHASE 10: IMPLEMENT BDFP COMPONENT**

This phase is focused on implementing the BDFP component, although, there are two main ways to approach this: by implementing an ad-hoc solution that better meets the Big Data requirements or by using a commercial solution. For that reason, phase 10 can be divided in these two possibilities.

**PHASE 10A: IMPLEMENT AN AD-HOC SOLUTION**

The objective of this phase is to implement the necessary hardware architecture to perform the BDAP services. In order to achieve this purpose, this phase consists of five activities that focus on different parts of the BDFP component, these activities are summarized in Table X.

The first activity consists of deploying the clusters and nodes that conform the Big Data ecosystem. In a Big Data context, a cluster is usually defined as a group of nodes that have different functions to achieve one main objective: to obtain valuable information from the data [74]. There are two node configurations that can be used depending on the needs of your project: on one hand, whether each node has a specific function, on the other hand, that all nodes will have a standard configuration that fits the requirements. A typical way to take advantage of the nodes of a Big Data environment are containers. A container is an aggregation of different technologies that exist in the operating system and that allow an application to run, usually a single process, within an operating system. In general, the container is completely linked to the life cycle of its process: when the container is started, the container process begins, when the process ends, so does the container. The container comprises only the application and its dependencies. It runs as an isolated process in user space on the host operating system, sharing the kernel with other containers. It therefore partly enjoys the resource isolation and resource allocation benefits of virtual machines, but is much more portable and efficient [75]. Nonetheless,
these technologies have the purpose of doing a high-level management of the underlying hardware.

### TABLE X
**ACTIVITIES OF PHASE 10A**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deploy cluster and nodes</td>
<td>Estimate the size and number of nodes that the Big Data needs and deploying it</td>
<td>Requirements for storage, Registry of software, Data lake definitions, Scripts for data preparation, Big Data algorithms</td>
<td>Registry of hardware resources</td>
</tr>
<tr>
<td>Implement storage system</td>
<td>Decision about the kind of storage system to use and its implementation</td>
<td>Requirements for storage, Registry of software, Data lake definitions</td>
<td>Storage system implemented</td>
</tr>
<tr>
<td>Implement processing engine</td>
<td>Decision about the kind of processing engine to use and its implementation</td>
<td>Requirements for storage, Registry of software, Scripts for data preparation, Big Data algorithms</td>
<td>Processing engine implemented</td>
</tr>
<tr>
<td>Implement communication platform</td>
<td>Implement the communication platform between the different components</td>
<td>Requirements for storage, Registry of software, Registry of hardware resources</td>
<td>Communication platform implemented</td>
</tr>
<tr>
<td>Implement resource management</td>
<td>Implement resource use control</td>
<td>Requirements for storage, Registry of software, Registry of hardware resources</td>
<td>Resource management implemented</td>
</tr>
</tbody>
</table>

The second activity concerns the implementation of the storage system. In general, there are three different ways to store data in Big Data ecosystems depending on the data format and ecosystem requirements: structured, semi-structured, and non-structured. Structured storage can be considered as traditional relational databases; normally, in this type of storage, a language similar to SQL is used to query the data. On the other hand, unstructured data storage, generally known as NoSQL databases, are widely used in Big Data ecosystems. This type of storage has four different subtypes: graph databases (usually used to represent social network data), columnar databases (in these systems each key is associated with one or more attributes, unlike relational databases. They are suitable for analytical applications where many common operations are performed on the data), document databases (these databases store the data in document form; their main advantage is scalability), and key-value (similar to hash tables where each key is associated with a set of values). In addition, in this activity it is important to emphasize the possibility of tools that facilitate the realization of the consultations that can be made on the stored data; for example, it is possible to consult NoSQL databases with a language similar to SQL.

The third activity focuses on the implementation of the processing layer. In the context of Big Data, there are three different types of processing. Again, depending on the needs of your project, you should use the configuration that best suits your needs. Batch processing is usually related to the MapReduce paradigm, executing the different jobs in sequential mode. In addition, it writes to disk to store results between phases, which limits its speed. On the other hand, streaming processing manages data in real time. In the midst of these technologies is interactive processing, a possibility that is becoming increasingly relevant in Big Data environments [37]. These solutions allow queries to be made over the data while it is being retrieved.

The last two phases cover the functionalities known as support services. Communications functionality refers to how the different components or processes of the Big Data ecosystem communicate with each other. The other functionality is resource management. Its purpose is to control and manage how node resources are used. This functionality is especially important if a node configuration is used in which each node has different technologies in operation.

#### PHASE 10B: CONFIGURE COMMERCIAL SOLUTIONS

On the other hand, it is possible to abstract the technology and components of the Big Data ecosystem by using a cloud IaaS. These services can facilitate the implementation of the BDAP component making it transparent for the user. Therefore, this is a good option if you do not need an ad-hoc solution for your system or if you are a newcomer to Big Data ecosystems. This phase has two activities explained in Table XI.

First, there are many different vendors that could be considered. To choose the one that best suits the needs of the Big Data ecosystem, not only must the requirements be considered, but also the technologies that have been selected to implement the BDAP services. In addition, there are other criteria to take into account, for example, economic or reputational attributes of the provider. There are general techniques that can help in this decision, e.g. decision tree diagrams.
Once the provider has been selected, there is another activity to be performed: configuring the IaaS. Depending on the selected provider, the configuration possibilities change. This activity should cover all the features necessary to support the BDAP, including the type of storage and the streaming engine. Typically, this type of IaaS includes a dashboard that facilitates monitoring of all system components and allows for flexible hardware configuration. This configuration phase can follow a flow of activities similar to that described in phase 10A.

### TABLE XI
**ACTIVITIES OF PHASE 10B**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decide a commercial virtual solution</td>
<td>Choose the IaaS provider that best meets the requirements of the Big Data ecosystem</td>
<td>Requirements, Assets, Registry of software, Data lake definitions, Scripts for data preparation, Big Data algorithms, Visualization techniques, Access control rules</td>
<td>Assets updated, Registry of hardware components</td>
</tr>
<tr>
<td>Configure the commercial virtual solution</td>
<td>Configure the selected provider to address the needs of the BDAP’s services</td>
<td>Requirements, Assets, Registry of software, Data lake definitions, Scripts for data preparation, Big Data algorithms, Visualization techniques, Access control rules</td>
<td>Assets updated, Registry of BDFP components</td>
</tr>
</tbody>
</table>

### PHASE 11: IMPLEMENT INTERFACES DC

This is the last phase to implement the Big Data ecosystem. The activities included in this phase are summarized in Table XII. The main goal of this phase is the description of the data consumers that will use the information produced by the Big Data ecosystem, as well as the restrictions that must be applied due to the security requirements of the Big Data ecosystem. Consequently, the first step is the definition of the different data consumers and the access constraints to the information. Usually a Big Data ecosystem has different stakeholders interested in accessing the information; however, depending on their roles they will have different restrictions. As it happened in the DP consumer, the use of different diagrams can help the implementation of this component, for example, UML sequence diagrams. Once this is completed, the access restrictions to the information must be implemented by using interfaces. These interfaces are the gates that protect the access to the insights generated in the Big Data ecosystem and can be considered as an implementation of the security solutions and requirements that were specified in the SO component.

### TABLE XII
**ACTIVITIES OF PHASE 11**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Description</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify data consumers</td>
<td>Identification of the different data consumers that will consume the insights produced by the Big Data</td>
<td>Requirements, Assets</td>
<td>Data consumers</td>
</tr>
<tr>
<td>Implement interfaces with data consumers</td>
<td>Implementation of the “gates” between the data consumers and the system</td>
<td>Data source metamodel, Security requirements</td>
<td>DC interfaces</td>
</tr>
</tbody>
</table>

Finally, the implementation of the Big Data ecosystem can be considered as completed. The operation of the system will be the next step; however, this is out of the scope of our SRA. Furthermore, it is important to highlight that there is a specific component that is in charge of monitoring that every requirement is covered in the implemented system. This functionality is not only limited to the implementation stage, but also, to the operation stage. Fig. 4 sums up the different phases of the architecture and places them along the architecture to ease its use.

#### B. EXAMPLE OF USE

As a way to show the usefulness of our SRA, we show an example of how to use the process to implement a Big Data ecosystem; in this example we want to emphasize the importance of the security patterns in our proposal. This example will be mainly focused in the BDAP component. To
simplify the case, we consider that the first phase about requirements definition has already been done; as a result, a list of requirements is obtained derived from the Big Data goal, which is to detect incidents of racism from the tweets published on the Twitter platform. The security requirements are listed in Table XIII. The column “Category” expresses the type of security requirement according to the classification made by the OWASP\(^1\). These categories include from application security to the context and regulations that can affect the ecosystem.

<table>
<thead>
<tr>
<th>ID</th>
<th>Category</th>
<th>Definition</th>
<th>Components involved</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR1</td>
<td>Application security</td>
<td>Input data must be validated</td>
<td>DP and BDAP</td>
</tr>
<tr>
<td>SR2</td>
<td>Application security</td>
<td>Data sources must be verified</td>
<td>DP</td>
</tr>
<tr>
<td>SR3</td>
<td>Encryption</td>
<td>Sensitive data must be encrypted</td>
<td>BDAP and BDFP</td>
</tr>
<tr>
<td>SR4</td>
<td>Application security</td>
<td>Mandatory authentication to access the data in its entire lifecycle</td>
<td>BDAP and BDFP</td>
</tr>
<tr>
<td>SR5</td>
<td>Application security</td>
<td>Provide access control mechanisms</td>
<td>BDAP and BDFP</td>
</tr>
<tr>
<td>SR6</td>
<td>Auditabley</td>
<td>Audit all the actions performed on the data</td>
<td>All</td>
</tr>
<tr>
<td>SR7</td>
<td>Application security</td>
<td>Guarantee high-availability of the system</td>
<td>BDFP</td>
</tr>
<tr>
<td>SR8</td>
<td>Compliance</td>
<td>Comply with the GDPR regulations regarding the processing of personal data</td>
<td>All</td>
</tr>
<tr>
<td>SR9</td>
<td>Additional security</td>
<td>Perform daily backups of the stored data</td>
<td>BDFP</td>
</tr>
<tr>
<td>SR10</td>
<td>Application security</td>
<td>The system cannot be accessed from outside the company</td>
<td>DC</td>
</tr>
<tr>
<td>SR11</td>
<td>Compliance</td>
<td>Data can be deleted at the request of its data owner</td>
<td>BDAP, BDFP and DC</td>
</tr>
<tr>
<td>SR12</td>
<td>Application security</td>
<td>Monitor possible inference of sensitive data derived from the results of the analysis</td>
<td>BDAP and DC</td>
</tr>
<tr>
<td>SR13</td>
<td>Application security</td>
<td>Verify the identity of the end-user</td>
<td>DC</td>
</tr>
<tr>
<td>SR14</td>
<td>Application security</td>
<td>Check that the developed scripts do not perform any malicious action on the data</td>
<td>BDAP</td>
</tr>
</tbody>
</table>

The next phase is the identification of the risks and security solutions that meet the requirements. In this case, we have identified some of the threats that can be found in the different activities of the BDAP component. A systematic method for the enumeration of threats is shown in [49]. Those threats can be addressed by means of security patterns, which, in some cases, should be modified from general security patterns to meet the Big Data inherent features. Those patterns help the implementation of security solutions that handle the threats. Table XIV summarizes some of the threats of each activity of the BDAP, related to the previously defined security requirements, and the general patterns that can be applied to solve them. Those patterns are defined in [49]. The other components of the SRA also are affected by different threats that must be controlled, but as we have already explained, in this example we will focus mainly on the BDAP component.

In order to better understand how to integrate the different components of our SRA and the corresponding security patterns, we will define the threat TC3 can be addressed by using security patterns. In this scenario, we have the stored data as the main asset to protect, this asset has a vulnerability: it has no protection; this vulnerability could be exploited by a threat like TC3. In order to prevent that situation is necessary to implement a security solution. To facilitate the implementation of the solution, three security patterns can be used: Encryption, Role-based access control, and Authentication. However, we are still in an early step of the methodology (in the SO component, see Figure 2), so this security solution will be defined at a high abstraction level. Hence, a lower-level implementation of the security solution should be approached in the BDAP level, in this case, the TC3 can affect the different services provided by the BDAP; that is the reason why the security solution should be implemented there and not in another component.

Now the implementation phases can start (phases 4 to 11). Fig. 5 shows a simple view of how this example can be implemented by following our SRA. The tweets feed the Big Data ecosystem by using the Twitter REST API, that can be considered as the DP component of our SRA. Those tweets can be stored in a database, in this case, we have decided to use mongoDB as the Collector component. To do that, it is crucial to know the structure of the data that we are handling, in this case, the tweets. Usually, a tweet object follows a JSON structure that contains different information about the user who published it (for example, the name, or location), and the tweet itself (for example, the time when it was created, or the mentions to other users). Some of this information can be sensitive information, in this case the information related to the user, therefore it must be protected. One way to protect it is to use an encryption scheme, which can be easier to implement when using the Encryption pattern.

The next step it is the preparation of the data, in this example, we do not really need all the data, the only information that we need are the text, the location, and the creation time of the tweet. There are a lot of libraries to perform this operation, we have decided to use the Pandas

\(^1\) https://www.owasp.org/index.php/High_Level_Requirements_Categories
Once the data is ready, we can perform the analysis. For this example, we use machine learning techniques to discover when a racism event happens, so next time we can detect it before it happens.

<table>
<thead>
<tr>
<th>ID</th>
<th>ACTIVITY</th>
<th>Threat</th>
<th>Security patterns</th>
<th>Sec. Reqs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC1</td>
<td>Common to all the activities</td>
<td>Data modified</td>
<td>Authenticator, Role-based access control</td>
<td>SR4 SR5</td>
</tr>
<tr>
<td>TC2</td>
<td>Common to all the activities</td>
<td>Data destroyed</td>
<td>Authenticator, Role-based access control</td>
<td>SR4 SR5 SR11</td>
</tr>
<tr>
<td>TC3</td>
<td>Common to all the activities</td>
<td>Data illegally read</td>
<td>Encryption, Role-based access control, Authenticator</td>
<td>SR4 SR5</td>
</tr>
<tr>
<td>TC4</td>
<td>Common to all the activities</td>
<td>Unapproved change in activity function</td>
<td>Logger and Auditor, Controlled access session, Role-based access control, Authenticator</td>
<td>SR4 SR5 SR6</td>
</tr>
<tr>
<td>TC5</td>
<td>Common to all the activities</td>
<td>Fine for non-compliance with regulations</td>
<td>Encryption, Logger and Auditor</td>
<td>SR8</td>
</tr>
<tr>
<td>TC01</td>
<td>Collection</td>
<td>Malicious data source</td>
<td>Authenticator</td>
<td>SR1 SR2</td>
</tr>
<tr>
<td>TP1</td>
<td>Preparation</td>
<td>Malicious filter</td>
<td>Logger and Auditor, Controlled access session, Role-based access control, Authenticator</td>
<td>SR14</td>
</tr>
<tr>
<td>TA1</td>
<td>Analysis</td>
<td>Infer Personally Identifiable Information (PII) from anonymized data</td>
<td>Encryption, Logger and Auditor, Multilevel security, Role-based access control, Authenticator</td>
<td>SR3 SR12 SR14</td>
</tr>
<tr>
<td>TA2</td>
<td>Analysis</td>
<td>Malicious analysis algorithms</td>
<td>Logger and Auditor, Controlled access session, Role-based access control, Authenticator</td>
<td>SR14</td>
</tr>
<tr>
<td>TV1</td>
<td>Visualization</td>
<td>PII* exposed due to high graphic granularity</td>
<td>Multilevel security, Authenticator, Role-based access control</td>
<td>SR12</td>
</tr>
<tr>
<td>TA01</td>
<td>Access</td>
<td>Several malicious access</td>
<td>Authenticator, Role-based access control</td>
<td>SR4 SR5</td>
</tr>
</tbody>
</table>

We can implement those algorithms with the Apache Spark library for machine learning (Spark MLlib). Some results would be obtained from the execution of those algorithms, which can be represented by visual diagrams, so they can be easily understood. Matplotlib is our choice for that purpose. Finally, there are some restrictions about who can access which part of the results. The decisions made about which technology to use can cause the discovery of new threats and restrictions that must be addressed; the decision of using Spark creates the need of using another technology to provide access control. Kerberos allows us to define those rules of authentication for Apache Spark. This can be eased by using two different security patterns: Authenticator and Role-based Access Control. The Authenticator pattern allows us to verify the identity of the user by using a proof of identity and an Authenticator class that matches the proof to the Authentication data. On the other hand, as its name indicates, one of the most important things to implement the Role-based access control is to define the different roles. In this case, we have defined four roles: the administrator of the Big Data ecosystem, the data scientist, the end user, and the data owner. That data refers not only to the results obtained from the analytics, but also for the tweets stored during the collection phase.

![Example of use of the architecture](image)

All this architecture is supported by the BDFP component, which in this case, it is implemented by using an IaaS that virtualize all the resources. More specifically, in this example, the platform and services are provided by Amazon’s AWS Cloud. Hence, in this case, the risks derived from the Cloud infrastructure are transferred to a third party. For example, SR7 on how to ensure the high-availability of the system
should be covered in the Service Level Agreement (SLA) with the provider.

V. CONCLUSIONS AND FUTURE WORK

The development of a secure Big Data ecosystem is not a trivial project. In fact, it usually involves dealing with new security issues that had not previously been considered in other systems. In addition, such an ecosystem usually includes the use of different technologies that interact with each other, which complicates its implementation. For this reason, in this paper we present our proposal of a process to incorporate security to the development of a Big Data ecosystem. This process covers the typical phases of a development process from analysis to implementation. In addition, this process was conceived by considering the current scenario of companies, in which many of them are changing their internal culture to adopt concepts such as agile methodologies. This process is supported by a SRA that acts as a metamodel of the different components that usually conform a Big Data ecosystem allowing its abstraction, which will facilitate the development of such a complex environment. Finally, to illustrate this process, we have carried out an example of how to use the SRA that shows the main components of our SRA and how the security patterns can be applied to tackle the different threats that our ecosystem faces.

As future work, our proposal will be validated by means of a case study in a real environment that will allow us to elaborate a more complex example. On the other hand, the process will be refined through a more formal and detailed definition of all the phases and artefacts that conform our SRA. To this end, process modelling standards such as SPEM will be used.
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