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ABSTRACT Over the last decade, passive optical network (PON), has emerged as an ideal candidate for next-generation broadband access networks. Meanwhile, machine learning, and more specifically deep learning, has been regarded as a star technology for solving complex classification and prediction problems. Recent advances in hardware and cloud technologies offer all the necessary capabilities for employing deep learning to enhance Next-Generation Ethernet PON’s (NG-EPON) performance. In NG-EPON systems, control messages are exchanged in every cycle between the Optical Line Terminal and Optical Network Units to enable dynamic bandwidth allocation (DBA) in the upstream direction. In this paper, we propose a novel DBA approach that employs deep learning to predict the bandwidth demand of end-users so that the control overhead due to the request-grant mechanism in NG-EPON is reduced, thereby increasing the bandwidth utilization. Extensive simulations highlight the merits of the new DBA approach, and offer insights for this new line of research.
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I. INTRODUCTION

According to Cisco’s Visual Networking Index forecast, the global Internet traffic, which amounted to approximately 27 Tbps in year 2016, will reach a whopping 106 Tbps by year 2021 [1]. This unprecedented growth in Internet traffic combined with the advancement in the backbone network, have accentuated the bottleneck in the first/last mile. Over the last decade, Passive Optical Network (PON) has been viewed as the most promising solution to the access bottleneck problem. More notably, the Ethernet PON family (i.e., 1G-EPON, 10G-EPON, and 100G-EPON) has been considered the most promising PON variant, due to its cost effectiveness, high bandwidth capacity, and ability to efficiently support quality-of-service (QoS) [2].

Next-Generation EPONs (NG-EPON) are expected to support an increasing number of users, provide much higher data rates, and support stringent QoS requirements for new and diverse range of applications (e.g., Tactile Internet). Accommodating all these requirements would increase the complexity of NG-EPON systems; thus, “efficiently customized” NG-EPONs can become the new trend. That is, traditional “one-size-fits-all” approaches will not work, and optimizing the different aspects of data transmission in NG-EPONs to provide better services to larger number of users while being energy and bandwidth-efficient is not an easy task. One of the most powerful tools that could help address the foregoing challenges and which has recently begun to be adopted in optical networks in general [3]–[7] and PONs in specific is machine learning [8]–[15]. In particular, deep learning has been gaining popularity as a stellar approach for solving complex classification and prediction problems. Given sufficiently-large training data, deep neural networks can be trained to optimize some objective function by exploiting hidden or implicit patterns in the training data. The huge amount of data that can be collected by monitoring different parameters in NG-EPON make machine learning a great candidate for network performance optimization. Moreover, recent advances in GPU technology and Cloud Computing provide the processing and storing capabilities needed for training computationally-expensive machine learning models.
As illustrated in Fig. 1, a typical NG-EPON has a tree topology that comprises an Optical Line Terminal (OLT) residing at the Internet Service Provider (ISP)'s central office (CO), and connecting via a passive optical splitter a set of Optical Network Units (ONUs) located at the end-users’ premises. The transmission in the downstream direction is typically performed by the OLT via broadcasting data to the ONUs using time division multiplexing (TDM); whereas in the upstream direction, TDM and/or wavelength division multiplexing (WDM) can be employed, coupled with a dynamic bandwidth allocation (DBA) scheme. The communication between the OLT and the ONUs is conducted via the Multi-Point Control Protocol (MPCP), which enables the ONU to send a REPORT message to the OLT, informing it about its upstream bandwidth demands. In return, the OLT would respond with a GATE message granting the ONU a time slot. This exchange happens in a cyclic manner, which causes a control bandwidth overhead that may be large when the network is provisioned with a large number of ONUs and long EPON distances [18]. The overhead may vary depending on the employed DBA scheme. For instance, with online schedulers (i.e., where the OLT schedules grants “on-the-fly” without waiting until all the REPORT messages are received; e.g., IPACT [2]), the idle time and subsequently the packet delay are reduced. However, ensuring fairness among ONUs and supporting QoS is not easily attainable as the OLT would lack a holistic view of the requests of all the ONUs for the predicted future cycles, and allows it to schedule future time slots without requiring the ONUs and the OLT to exchange REPORT/GATE messages in every cycle. Extensive simulation results highlight the merits of the new approach and show how Deep-DBA is able to preserve the advantages of offline DBAs, while achieving higher bandwidth utilization compared to online schemes. More specifically, the main contribution of Deep-DBA is reducing the bandwidth overhead. This bandwidth gain can be used to provision more users and/or services in the network. The other contribution is that Deep-DBA is an online scheme but at the same time exhibits a similar performance to online schemes in terms of throughput and delay.

The rest of the paper is organized as follows. In Section II, we present a survey of the related state-of-the-art works. Section III presents the proposed Deep-DBA scheme. Extensive simulation and experimental results are presented in Section IV. Finally, we conclude the paper and discuss future extensions in Section V.

II. RELATED WORK

In this section, we review the state-of-the-art works that employ machine learning to enhance the operation and performance of bandwidth allocation in PONs.

To offer better QoS support to PON subscribers, the authors of [8] presented a service level agreement (SLA)-based proportional-integral-derivative (PID) controller. The PID is enhanced with an online neural network to tune the parameters of the PID controller. The input layer of the machine learning model has three neurons representing the past three error-readings of the PID. Similarly, the output layer has three neurons representing the three parameters used to tune the PID controller.

To optimize the upstream bandwidth allocation in PONs, the authors of [9] proposed to dynamically (re)allocate the SLA parameters, which are represented by the Committed Information Rate (CIR, which is the guaranteed bandwidth provided to the user), the Excess Information Rate (EIR, which is some additional bandwidth that may be provided to the user), and the Peak Information Rate (PIR, which is the maximum bandwidth that can be assigned to a user), based on the user profile. Namely, using K-means clustering, users are classified into three different groups: heavy, light, and flexible for specific periods of the day. Subsequently, excess bandwidth is allocated to the EIR of heavy users to improve their QoS. The limitation of this scheme is that the majority of users were classified as flexible. This work is then extended in [10], such that user groups are further classified based on the bandwidth usage during weekdays and weekends. Furthermore, a “Grey Forecasting Model” is employed to predict the future bandwidth demand trend of users in the network. More specifically, we build a Long-Short Term Memory (LSTM) Recurrent Neural Network (RNN) [20] and train it to predict the bandwidth requests of ONUs for a certain number of future cycles based on past cycles. This gives the OLT a holistic view of the requests of all the ONUs for the predicted future cycles, and allows it to schedule future time slots without requiring the ONUs and the OLT to exchange REPORT/GATE messages in every cycle. Extensive simulation results highlight the merits of the new approach and show how Deep-DBA is able to preserve the advantages of offline DBAs, while achieving higher bandwidth utilization compared to online schemes. More specifically, the main contribution of Deep-DBA is reducing the bandwidth overhead. This bandwidth gain can be used to provision more users and/or services in the network.
flexible group, that is, whether they will shift or not to the heavy or light groups to have a more balanced distribution of the excess bandwidth.

To predict the additional packets that may arrive during the polling period, the authors of [11] proposed a data mining forecasting DBA, so-called DAMA, which employs an enhanced \( k \)-nearest neighbor (\( k \)-NN) algorithm. Results show that predicting the additional bandwidth improves the network performance in terms of latency and jitter.

In [12], the authors proposed an artificial neural network (ANN) decision-making model to predict the bandwidth demand of an ONU. The ANN model is trained to predict uplink latency under different network scenarios so as to dynamically allocate bandwidth to meet low latency requirements.

To support Tactile services, the authors of [13] employed a Bayesian estimation to approximate the packet inter-arrival time for Poisson-distributed Tactile traffic in a WDM-PON. For Pareto-distributed traffic, the authors used a maximum-likelihood sequence estimation to approximate the \( On \) and \( Off \) durations. The estimations are performed at the ONU, and are then sent to the OLT using a REPORT message. Consequently, the OLT evaluates the average bandwidth demand of each ONU and maintains the low latency constraint by dynamically varying the number of active wavelength channels.

Finally, the authors of [14] proposed a machine learning based DBA (MLP-DBA), where an ANN model is deployed at the OLT to identify the \( On \) and \( Off \) periods of bursty Internet traffic for the next polling cycle of every ONU. Based on this prediction, the bandwidth demand during the waiting time is evaluated. Consequently, if the sum of the requested bandwidth plus the predicted bandwidth is greater than the maximum bandwidth allowed for each ONU, an extra cycle is introduced by generating additional GATE messages for these ONUs at the beginning of the next polling cycle. This would offer lower latency and enable the support of Tactile services.

As can be seen, none of the above reviewed works addressed the challenge of improving the bandwidth utilization in PONs. In our work, we tackle this problem by making use of deep learning (more specifically using a Long-Short Term Memory Recurrent Neural Network) with the offline scheduler to predict the user demands (i.e., the bandwidth requested using REPORT messages) so as to reduce the amount of exchanged control messages between the OLT and ONUs, and eliminate the idle time of the offline scheduler between predicted cycles. This would in turn reduce the network latency and allow for provisioning more services and/or users in the network.

III. DEEP LEARNING-BASED DBA (DEEP-DBA)

A. SYSTEM MODEL
In NG-EPON systems, in every polling cycle, each ONU sends to the OLT a REPORT message depicting its buffering queues’ occupancies, which reflects the end-users’ bandwidth demands. Consequently, the ONUs are granted time slots by the OLT in the next cycle using GATE messages; these time slots are sized depending on the DBA discipline.

As illustrated in Fig. 2, to reduce the control messaging overhead (which can be significant depending on the number of connected ONUs, the distance between the OLT and ONUs, and the channel speed), we propose to employ a machine learning model to predict the bandwidth demand of an ONU for the next \( Q \) cycles based on its demands in the past \( P \) cycles. Here, bandwidth demands can be collected in three forms: 1) incoming traffic flows/streems at the end-user side; 2) REPORT messages in every polling cycle, which depict the bandwidth demands; and 3) GATE messages issued by the OLT in every polling cycle, which indirectly reflect the bandwidth demands of the ONUs. The latter two depend on the employed DBA algorithm and the network architecture and settings, as these affect the behavior of the network and thus the bandwidth included in the REPORT and GATE messages. Consequently, the machine learning model is trained on the collected data, and the obtained model is saved and embedded as a module in the DBA so as to perform predictive bandwidth allocation.

B. BANDWIDTH DEMAND PREDICTION USING DEEP LEARNING

Internet traffic in NG-EPON can be seen as time series, which corresponds to the bandwidth demand in every cycle. To predict Internet traffic, several linear prediction techniques based on statistical learning have been proposed [21]–[23]. Although these methods can learn the linear correlation structure of the time series, they fail to learn nonlinear patterns [24]. Recently, non-linear prediction has been performed using neural networks, which have been widely used due to their ability to approximate any linear or non-linear patterns in an accurate manner even when the underlying data relationships are unknown. Results in [25]–[27] show that by using neural networks, better prediction outcome in terms of accuracy can be obtained compared to previous methods such as Autoregressive Moving Average (ARMA), Autoregressive Integrated Moving Average (ARIMA), Autoregressive AutoRegressive (ARAR) and HoltWinter algorithm.

While Feed-Forward Neural Networks are able to provide accurate prediction and fast response time, they fail to handle
sequence data, and they are only limited to data within a fixed-size window. In contrast, RNNs take into consideration past-seen input to make predictions in the current time step making it a good candidate for sequence-to-sequence predictions. However, conventional RNN models suffer from vanishing and/or exploding gradient problems, which limits the RNN’s capability to model long-term dependencies [28]. Consequently, LSTM networks have been designed to address these foregoing issues [20], and they were demonstrated to outperform neural networks and traditional RNNs for many applications [27]–[30]. Moreover, recent studies suggest that Convolutional Neural Networks can be used for time series forecasting as shown in [31], [32].

![LSTM RNN Model](image)

**FIGURE 3.** Employed LSTM RNN model.

We note that any of the aforementioned models that can handle sequence-to-sequence time series predictions can be used to perform predictive DBA. In this work, based on similar findings in related problems [28]–[30] and extensive experimental results on our dataset, we choose to employ an RNN LSTM model. Note that only one model is needed by the proposed scheme and it is employed at the OLT. Fig. 3 depicts the general LSTM architecture that we employ to predict future sequences from previous ones. As illustrated, the LSTM network is fed a sequence of $P$ cycles as input, such that each cycle $p \in P$ includes the ONU’s reported queue size. The output of the model would be the next sequence of $Q$ cycles, where each cycle $q \in Q$ includes the predicted total queue size for this ONU in this cycle. This is an improvement over previous works [30], [33] since not only are we predicting the traffic in the next time step $t + 1$ (next cycle), but we are also predicting the bandwidth demands for the upcoming $t + Q$ time steps.

C. OPERATION OF DEEP-DBA

The key principle behind Deep-DBA is to make use of the predictions made by a machine learning model using the past $P$ REPORTs, so as to allocate bandwidth for the next $Q$ cycles without requiring any further REPORT messages within those cycles. Thus, a Deep-DBA cycle would typically comprise two sets of cycles: namely the reporting cycles $\{p_1, p_2, \ldots, p_P\}$ and the prediction cycles $\{q_1, q_2, \ldots, q_Q\}$.

For simplicity and without loss of generality, we illustrate in Fig. 4 the operation of the proposed Deep-DBA for $P = 2$, and $Q = 8$. As observed, during the reporting cycles, every ONU sends a REPORT message requesting bandwidth based on its queue size (just like with regular DBA approaches). Consequently, the OLT runs the DBA algorithm (i.e., $T_{DBA}$) and responds with a GATE message that includes a grant for the next cycle only, based on the employed scheduling discipline (i.e., Limited, Gated, etc.). However, the OLT keeps record of the foregoing request to be used for prediction. As such, during the last reporting cycle $p_2$, as soon as the OLT receives the $P^{th}$ REPORT message from an ONU, it uses the $P$ saved requests of this ONU as input to the deep learning model, so as to predict its request sizes for the next $Q$ cycles; thereby marking the start of DBA prediction time $T_{Deep-DBA}$.

When predictions are obtained by the deep learning model and the OLT has the predicted request sizes for all ONUs, these predicted request sizes are considered as if they are REPORT messages received from the ONUs for cycles $\{q_1, q_2, \ldots, q_Q\}$. After the prediction, the OLT will apply the same DBA scheme used to grant transmission windows for each ONU for cycles $\{q_2, \ldots, q_Q, p_1\}$ without requiring any further REPORT messages. This reduces the effective cycle time, and increases the network utilization. Subsequently, the OLT informs the ONUs of their transmission windows for cycles $\{q_2, \ldots, q_Q, p_1\}$ using GATE messages sent during the first prediction cycle $q_1$. This can be accomplished in three different ways:

1. The OLT sends $Q \times N$ GATE messages in a contiguous manner, where $N$ is the number of ONUs.
2. The OLT incorporates 4 grants in one GATE message (which adheres to the default GATE message structure), so that $\frac{Q \times N}{4}$ GATEs are sent in a contiguous manner.
3. The format of the GATE message is modified so that it can include $Q$ grants, which enables the OLT to send $N$ GATEs in a contiguous manner.

As observed in Fig. 4, the GATE message based on the predicted REPORT for the first ONU to start upstream transmission should arrive before the start of the second prediction cycle $q_2$. Hence, there is sufficient time to do the machine learning prediction which starts in the beginning of the last reporting cycle $p_2$, when the REPORT of the $1^{st}$ ONU arrives, and continues through the first prediction cycle $q_1$. Therefore, the time from the start of $T_{Deep-DBA}$ until the latest moment for the first GATE to reach its corresponding ONU is almost equal to the duration of 2 cycles, which is more than sufficient given the instantaneous output that is normally produced by a trained deep learning model [16].

In the next Deep-DBA cycle, during the first reporting cycle $p_1$, the ONUs start data transmission immediately; however, they also send REPORT messages at the end of
their transmission window marking the start of the reporting cycles. The total number of cycles in one Deep-DBA cycle $K$, can be obtained as:

$$K = P + Q.$$  (1)

To highlight the merits of the offline Deep-DBA, we calculate its gain compared to regular offline and online DBA schemes. For the reader’s convenience, we summarize the notations used in Table 1.

The total delay caused by a GATE message destined for ONU $j$ in cycle $i$ is computed as follows:

$$T_{G_i} = (2 \times T_{G_{\text{proc}}}) + T_{G_{\text{trans}}} + T_{G_{\text{prop}}}.$$  (2)

Similarly, the total delay caused by a REPORT message from ONU $j$ in cycle $i$ is computed as follows:

$$T_{R_i} = (2 \times T_{R_{\text{proc}}}) + T_{R_{\text{trans}}} + T_{R_{\text{prop}}}.$$  (3)

As illustrated in Fig. 4, the reporting cycles with Deep-DBA are similar to the offline cycles of a legacy DBA (that is, an ONU sends a request message in cycle $i - 1$, and receives a grant from the OLT for cycle $i$). However with Deep-DBA, two salient overhead periods that occur in these cycles are eliminated in the prediction cycles, namely the end of the cycle idle time, $T_{i\text{end}}$, and the REPORT messages transmission time. The overhead $T_{i\text{end}}$ comprises the time taken by the $N$th REPORT message to be transmitted and processed, the time taken to compute the DBA, $T_{DBA}$, and the time taken by the first GATE message to be transmitted and processed. Thus, $T_{i\text{end}}$ can be computed as follows:

$$T_{i\text{end}} = \begin{cases} T_{R_{i\text{N}}} + T_{DBA} + T_{G_i} & i \in \{p_1, p_2, ..., p_P\} \\ 0 & i \in \{q_1, q_2, ..., q_Q\} \end{cases}.$$  (4)

As such, the total overhead caused by REPORT messages during a Deep-DBA cycle $i$, $R_i$, would be obtained by:

$$R_i = \begin{cases} (N - 1) \times T_{R_{i\text{trans}}} & i \in \{p_1, p_2, ..., p_P\} \\ 0 & i \in \{q_1, q_2, ..., q_Q\} \end{cases}.$$  (5)

Here, the transmission delay of the $N$th ONU is accounted for in (4). Thus, the control overhead would only be incurred in the reporting cycles. Therefore, the total overhead using Deep-DBA can be computed as follows:

$$O_{Deep-DBA} = \sum_{i=1}^{P} (T_{i\text{end}} + R_i).$$  (6)

Conversely, in a regular NG-EPON model, the total overhead using offline scheduling would be computed as follows:

$$O_{REG} = \sum_{i=1}^{K} (T_{i\text{end}} + R_i).$$  (7)

Consequently, the total gain $G$ obtained via Deep-DBA can be estimated as follows:

$$G = O_{REG} - O_{Deep-DBA} = \sum_{i=1}^{Q} (T_{i\text{end}} + R_i).$$  (8)

For example, for $N = 128$ ONUs, a maximum cycle time of 2 ms, and an upstream speed of 10 Gbps, the REPORT overhead would amount to a data rate of 43 Mbps [34]. In contrast, for $P = 2$ and $Q = 6$, Deep-DBA would lower this value to 11 Mbps. This is a gain of 32 Mbps in throughput, which allows to provision more users and/or more services in the network. Moreover, increasing $Q$ and/or decreasing $P$ may further decrease the control overhead; however, this may be at the expense of the model prediction accuracy, which

---

**TABLE 1.** Summary of Notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>The number of ONUs</td>
</tr>
<tr>
<td>$T_{G_i}$ / $T_{R_i}$</td>
<td>Total delay for GATE / REPORT of ONU $j$ in cycle $i$</td>
</tr>
<tr>
<td>$T_{G_{\text{proc}}}$ / $T_{R_{\text{proc}}}$</td>
<td>GATE / REPORT processing time</td>
</tr>
<tr>
<td>$T_{G_{\text{trans}}}$ / $T_{R_{\text{trans}}}$</td>
<td>GATE / REPORT transmission time</td>
</tr>
<tr>
<td>$T_{G_{\text{prop}}}$</td>
<td>Propagation time of ONU $j$’s packet</td>
</tr>
<tr>
<td>$T_{DBA}$ / $T_{Deep-DBA}$</td>
<td>DBA computation/prediction time</td>
</tr>
<tr>
<td>$T_{i\text{end}}$</td>
<td>End-of-cycle overhead in cycle $i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>REPORT's overhead in cycle $i$</td>
</tr>
<tr>
<td>$O_{Deep-DBA}$</td>
<td>Total overhead using Deep-DBA</td>
</tr>
<tr>
<td>$O_{REG}$</td>
<td>Total overhead using a regular NG-EPON</td>
</tr>
</tbody>
</table>
might affect the overall network performance as we show in the next section.

IV. PERFORMANCE EVALUATION

To validate the effectiveness of the proposed approach, we generate training data and conduct extensive simulations using OMNET++ [35]. The simulation parameters, as in [36], are shown in Table 2. The 95% confidence interval of the simulation results gave \( \approx 2\% \) variation, which is statistically insignificant; hence it is not shown in the figures.

TABLE 2. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ONUs</td>
<td>16</td>
</tr>
<tr>
<td>Channel speed</td>
<td>1 Gbps</td>
</tr>
<tr>
<td>Link speed between ONU and user</td>
<td>65 Mbps</td>
</tr>
<tr>
<td>Distance from OLT to ONU</td>
<td>20 km</td>
</tr>
<tr>
<td>Guard time</td>
<td>1 ( \mu s )</td>
</tr>
<tr>
<td>Processing time ( (T_{G}^{proc} ) and ( T_{G}^{proc} ))</td>
<td>10 ns</td>
</tr>
<tr>
<td>Maximum cycle time</td>
<td>2 ms</td>
</tr>
<tr>
<td>ONU buffer size</td>
<td>10 MB</td>
</tr>
<tr>
<td>( T_{DBA} ) to Deep-DBA</td>
<td>( \approx 0 ) (negligible)</td>
</tr>
</tbody>
</table>

A. DATASET

Without loss of generality, to validate the feasibility of the proposed Deep-DBA scheme, in this work, we generate traffic for the Gated and Limited scheduling disciplines, which are the most widely used legacy disciplines for predictive DBA schemes [19]. Namely, we implement a traffic generator at each ONU, which generates Poisson-distributed and Pareto-distributed traffics; the latter has 2000 alternating (i.e., ON/OFF periods) sources to emulate the long-range dependence and self-similarity of bursty Internet traffic [37]. Our proposed scheme does not depend on a particular traffic distribution; rather, it is designed to predict the user demands independent of the traffic arrival distribution. The selection of Poisson and Self-Similar traffics is for simulations purposes, as these are the most commonly adopted distributions in the literature. We note that conducting performance evaluation using real captured datasets may be more persuasive and insightful. However, as detailed in [27], [29], [30], LSTM models (which we also employ in our work) are shown to be efficient and have highly accurate predictions when real traffic traces are used. Thus, evaluating Deep-DBA using LSTM models with a real captured dataset, albeit being more insightful, may not provide different results, and thus may not change the conclusions made in this work. Furthermore, different from previous works [14], we only make use of the request sizes, which are already included in the REPORT messages sent from the ONUs to the OLT, and no extra features are used to train the LSTM model so as not to add additional information in the REPORT messages. This also experimentally proved to be sufficient for predicting requested bandwidth without any added value for extra features.

Overall, our dataset consists of 8 million REPORT messages collected at all the different network loads, which is large enough to build robust LSTM models that generalize well. For different \( P \)-to-\( Q \) values, different datasets are prepared as shown in Fig. 5 to train, validate and test the corresponding \( P \)-to-\( Q \) LSTM model. For example, if a 2-to-2 model is employed, two REPORT messages are used as input, and the next two REPORT messages are used as output, and so on. As is custom in such settings, 80% of the dataset is used for training, 10% for validation, and 10% for testing.

B. TRAINING THE LSTM MODEL

The proposed scheme employs one LSTM model at the OLT to predict the bandwidth demands of all ONUs at all network loads. The dataset is normalized by dividing each request value by the maximum queue size, and the LSTM model is trained on the entire dataset which consists of the bandwidth demands collected from REPORT messages at all the different network loads. Since our model is trained to predict Internet traffic for all network loads, it does not matter when the peak hour happens and how the traffic volume is changing during the day [38] because the model would be able to predict the traffic accordingly. As the loss-function, we use the Mean-Squared Error (MSE) between the predicted queue sizes and the actual queue sizes. The optimizer used to train our models is “AdaGrad” with a learning rate 0.01. For different values of \( P \) and \( Q \), a defined DBA scheme (i.e., Gated, Limited, etc.), NG-EPON architecture, and traffic distribution, the hyper-parameters of the LSTM network are tuned accordingly. The LSTM models had 2 to 3 hidden layers and training each model took between 10 to 50 epochs. We have also considered both the Pareto and Poisson traffic distributions. However, since the results were very similar for both traffic types, we only report the ones for the Pareto distribution as it captures the bursty nature of Internet traffic [37]. We use the Tensorflow backend to build and train our LSTM models [39]. The training was performed on a machine with Intel XEON processor, Nvidia Quadro P2000 GPU card, and 64 GB of RAM. Training each LSTM model took on average about 4 to 8 hours.

![FIGURE 5. Dataset preparation.](image-url)
C. SETTING P-TO-Q

To achieve the highest gain using Deep-DBA, $P$ must be set as small as possible, and $Q$ must be set as large as possible. However, the selection of these values must not be at the expense of high prediction error and poor network performance (in terms of packet latency and network throughput). Thus, we built different LSTM models for different $P$ and $Q$ values and compared the obtained MSE by running the models on the test set. For $P = 1$ (i.e., the smallest possible value for $P$), the LSTM models had significantly high errors; whereas for $P \geq 2$, the errors were adequate. Consequently, we varied the values of $P$ and $Q$ and measured the performance of each built model. As shown in Table 3a, we first built LSTM models with equal values of $P$ and $Q$ starting from 2. Results show that when $P$ and $Q$ are smallest, the lowest MSE is obtained. Next, to check the impact of increasing $P$, we built LSTM models with $Q = 2$ for different values of $P$. Results in Table 3b show that increasing $P$ does not yield lower MSE and therefore will not have a positive impact on the performance. Finally, as shown in Table 3c, we set $P = 2$ and increase $Q$. As expected, the MSE increases as the value of $Q$ increases.

Given these findings, we set $P = 2$, since increasing $P$ would not offer lower MSE values. In addition, increasing $P$ would entail increasing $Q$ to even higher values, which in turn will cause higher prediction errors. For example, setting $P = 2$ and $Q = 8$ means for every $K = 10$ cycles, 8 cycles are prediction cycles, which sums up into 80% of all cycles being prediction cycles. Thus, to obtain the same percentage when $P = 4, Q$ must be set to 16.

To choose the best value of $Q$, we compare the network performance under Deep-DBA with the Limited discipline for different values of $Q$. As shown in Fig. 6a, the throughput on high loads increases with increasing $Q$ values, since increasing the number of prediction cycles will decrease both the REPORT and $T_{i}^{\text{nd}}$ overheads, leaving the gained bandwidth to be used by the ONUs. Fig. 6b shows small difference in delay for different models. However, the lowest delay is obtained for $Q \leq 6$, whereas the delay increases for higher values of $Q$. This is caused by the mis-predictions of these models; this behavior is related to the obtained MSE errors corresponding to each of these models. Fig. 6c and

![FIGURE 6. Comparison of different P-to-Q LSTM models: a) Throughput, b) Average delay, c) REPORT overhead, d) Total overhead.](image-url)
Fig. 6d highlight how both the REPORT and total overhead (i.e., $T_{i}^{end} + R_{i}$) decrease as the value of $Q$ increases. However, for high values of $Q$, the low REPORT and total overhead bandwidth are due to the long cycle times caused by over-predicting ONU bandwidth demands by the LSTM model. These over-predictions cause the OLT to grant larger transmission windows compared to what is actually needed by the ONUs, which results in wasted bandwidth. Thus, choosing the best $Q$ value would be equivalent to maximizing the throughput, meanwhile minimizing the average delay and total wasted bandwidth (which comprises both the total overhead and prediction error wasted bandwidth). This is equivalent to maximizing the following objective function:

$$f(P, Q) = \frac{\text{throughput}(P, Q)}{\text{delay}(P, Q) \times \text{waste}(P, Q)}.$$  

(9)

Therefore, to choose the best $P$-to-$Q$ ratio, we normalize the different parameters, which are obtained from simulations, and plot $f(P, Q)$ in Fig. 7. Results show that the best $P$-to-$Q$ under the Limited discipline is 2-to-6, with an MSE of $8.1 \times 10^{-6}$. In contrast, the best $P$-to-$Q$ value under the Gated scheme is 2-to-2, with an MSE of $1.7 \times 10^{-4}$. Yet, it can be observed that the 2-to-4 model could also achieve a “good-enough” trade-off between an “acceptable” $f(P, Q)$ value and higher network utilization. We note that the MSE under the Gated scheme is higher compared to the Limited scheme due to the high fluctuations of queue sizes, especially at higher loads, making training of such models more difficult.

We validate the performance of the best $P$-to-$Q$ models under the Limited and Gated schemes in Fig. 8 (i.e., with the 2-to-6, and 2-to-2 models, respectively), by comparing the predicted Internet traffic versus the actual Internet traffic. Here, “Link Load” corresponds to the load on the access link (i.e., between the user and the ONU). We observe that with the Limited scheme, the predicted traffic misses some very short bursts; however, it closely tracks the actual traffic overall. On the other hand, as expected, for the Gated scheme, the margin of mis-predicted queue size and incoming bursts is slightly larger (except at Load 1.0, which makes the system no longer in steady state). Moreover, we deduce that as $Q$ increases and $P$ decreases, the accuracy of the predictions decreases, and vice versa. Hence, there is a trade-off between the number of predicted cycles and the accuracy of predictions.

D. COMPARISON WITH OTHER SCHEMES

Fig. 9 compares the performance of the proposed Deep-DBA scheme under the Limited discipline (i.e., using the 2-to-6 LSTM network) with the prediction-based IPACT with Grant Estimation (IPACT-GE) scheme that predicts the size

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>$P$-to-$Q$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2-to-2</td>
<td>$4.3 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-4</td>
<td>$8.8 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-6</td>
<td>$9.9 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-8</td>
<td>$1.1 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-10</td>
<td>$1.3 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-12</td>
<td>$1.5 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-14</td>
<td>$1.7 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-16</td>
<td>$1.9 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-to-18</td>
<td>$2 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

TABLE 3. Mean Square Error with: a) $P = Q$, b) $P \geq Q$, c) $P \leq Q$. 

FIGURE 7. Choosing $P$-to-$Q$: a) Limited scheme, b) Gated scheme.
of incoming requests between two successive cycles [40], the legacy offline Limited (i.e., Lim-Offline) DBA scheme, the legacy online Limited (i.e., Lim-On), and the most recent machine learning based predictive DBA (i.e., MLP-DBA) [14]. High loads beyond 0.8 are included in the figures because stress-testing the PON performance at high loads is common practice in the literature, and is usually conducted to capture a comprehensive performance measurement, which aids in performing network engineering and user provisioning (which typically accounts for peak utilization).

As shown in Fig. 9a, Lim-Offline exhibits the lowest throughput due to the control and $T_i^\text{end}$ overheads. Lim-On, MLP-DBA, and IPACT-GE exhibit higher throughput since they are online schemes and thus do not incur the $T_i^\text{end}$ overhead. Deep-DBA exhibits increased throughput similar to the online schemes even though it is an offline scheme. This improvement is due to the reduction of the control and the $T_i^\text{end}$ overheads.

As shown in Fig. 9b, the online schemes exhibit the lowest delay, which is expected since they have no $T_i^\text{end}$ overhead, which reduces the idle and cycle times. MLP-DBA and IPACT-GE show slightly better results compared to the legacy Lim-On since they use bandwidth prediction with the specific aim of decreasing the packet delay. The Lim-Offline scheme exhibits higher delays due to the overhead $T_{R\text{EG}}$ calculated in (7). On the other hand, even though Deep-DBA is an offline scheme, its performance is much better than the Lim-Offline scheme and is closer to the online schemes. This is due to the gain achieved as per (8). However, as previously mentioned, lower packet delays could be attained using Deep-DBA for different $P$-to-$Q$ ratios. Nevertheless, these may either affect the prediction accuracy and/or may not achieve the best optimal bandwidth utilization.

The control overhead due to REPORT messages can be observed in Fig. 9c. The online schemes have a higher REPORT overhead than the offline scheme. This is because the online schemes do not have the $T_i^\text{end}$ overhead, which results in a shorter cycle time compared to the offline schemes.

Typically, at lower loads, the cycle time is shorter, which causes more control messages to be exchanged in short periods of time; as such the control overhead decreases as the load increases. However, we notice that Deep-DBA achieves the lowest control overhead over all loads (e.g., around 42 Mbps with Deep-DBA, compared to 60 Mbps for the Lim-Offline scheme, and around 75 Mbps for the online schemes). At higher loads, the cycle time is equal to the maximum cycle time; hence, the control overhead reaches its lowest value for all schemes (e.g., 5.5 Mbps with IPACT-GE, offline Limited, and offline Limited-GE), whereas it is equal to 1.5 Mbps with Deep-DBA. This highlights the advantages of Deep-DBA, which enables the OLT and ONUs to only exchange control messages in reporting cycles every $K$ cycles, as opposed to every cycle.

Fig. 9d shows the total overhead observed in the network (which is the control messaging overhead plus the cycle idle time) under all schemes. As noticed, even though online schemes are optimized to reduce the idle time, Deep-DBA is still able to achieve the lowest total overhead. This bandwidth gain can be used so that more users can be provisioned in the network, and better QoS support can be attained. This again highlights the merits of Deep-DBA over existing approaches.

In Fig. 10, we compare the performance of Deep-DBA under the Gated discipline (i.e., using the 2-to-2 and 2-to-4 LSTM models) with the offline Gated DBA scheme (Gated-Offline). Due to their nature, the prediction of IPACT-GE in [40] and MLP-DBA in [14] cannot be directly applied to an offline Gated scheme. As shown in Fig. 10a, the 2-to-2 Deep-DBA provides the same throughput as the offline Gated discipline, whereas the 2-to-4 provides lower throughput, which is captured by $f(P, Q)$ in (9).

In Fig. 10b, the average delay with Deep-DBA is a bit higher than with Gated-Offline. This is due to the “mis-predictions” of the LSTM model, which will make the ONU buffer more packets (thus, request more bandwidth), thereby making the OLT grant the ONUs larger transmission win-
dows even at low loads. This effect is caused by the nature of the Gated discipline, which unlike the Limited discipline, does not bound the bandwidth demand by a maximum value; thus, the mis-prediction would have a snowballing effect.

Finally, Fig. 10c and Fig. 10d show how Deep-DBA exhibit lower REPORT and total overheads than Gated-Offline. More importantly, the results here show how the chosen model (i.e., 2-to-2 or 2-to-4) presents a tradeoff between higher bandwidth utilization (that is, higher bandwidth gain) and downgraded network performance (i.e., throughput and delay).

All these foregoing experiments highlight the merits of Deep-DBA in combining the advantages of offline and online schemes. They also demonstrate its ability to be adaptive to any network configuration and settings. In other words, as long as the dataset (whether it is real traces or generated via simulations) is available, the right machine learning model can be built, and consequently an efficient Deep-DBA scheme can be employed. More importantly, the results provide insights into the design of future machine learning-based NG-EPONs.

V. CONCLUSIONS

In this paper we proposed Deep-DBA, a novel DBA scheme for NG-EPONs, which employs deep learning to predict the future bandwidth demands of ONUs by peep-holing only a few previous ONU demands, so as to reduce the overhead due to the request-grant mechanism. Results demonstrate how Deep-DBA is able to combine the advantages of both the online and offline schemes, thereby improving the network utilization achieved with online schemes, and at the same time maintaining the properties of fairness and QoS support that offline schemes enable, without impairing the network’s performance. The fast progress in the field of machine learning promises new and better architectures and techniques that will be able to increase the number of prediction cycles and decrease the prediction error. The proposed method has the flexibility to employ any current or future sequence-to-sequence machine learning model. Moreover, Deep-DBA can operate with any scheduling scheme; thus, future works can employ more schemes to further improve the network performance. In our future extensions of this work, we will use real traffic traces and/or traffic emulators to provide a
more comprehensive study.
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