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ABSTRACT Image-guided interventions enable the surgeon to display the position of instruments and devices with respect to the patient’s imaging studies during surgery by means of a tracker device. Optical trackers are commonly chosen for many surgical applications when high accuracy and robustness are required. OptiTrack is a multicamera optical tracker whose number of sensors and their spatial configuration can be adapted to the application requirements, making it suitable for surgical settings. Nonetheless, no extensive studies of its accuracy are available. The purpose of this study was to evaluate an 8-camera optical tracker in terms of accuracy, miscalibration sensitivity, camera occlusions and tool detection in a feasible clinical setup. We studied the tracking accuracy of the system using a robotic arm (\textasciitilde\mu\text{m} precision) as the gold standard, a single reflective marker and various tracked objects while the system was installed in an operating room. Miscalibration sensitivity was 0.16 degrees. Mean target error was 0.24 mm for a single marker, decreasing to 0.05 mm for tracked tools. Single-marker error increased up to 1.65 mm when 5 cameras where occluded, although 75\% of the working volume showed an error lower than 0.23 mm. The accuracy was sufficient for navigating the collimator in intraoperative electron radiation therapy, improving redundancy and allowing large working volumes. The tracker assessment we present and the validated miscalibration protocol are important contributions to image-guided surgery, where the choice of the tracker is critical and the knowledge of the accuracy in situations of camera occlusion is mandatory during surgical navigation.

INDEX TERMS Computer aided interventions, infrared tracking, multicamera optical tracker, optical tracking

I. INTRODUCTION

Image-guided interventions (or image-guided surgery, IGS) are medical procedures in which surgeons are able to observe the position of surgical tools and therapeutic devices with respect to the patient’s image studies. IGS has been implemented in neurosurgery, orthopedic surgery, cardiovascular surgery, and radiation oncology applications, with the aim of improving the performance, speed and safety of surgical procedures [1], [2]. One of the main components of IGS is the tracker device which is needed to obtain the position of the tools and patient during the surgical procedure. An accurate correlation of the pre-operative imaging to the operative field is of special importance in IGS [3], [4]. IGS solutions enhance the surgical experience providing free-hand navigation, positioning of equipment or guidance for a mechatronic system.

Trackers are commonly classified as mechanical, magnetic or optical. Optical trackers use cameras surrounding the working area to determine the position of tools through various visualization techniques. As a limitation, they need a clear line-of-sight between the tracked object and the cameras, which is not always possible, e.g. when tools such as catheters and probes are tracked inside the patient’s anatomy. In such situations, electromagnetic trackers are better suited [1], [5]. Nevertheless, optical trackers are still preferred for many surgical applications since they show higher accuracy and larger working volumes than mechanical and magnetic trackers [2], [6]–[8].
Examples of commercially available optical trackers for IGS include fusionTrack (Atracsys Inc., Puidoux, Switzerland) and Polaris (NDI Inc., Ontario, Canada). These systems are based on infrared cameras and calculate the position of passive retro-reflective markers, which are small spheres coated with IR reflective material. Tracking is based on the projection (Fig. 1, a5) of the markers into each camera plane (Fig. 1, a4). However, the relative position of each camera in the space and the optical lens parameters (e.g., focal length, optical aberrations) need to be known in advance to compute the three-dimensional position of markers by forward projection [9]. This set of parameters is commonly estimated through prior calibration.

Once calibration parameters are known, the system estimates the three-dimensional location of a marker as the intersection of the rays coming from each camera projection plane. In the same manner, the expected projection on each camera plane (Fig. 1, a3) can be computed from the marker’s three-dimensional position (Fig. 1, a2) and the calibration parameters. Ideally, the actual projection (Fig. 1, a5) will match the expected projection (Fig. 1, a3) and all projection rays will collide at the true three-dimensional location of the marker (Fig. 1, a2). However, this is not true under non-ideal conditions (due to miscalibration). The absolute difference between expected and actual projections in each camera plane is known as projection error (Fig. 1, a6). The difference between the estimated (Fig. 1, a7) and the true three-dimensional location of the marker (Fig. 1, a2) is defined as tracking error (Fig. 1, a8). The tracking error is a main figure of merit during the trackers assessment for IGS [1], [10]–[12].

During the calibration process the system collects the synchronized projections of a group of reflective markers that are arranged in a unique geometry which is called rigid-body. The simplest rigid-body is composed of at least three reflective markers. Distances and angles between the markers are fixed (rigid) with respect to each other. Usually, a calibration algorithm minimizes the projection and/or the tracking error in an iterative scheme to estimate the calibration parameters. After successful calibration, the projection error (Fig. 1, a6) is expected to be sufficiently small, and the system is ready to track rigid-bodies -which are attached to the tools of interest- and to estimate their position and orientation inside the working volume. However, when a miscalibration occurs (for one or more cameras), the projection error and the tracking error increase.

Both fusionTrack and Polaris systems must work under occlusion-free conditions since they share the common constraint of using a single pair of tracking cameras [7], [13], [14]. If any of the two cameras is occluded, the system is no longer able to determine the three-dimensional position of any marker. Optical trackers formed by more than two cameras (hereinafter referred to as multicamera systems) lead to data redundancy and benefit a clear line-of-sight, thus enabling the system to overcome this limitation. However, to our knowledge, there are no commercial multicamera trackers offering tracking for surgical applications [6], [13], [15].

OptiTrack [16] is a commercial multicamera optical tracker in which the number of cameras and their spatial configuration are flexible (i.e., they can be modified depending on the application requirements) in contrast to two-camera systems. This feature could make it more versatile for tracking different environments, such as a complete operating room (OR), with almost no restrictions on the working volume. The main advantages of this system are the tracking accuracy (submillimeter level, according to the manufacturer) and its robustness against camera occlusions. Consequently, it is better suited for environments that are prone to occlusions. OptiTrack has been used for tracking purposes in several fields [17]–[20]. Nevertheless, few studies have examined the use of multicamera trackers during IGS [6], [7], [21]–[25].

We previously presented a navigation system for intraoperative electron radiation therapy procedures (IOERT) based on OptiTrack. The feasibility of this navigation workflow for the clinical environment was demonstrated [6], [26]. We evaluated the system accuracy when locating the IOERT radiation collimator. In IOERT procedures, static accuracy is the main point of interest, and dynamic accuracy (real-time tracking) is not a key issue.

When a navigation system is evaluated for IGS, the principal concern is the accuracy of the system which determines its clinical applicability, functionality and safety [1], [3], [4], [10], [11], [27]. We will evaluate the accuracy of a tracker as the difference between the tracker’s measured and true position (trueness) due to the intrinsic (technical) limitations.

Several error sources can affect the correct three-dimensional location of surgical tools over patient images [3], [12]. Common factors that affect the accuracy of IGS navigation include image-to-world registration outcome [3], [28], [29], the technical specifications of the tracking cameras, a non-optimal design of rigid bodies [4], [30]–[32], and the distance between the markers and the sensors [11], [32]. Multicamera optical trackers, in particular, are also dependent on the calibration process [3], [8], [32], [33]. Some of these factors have been studied in order to evaluate the feasibility of different trackers for IGS applications [3], [7], [8], [10], [33]–[35]. However, most studies have focused on a specific IGS application of interest [4], [5], [11], [32], [36]–[38]. Hence, it is difficult to extrapolate their results to other applications or compare the accuracy of different commercial systems [11].

A common limitation of some of the previously reported assessments is the use of another tracker as the gold standard for the accuracy evaluation. Those studies assume that the chosen gold standard is sufficiently accurate [5], [8], [37], [39] which may not be true. Although the cited studies
provide valuable information, a true gold standard is needed for persuasive evaluation. In this way, independent measurements of tracking accuracy can be provided and translated to other applications. Another limitation is the use of a single tracked tool to acquire evaluation data [7]. Some studies have demonstrated the dependency of the tracking accuracy on the geometric design of the rigid-body. A non-optimal design could lead to amplification of the tracking error and therefore, bias the assessment [3], [7], [30]–[32]. In addition, not all studies consider the well-described spatial dependency of the accuracy inside the working volume. Some authors provide the tracker accuracy in terms of the target-to-cameras distance to overcome this limitation [40]. However, this methodology is no longer persuasive since the spatial arrangement of cameras is flexible and such distances are not constant when using a multicamera tracker. Other studies use coordinate measurement machines or linear testing apparatus to evaluate the volumetric accuracy of trackers [4], [8], [25], [32]. In those cases, a registration process is needed to provide an absolute accuracy measurement, and this may also bias the assessment.

A major source of concern when assessing a multicamera tracker system is the problem of occlusions and its consequences for the tracking accuracy. When the line-of-sight is compromised for one or more cameras, multicamera trackers are still able to track the objects due to the data redundancy provided by the remaining non-occluded cameras [41], [42]. Hence, it is very important to consider the dependency of accuracy on the number of occluded cameras to ensure a fair assessment.

Finally, calibration is an important aspect when evaluating a tracking system with several cameras. Tracking accuracy depends on the quality of calibration. Commercial trackers (two-cameras) are commonly calibrated a priori by the manufacturer since camera location is fixed. However, multicamera optical trackers must be calibrated in situ. This step is time-consuming and must be carried out under designed conditions: a clear working volume, specific calibration tools and finely tuned camera parameters (illumination, threshold and exposure). If a single camera miscalibration occurs after initial calibration, the tracking error induced by this camera could be compensated by the remaining (well-calibrated) cameras. However, this condition might lead to a loss of accuracy that could be prevented if a calibration assessment is periodically and preoperatively performed [27]. Nevertheless, there is no established protocol to control the reliability of the calibration for multicamera optical trackers. Therefore, the assessment of this kind of tracker for IGS applications should include a study of the accuracy dependence on miscalibration.

The number of image-guided applications using OptiTrack is increasing because of the above-mentioned advantages. Nonetheless, to the best of our knowledge, the available literature [24], [25] contains no extensive studies of the system that validate accuracy in terms of camera occlusions, miscalibrations, tracked tools used or against a persuasive gold standard with significantly higher accuracy. The purpose of this study was to evaluate an OptiTrack multicamera optical tracker in terms of accuracy, sensitivity to miscalibration, camera occlusions and detection of tools for IGS applications using a feasible clinical setup. The tracker was installed in a clinical OR and an accuracy assessment was performed using a robotic arm (~μm precision) as the gold standard, a single reflective marker and various tracked objects (rigid bodies).

II. MATERIAL AND METHODS

A. OPTICAL TRACKER

The tracker we evaluated consists of a set of 8 OptiTrack Flex13 cameras (1280 x 1024 image resolution, 4.8 x 4.8 μm pixel size and a frame rate in the range of 30-120 frames per second). Each camera has a 5.5-mm F#1.8 lens and an 800-nm infrared (IR) long pass filter with a horizontal and vertical field of view (FOV) of 56 and 46 degrees, respectively. Flex13 cameras illuminate the scene with a light-emitting diode (LED) ring composed of 28 LEDs (850 nm) with adjustable brightness (Fig. 2. a). Cameras are arranged around the working volume and connected to a USB hub which is controlled using the manufacturer’s software.

The number and position of the cameras are selected by the user depending on the application requirements. In our case, large working volume, high accuracy and robustness against occlusions are mandatory requirements for the location of the IOERT radiation collimator. Eight Flex13 cameras were installed in the IOERT operating room at the Hospital Gregorio Marañon (Madrid, Spain) to cover the large working volume that includes the surgical table. This setup (hereinafter referred to as ‘OR scenario’, Fig. 3) allows surgeons to navigate procedures for different anatomical targets without modifying the cameras’ spatial configuration.

Several reflective marker diameter sizes are offered by the manufacturer depending on the specific application (Fig. 2. c). In the present study, we used an 11.5-mm diameter marker from NaturalPoint (7/16” hard model [16]) for all experimental setups since it is the manufacturer’s recommended size for the OR tracking volume studied.

The calibration of this system requires a specially designed tool (Optiwand, Fig. 2. d), which is provided by the manufacturer. This tool consists of three aligned markers with known fixed positions. The calibration procedure starts by moving the calibration tool along the working volume. Since the system knows the spatial configuration of the calibration tool’s markers, relative positions of the cameras can be computed by using the projections of the markers for several acquired spatial locations of this rigid body. These samples should be acquired over the whole working volume, and their number will determine the quality and accuracy of
the calibration. When sufficient samples have been acquired, the manufacturer’s software estimates the best calibration parameters from the available set of calibration samples in a least-squares sense. For all experiments in this work, we calibrated the system following the manufacturer’s instructions (~3000 projection samples of the calibration tool for each used camera).

### B. SYSTEM ACCURACY ASSESSMENT

We designed a second scenario (hereinafter referred as the ‘robotic scenario’, Fig. 4) to determine the true accuracy of the 8-camera system installed in the OR. To provide a proper gold standard, we used an ABB IRB 1600 industrial robotic arm (ABB Inc., Zürich, Switzerland) whose accuracy is one order of magnitude higher than the optical tracker accuracy assessed (submillimeter, as specified by the manufacturer). The robot has a position repeatability error of 0.02 mm and a 1.2 m reachability which is able to cover the OR working volume (Fig. 4, a1).

To simulate the OR cameras arrangement (Fig. 3, a) on the robotic scenario (Fig. 4) we built a metallic structure (Fig. 4, a2 & b) which was used to mount the 8 cameras over the robot reaching volume (Fig. 4, a3). Then we performed two experiments to study the accuracy of the system under occlusions using a single reflective marker (Study of the accuracy and occlusions, Sec. II.B.1) and using different tools (rigid-bodies) (Study of the accuracy of tools, Sec. II.B.2).

1) **STUDY OF THE ACCURACY AND OCCLUSIONS**

   We attached a single marker to the robot tip which was moved inside the working volume along a 50 mm (gr) step path (Fig. 4, c). On each position, the location (\(\hat{\mathbf{r}}_k\)) of the marker was estimated using the optical tracker as the mean value of 1000 acquired samples (\(N_{\text{samples}}\)).

   To determine the accuracy, we compared the position of the marker provided by the optical tracker (\(\hat{\mathbf{r}}_k\)) and the robot (\(\mathbf{r}_k\)). However, a straightforward comparison is not possible, since the geometrical spaces of the tracker and robot do not match. A possible solution could be the registration of both point-sets corresponding to each coordinate space. However, this strategy could bias the evaluation due to registration errors. Instead, we computed the distances of each studied position to its neighbors and calculated the root mean squared distance as (1):

\[
d(\hat{\mathbf{p}})_{\text{rms}} = \sqrt{\frac{1}{N_{\text{neighbors}} \sum_j \|\mathbf{p} - \mathbf{n}_j(\mathbf{p})\|^2}
\]

where \(\mathbf{p}\) is the mean position provided by the tracker of the point \(p\), \(N_{\text{neighbors}}\) the number of closest neighbors and \(\mathbf{n}_j(\mathbf{p})\) is the position of the \(j\)-th neighbor of the point \(p\). Each measured point has six neighbors (\(N_{\text{neighbors}} = 6\)) if it is inside the working volume studied (Fig. 4, c), while points placed at the corners and sides show three and four neighbors, respectively.

Ideally this distance (\(d(\hat{\mathbf{p}})_{\text{rms}}\)) would be equal to the programmed robot step size (\(\|d(\hat{\mathbf{p}})_{\text{rms}} - g_{r}\| = 0\)), but this is not true due to the limited accuracy of the optical tracker. We estimated the tracking error at point \(\mathbf{p}\) (\(\hat{\mathbf{p}}\)) as this difference (2):

\[
\hat{\mathbf{E}}(\mathbf{p}) = \sqrt{\frac{1}{M} \sum_k \|\hat{\mathbf{p}}_k - \mathbf{g}_k\|^2}
\]

where \(\hat{\mathbf{E}}(\mathbf{p})\) is the estimated tracking error at studied point \(\mathbf{p}\), \(g_{r} = 50\) mm is the robot step size and \(M\) is the number of experiment repetitions.

We measured the \(\hat{\mathbf{E}}(\mathbf{p})\) on each point of the working volume (\(M = 10\) repetitions) for the calibrated system and in different occlusion scenarios: 1, 2, 3, 4 and 5 occluded cameras. We covered the camera lens with an opaque coating to simulate occlusions, performing \(M = 10\) repetitions when occluding a single camera. For the remaining cases studied (2, 3, 4 and 5 occluded cameras), we were unable to run all possible (210) occlusion scenarios because of time limitations. Instead, we randomly chose the occluded camera group. For each number of occluded cameras, we performed \(M = 15\) acquisitions avoiding occluded group repetition and estimated the tracking error (\(\hat{\mathbf{E}}\)) following (2). Finally, we performed an Analysis of Variance (one-way repeated measures ANOVA) analysis of the tracking error for the different occlusion scenes.

2) **STUDY OF THE ACCURACY OF TOOLS**

To complete the system accuracy study, we measured the tracking error (2) attaching different rigid bodies to the robot tip in the occlusion-free setup. We estimated the tracking error (2) at the tool’s pivot point (point \(P\)) in Fig. 5 for four different tools: an in-house pointer with six markers (BiiG Pointer, Fig. 6, a), the NDI Polaris pointer (four markers, Fig. 5, c), a configurable rigid body (OptiTrack, four markers, Fig. 5, d) and an in-house tracked IOERT collimator (four markers Fig. 5, b). We performed \(M = 5\) repetitions for each tool studied. The transformations relating the rigid-body and the pivot points (Fig. 5, P) were computed from the blueprints of each tool. However, note that our tracking error estimate (2) is independent of the pivot position when using rigid tools. We analyzed the tracking error of the different tools by means of an ANOVA analysis (one-way repeated measures).

### C. CALIBRATION ASSESSMENT

1) **MISCalibration Sensitivity Study**

   We mounted a two-camera system in the OR scenario and attached a rotation sensor (PhidgetSpatial Precision 3/3/3, Phidgets Inc., Alberta, Canada) to the back of one camera (Fig. 6, b). This sensor has a resolution of 0.02 degrees/s in both the X and the Y axes and 0.013 degrees/s in the Z axis. Thereafter we performed the system calibration according to
the manufacturer’s instructions (~3000 samples of the calibration tool position) and fixed a reflective marker in the inner part of the working volume at ~1.5 m.

We acquired $N_{\text{cal}} = 5000$ samples of the position of the marker and computed the mean marker location ($\overline{p}_0$) using the calibrated system. Then we manually rotated the camera with the attached orientation sensor to cause a miscalibration. This manual rotation was performed on the yaw axis that rotates around the mounting screw of the camera (Fig. 6, α). Using the rotation sensor, we measured the produced rotation ($\alpha$, mean value of $N_\alpha = 5000$ samples). After the first manual miscalibration, we repeated the acquisition for the position of the marker ($\overline{p}_d$). We repeated the rotations (miscalibration) until the system was unable to track the marker. In each case, we performed $M = 10$ repetitions.

We defined the calibration error ($\overline{CE}$) as the difference between the calibrated ($\overline{p}_0$, $\alpha = 0$ deg) and miscalibrated ($\overline{p}_d$) marker position (3). Moreover, we defined the miscalibration threshold as the maximum rotation value ($\alpha_{\text{th}}$) before the tracker software reported no markers in the working volume. The miscalibration sensitivity of the two-camera system was evaluated in terms of the defined calibration error and the rotation value ($\alpha$).

$$\overline{CE}(\alpha) = \|\overline{p}_d - \overline{p}_0\| \quad (3)$$

We tested the relationship of the calibration error and the miscalibration rotation by means of an ANOVA test (one-way repeated measures).

2) MISCALIBRATION DETECTION PROTOCOL

Miscalibrations occur during real procedures for many different reasons. For instance, in our OR (Fig. 3) a camera could deviate from its calibrated position by surgical lamp blows (Fig. 3, c). When miscalibrations occur, multicamera optical trackers usually preserve the tracking capabilities. However, accuracy could be compromised without any warning to the user. In IGS applications, accuracy loss could lead to erroneous surgical tool guidance. Therefore, we propose a new miscalibration detection protocol and studied its feasibility.

The proposed protocol is based on the calibration error defined in (3). Suppose that we have a multicamera system formed by $N$ cameras and one of them is miscalibrated. Tracking is expected to be feasible since the rest of the cameras are calibrated. This tracker can be seen as a set of subsystems of two-cameras (|i,j⟩ such as $i \neq j$; $i \in [1,N]$; $j \in [1,N]$). A higher tracking error is expected from the subsystems which contain the miscalibrated camera. For a single marker, the estimated position using the camera pairs that include miscalibrated cameras will differ from the position obtained using all the cameras. Therefore, these location differences may be used as a metric of miscalibration. The proposed methodology for miscalibration detection can be followed before any surgical procedure to ensure accurate guidance and has the following steps:

i. A single reflective marker is placed into the working volume. This marker must be detected by the projection plane of each camera.

ii. The marker three-dimensional position ($\overline{p}_{\text{All}}$) is recorded using all cameras.

iii. The marker position (4) is acquired using all possible sets of two-cameras that constitute the multicamera system:

$$\overline{p}_{[i,j]} \quad \text{such as } i \neq j; i \in [1,N]; j \in [1,N] \quad (4)$$

iv. The three-dimensional location of the marker acquired using each camera pair is compared with the location acquired using all the cameras to estimate the miscalibration error ($\overline{ME}$) of each camera pair (5).

$$\overline{ME}[i,j] = \|\overline{p}_{[i,j]} - \overline{p}_{\text{All}}\|, \text{such as } i \neq j; i \in [1,N]; j \in [1,N] \quad (5)$$

where $\overline{ME}[i,j]$ is the miscalibration error of the pair composed by cameras $i$ and $j$.

v. Camera pairs that are unable to track the marker or showing values of $\overline{ME}[i,j]$ greater than a certain threshold will identify the miscalibrated cameras of the system.

3) FEASIBILITY STUDY OF THE MISCALIBRATION DETECTION PROTOCOL

To demonstrate the feasibility of the proposed miscalibration detection protocol, we calibrated the multicamera system installed in the OR (eight Flex13 cameras) following the manufacturer’s instructions. After calibration, a reflective marker was placed in a fixed position inside the working volume of the tracker (Step 1). Then, (Step 2) we collected $N = 1000$ samples of the position provided by the calibrated 8-camera system and (Step 3) by each possible camera pair ($|i,j\rangle$, $\binom{8}{2} = 28$ camera pairs). We manually miscalibrated (rotating around yaw axis) one, two, three and four randomly-selected cameras. In each miscalibration scenario we followed the proposed protocol and computed the miscalibration error (Step 5). In this case, a threshold value of 1.5 mm miscalibration error was used to determine the miscalibrated cameras (t-test, $H_0$: $\overline{ME} < 1.5$ mm).

III. RESULTS

A. SYSTEM ACCURACY ASSESSMENT
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1) STUDY OF THE ACCURACY AND OCCLUSIONS

Fig. 7 shows the tracking error ($\hat{TE}$) within the whole working volume (300 × 500 × 400 mm) and for two smaller inner volumes (200 × 400 × 300 mm and 100 × 200 × 100 mm). We found that the tracking error increased with the number of occluded cameras ($p < 0.001$). Moreover, it can be noted that higher $\hat{TE}$ was produced at the outer part of the working volume, since the smaller inner volumes showed lower $\hat{TE}$. Table I summarizes the numerical results. In cases of non-occlusion, the mean $\hat{TE}$ was 0.24 mm which is comparable to the manufacturer specifications. Table I shows how the $\hat{TE}$ distribution is highly right-skewed and how high $\hat{TE}$ values are likely to occur (higher values for 95 and 99 percentiles) when the number of occluded cameras increases.

2) STUDY OF ACCURACY OF THE TOOLS

Fig. 8 and Table II show the results for the tracking accuracy of the tools. Here, the tracking error $\hat{TE}$ over the tracking volume is summarized for each tool. There is a clear constant difference between the $\hat{TE}$ produced when using the commercial tools (Polaris pointer and Natural Point marker set) and the in-house tools ($p < 0.001$). However, the absolute difference is small, ±0.003 mm. It is also noteworthy that the tracking error $\hat{TE}$ was dramatically smaller for rigid bodies than for a single marker (Table I). This is expected, since the location of the tools is computed from several tracked markers and the system uses the spatial configuration of the markers to compensate for single-marker tracking errors. In fact, using a 4-marker rigid body seems to reduce tracking error by an order of magnitude. This tracking error $\hat{TE}$ is almost constant over the whole working volume (Table II), with a low spatial dependency of the tracking accuracy for all tools (Table II, third column).

B. CALIBRATION ASSESSMENT

1) MISCALIBRATION SENSITIVITY STUDY

Miscalibration sensitivity study results are summarized in Fig. 9. The ‘x’ axis shows the mean and standard deviation of the produced camera rotation ($\alpha$, miscalibration). The ‘y’ axis shows the mean and standard deviation of the estimated calibration error $\hat{CE}$, (3). Table I shows the data points of Fig. 9.

Note that when the system is calibrated ($\alpha = 0$ deg), the measured angle is null because no rotation has been made on any of the cameras. We performed four manual miscalibrations, although only three are shown in Fig. 9. The last miscalibration caused OptiTrack to report no markers inside the working volume (Table III), indicating that the maximum miscalibration (i.e. $\alpha_{th}$) is below ~0.2 deg rotation. According to the results, miscalibrations higher than $\alpha_{th}$ lead the system to report no markers inside the working volume for a two-camera setup. Furthermore, it is remarkable that the tracking error increases more than 3 mm for a rotation greater than 0.1 degrees. The estimated sensitivity was 29.92 mm/deg ($R^2 = 97\%$, CI = [0.94, 1.00]). According to the ANOVA test there were differences ($p < 0.001$) in the calibration error for the three camera orientations.

2) FEASIBILITY STUDY OF THE MISCALIBRATION DETECTION PROTOCOL

The results of the study of the feasibility of the miscalibration detection protocol are shown in Fig. 10. For each experimental case—with a different number of miscalibrated cameras—the estimated miscalibration error $\hat{ME}$ (5) of each camera pair is plotted. Most pairs containing a miscalibrated camera reported no tracked marker in their working volume. However, some of the miscalibrated pairs were still able to track the marker. For example, in Fig. 10 b, where camera ‘6’ was miscalibrated, pairs 5-6 and 6-7 preserved their tracking ability but showed higher $\hat{ME}$ (> 30 mm, $p < 0.001$). Those cases showed a miscalibration error greater than 1.5 mm and, hence, were detectable according to the proposed protocol. As for the calibrated pairs, the tracking error was noticeably smaller (depicted in blue, $p < 0.001$).

IV. DISCUSSION AND CONCLUSION

We performed an exhaustive assessment of the accuracy of the OptiTrack tracking system for IGS applications. To our knowledge, this is the first study to assess the tracking accuracy of the OptiTrack system using Flex 13 cameras. We analyzed the spatial distribution of tracking accuracy for a single marker and studied camera occlusions using a well-characterized gold standard (i.e. a robotic arm with µm accuracy). Moreover, we assessed the dependence of accuracy on different tools used during IOERT collimator guidance. Furthermore, we studied the system’s sensitivity to miscalibration in terms of calibration error. Finally, we also proposed and validated a new miscalibration detection protocol in a surgical environment that can be automatically performed in an IGS navigation scenario.

The main original contribution of this study is the analysis of space-dependent accuracy in occlusions. The 8-camera spatial configuration showed a 99 percentile tracking error ($\hat{TE}$) of 3.31 mm (Table I) and a mean value of 0.24 mm inside the whole working volume (300 × 500 × 400 mm). This value represents the pure accuracy of the system when occlusions and miscalibrations are not present. The results showed that $\hat{TE}$ was dependent on the number of occluded cameras (Fig. 7 and Table I). We would like to point out that this trend also depends on the size of the working volume: the smaller the working volume, the lower the tracking error, even when occlusions are present. This is consistent with the working volume design, where the outer part of the volume is covered by a lower number of sensors leading to larger errors at the volume edges [7], [11]. Note that when occlusions affect the system, outer parts could be tracked by a reduced number of cameras or even not covered by any camera. In [11], the authors emphasized the importance of the spatial dependency of the accuracy, showing that the
Polaris system errors are higher at the upper right corners of its working volume and generally increase with the distance from the cameras. This effect is similarly depicted in Fig. 7 and Table I for Optitrack, where the robustness of the multicamera system is demonstrated. A percentile 75 tracking error was always below 0.23 mm for up to 5 occluded cameras. However, the mean rms tracking error values for the occluded cases showed much higher values (Table I). This means that occlusions produce a higher number of tracking error outliers instead of a significant loss of accuracy inside the working volume. Consequently, occlusions during tracking are important and should be considered when OptiTrack is used for an IGS navigation scenario. When an occlusion occurs, the multicamera system is expected to compensate by using the remaining cameras (system redundancy). In such cases, this compensation reduced the overall accuracy of the system. There is a tradeoff between the number of cameras used (spatial redundancy in occlusions) and the size of the working volume. For an application with a low risk of occlusion, the working volume could be larger for a given number of cameras. However, clinical applications that present a high risk of occlusion (such as IOERT) should reduce the working volume in favor of camera redundancy to avoid a notable loss of accuracy or increase the number of cameras used.

The use of tracked tools (rigid-bodies) demonstrated an improvement in accuracy (Fig. 8). Tracked tools reduced the tracking error TE by an order of magnitude (Table II). It is also noteworthy that tracking accuracy depends on the spatial distribution of the tool’s optical markers. In fact, the Polaris pointer demonstrated higher accuracy (0.0501 ± 0.0001 mm tracking error) than the IOERT applicator (0.0527 ± 0.0001 mm tracking error) or the in-house pointer (mean tracking error of 0.0593 ± 0.0338 mm). The tracking error dependency on the spatial distribution of markers has been previously assessed [31], [43], demonstrating the importance of designing optimal rigid bodies for optically tracked surgical tools. In our case, the design of the IOERT applicator and the custom pointer must be revised to ensure a fair accuracy during guidance. One possible explanation for the lower accuracy of the in-house pointer is the number of markers of the rigid body. When this number is high, the marker-to-marker distance should be higher to avoid inter-marker occlusions. Such occlusions could impede the detection of the marker by the optical sensors, thus leading to a loss of accuracy. Nevertheless, we would like to point out that the differences in the tracking accuracy of the tools are below ~0.01 mm (Table II), which is negligible for most clinical applications. In this study, all the tools were calibrated following the blueprint specifications. However, in several applications a pivoting calibration is needed. In [7], the authors assess this issue using a similar multicamera system. They demonstrate that the tool calibration improves the accuracy if the pivoting is performed at the center of the system working volume since it is tracked by the maximum number of optical sensors. This limitation does not apply to our results, since the metric used for evaluation purposes (2) does not depend on the tool calibration, so we have studied pure intrinsic accuracy of the system without registration and/or tool dependencies.

We found that the system had a miscalibration sensitivity of ~30 mm/deg and a maximum rotation threshold of 0.16 ± 0.09 degrees (Fig. 9, Table III). Our experiment confirmed the dependence of tracking accuracy on calibration quality. Even though this value was estimated from a system comprising two cameras, the reported sensitivity highlights the importance of calibration quality in an IGS scenario based on multi-camera tracking. It is also noteworthy that the sensitivity of calibration is directly proportional to the camera marker distance, since the resolution of the sensor is directly related to the projection error [11]. Hence, for larger working volumes (larger marker-to-sensor distances), the loss of accuracy for a constant miscalibration rotation could be larger than that reported here (Table III).

Our miscalibration detection protocol proved to be feasible for clinical use. A non-experienced user can evaluate the calibration using a single marker in the working area and detect which cameras deviate from the calibrated orientation automatically. Multicamera tracker setups are prone to miscalibration owing to factors associated with manual installation (e.g. screws and mounting) and OR factors (e.g. surgical lamps). We assumed that the tracking software (provided by the manufacturer) does not identify miscalibrations during real-time tracking. This could lead to a loss of accuracy if the information gathered from a miscalibrated camera is used to solve the three-dimensional location of a marker. Furthermore, if occlusions are present using the well-calibrated cameras, the expected loss of accuracy could be very limiting. Nevertheless, the high miscalibration sensitivity observed ensures that even very small miscalibrations (~0.16 degrees, Table III) are detectable. These results provide support for our protocol, which ensures that the IGS tracking setup is both accurate and reliable. Our protocol verifies the tracking reliability before a procedure in IGS applications and is not designed for continuous or real-time validation. Nevertheless, the user could run the proposed protocol any time, even during surgery, for tracking assessment. When a miscalibration is detected, we suggest disconnecting the miscalibrated camera if a new calibration cannot be performed (i.e. owing to surgical or time restrictions). This solution would result in a lower number of cameras; however, it would ensure that the system does not contain any miscalibrated camera that could deteriorate the accuracy expected. Naturally, when time and clinical restrictions are not limiting factors, repeating system calibration would be the better option for maintaining the maximum number of cameras and thus ensuring higher accuracy.

During the calibration assessments, we caused miscalibrations by manually rotating the cameras from their
mounting screw. In that sense, we only evaluated geometrical miscalibration along the screw direction. This is not illustrative of all the possible cases. However, it provides valuable information about the system sensitivity in a common miscalibration situation in a OR based on our experience.

Our study is limited by the spatial configuration of the cameras and the number of cameras used, which may not be suitable for other applications. We used 8 cameras surrounding the patient area as the working volume. However, given the large number of possible spatial configurations of the multicamera optical tracker, a more in-depth evaluation would prove cumbersome. A possible approach to overcome this limitation could be to perform simulations using the camera pair accuracy reported for different spatial configurations. Nonetheless, the OR setup used in this study covers a wide range of IGS applications, since it was installed in a real clinical environment and is therefore comparable to other possible scenarios. Many clinical IGS applications could benefit from this approach, since a main limitation of 2-camera optical tracking systems is the line-of-sight requirement between the tracked tool and the cameras. This requirement is reduced with our setup thanks to camera redundancy.

The initial IOERT radiation field is usually designed to include a 3 to 5 cm margin beyond the tumor bed in order to reduce the risk of metastatic spread [44]. The 8-camera setup we studied demonstrated reasonable accuracy for the positioning of the IOERT radiation collimator. The tracking error for a single marker proved to be below 0.38 mm for 99% of the positions inside the working volume (Table I). However, the accuracy results for the tools study (Table II) indicated that this error is expected to decrease when tools are used (Fig. 8). In a preliminary study, we demonstrated the feasibility of using OptiTrack (V100:R2 camera model) for applicator guidance (tracking error < 2 mm) during IOERT with a CT scanner as the gold standard [6]. The current study confirms and extends our preliminary results (using a newer camera model) and completes our assessment of the system.

In conclusion, the OptiTrack 8-camera optical tracker was evaluated for miscalibration sensitivity, accuracy, camera occlusions and tool detection using a feasible clinical setup. The system is accurate for IGS navigation, improves redundancy and allows for larger working volumes. Our assessment and the validated miscalibration protocol are important contributions to the IGS community, where the choice of the tracker for surgical applications is critical and knowledge of the system accuracy under situations of camera occlusion is mandatory.
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FIGURE 1. (a) Tracking error definitions. (a1) Optical tracking camera, (a2) reflective marker true position, (a3) true projection on (a4) camera plane, (a5) expected projection from calibration, (a6) camera projection error, (a7) marker location estimate, (a8) marker tracking error within (a9) camera acquisition range. (b) Two cameras imaging 4 retro-reflective targets. Target locations are determined from a forward projection of the target images on the camera image plane. Targets lie at the intersection of the projected rays.

FIGURE 2. (a) OptiTrack Flex13 camera (b) Optiwand calibration tool (c) Reflective marker of 11.5 mm radius. (d) Rigid-body pointer tool (NDI, Ontario, Canada).

FIGURE 3. OR scenario: Distribution of cameras in Hospital Gregorio Marañón (Madrid) used for navigation of the IOERT applicator. (a) Tracker structure with 8 Flex13 cameras. (b) Video camera. (c) Surgical lights. (d) Navigation screens.
FIGURE 4. Robotic scenario (a) Experimental setup for optical tracker accuracy assessment. (a1) ABB Robot, (a2) metallic structure simulating OR camera holders, (a3) OptiTrack Flex 13 cameras. (b) Metallic structure diagram (all measurements are in mm; arrows mean that the piece is movable). (c) Programmed robot path over the working volume.

FIGURE 5. Rigid-body tools. (a) BiiG pointer. (b) IOERT applicator tool. (c) NDI Polaris Pointer. (d) NaturalPoint Marker Set: 14 mm X-Base. (P) Tracked pivot point.
FIGURE 6. Phidget orientation sensor attached to an OptiTrack camera. (a) Front part of OptiTrack Flex 13 camera. (b) Phidget 3/3/3 attached to the camera back. (c) Experimental setup showing the marker and the produced miscalibration angle ($\alpha$) in the yaw axis.

FIGURE 7. Tracking error (mean and 95% confidence interval) within the studied working volume for different numbers of occluded cameras and different inner volumes.
FIGURE 8. Tracking error on the working volume for different tracking tools.

FIGURE 9. Calibration error (mean and standard deviation for the 10 repetitions) for 4 different orientations (mean and standard deviation for the 10 repetitions) of a miscalibrated camera using a 2-camera OptiTrack tracker. Sensitivity: 29.92 mm/deg (R² = 97%, CI = [0.94, 1.00]). Green line: estimated linear model of the data.

FIGURE 10. Difference in 3D position of the marker with respect to the initial reference location for different numbers of miscalibrated cameras. (a) All cameras calibrated. (b) Camera number 6 miscalibrated. (c) Cameras 6 and 3 miscalibrated. (d) Cameras 6, 3 and 8 miscalibrated. (e) Cameras 6, 3, 8 and 5 miscalibrated.

TABLE I
OCCLUSION STUDY RESULTS

<table>
<thead>
<tr>
<th>Number of Miscalibrated Cameras</th>
<th>Tracking Error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Central Statistics</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>5</td>
<td>1.65</td>
</tr>
<tr>
<td>4</td>
<td>1.18</td>
</tr>
<tr>
<td>3</td>
<td>0.94</td>
</tr>
<tr>
<td>2</td>
<td>0.82</td>
</tr>
<tr>
<td>1</td>
<td>0.55</td>
</tr>
<tr>
<td>0</td>
<td>0.24</td>
</tr>
</tbody>
</table>

TABLE II
TOOL TRACKING ACCURACY RESULTS

<table>
<thead>
<tr>
<th>Tool</th>
<th>Tracking Error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Custom Pointer</td>
<td>0.0593 ± 0.0338</td>
</tr>
<tr>
<td>IOERT Applicator</td>
<td>0.0527 ± 0.0001</td>
</tr>
<tr>
<td>Polaris pointer tip</td>
<td>0.0501 ± 0.0001</td>
</tr>
<tr>
<td>NaturalPoint Marker Set</td>
<td>0.0501 ± 0.0003</td>
</tr>
</tbody>
</table>

TABLE III
MISCALIBRATION SENSITIVITY RESULTS

<table>
<thead>
<tr>
<th>Miscalibration setup</th>
<th>Tracked Marker</th>
<th>Tracking error (mm)</th>
<th>Camera orientation (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>Yes</td>
<td>0.78 ± 0.07</td>
<td>0.03 ± 0.09</td>
</tr>
<tr>
<td>Second</td>
<td>Yes</td>
<td>1.79 ± 0.11</td>
<td>0.07 ± 0.09</td>
</tr>
<tr>
<td>Third</td>
<td>Yes</td>
<td>3.24 ± 0.10</td>
<td>0.11 ± 0.10</td>
</tr>
<tr>
<td>Forth</td>
<td>No</td>
<td>-</td>
<td>0.16 ± 0.09</td>
</tr>
</tbody>
</table>