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ABSTRACT A nonlinear tracking error model for unmanned ground systems (UGS) was developed, and the constraints and objective function were established, respectively, the tracking control problem for UGS was converted to a continuous nonlinear optimal control problem. In order to solve the complex problem, a symplectic pseudospectral method based on the third kind of generation function is proposed. This approach largely reduces the sensitivity of the initial guess for costate variables and the characteristics of the original system are not lost after discretization, which is not the case for other methods. Subsequently, by considering the influences of random disturbances in the environment, the symplectic pseudospectral method and the receding horizon control principle are combined to solve the nonlinear tracking problem; this method overcomes the problem that a nonlinear optimal control method is difficult to apply for online tracking. Finally, the proposed method is verified using simulation experiments and it is demonstrated that the proposed method achieves online and real-time tracking control of a standard trajectory in the presence of random disturbances and it provides great maneuverability and feasibility for practical applications.
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I. INTRODUCTION

Recently, unmanned ground systems (UGS), including ground transport of unmanned aerial vehicles (UAV), unmanned vehicles and robots, has been widely used in the aerospace, military, civil and other fields and an increasing number of research studies on UGS are being conducted [1]. The most important control problems of UGS include positioning, path planning, and trajectory tracking [2]. Trajectory tracking is a key issue that allows the UGS to move according to a given standard path (or reference path). However, there are still critical issues in trajectory tracking that are difficult to solve and they include (1) the nonlinear and coupled characteristics of the system, (2) the physical constraints of the control input and output, and (3) the impact of uncertainties in the environment [3,4].

In order to solve these problems, the original nonlinear system is commonly converted into a linear time-varying/time-invariant system by using a linearization method and the controller is designed to implement the tracking task using linear control theory. Falcone et al. proposed a model predictive control (MPC) method based on a continuous online linearization of nonlinear vehicle models [5,6,7]. Kühne et al. used the linear MPC for the linearization of an error model for a wheeled mobile robot (WMR), and proposed an optimal control strategy for the WMR with nonholonomic constraints [8]. A nonlinear tracking error model of a mobile robot was linearized by Bahadorian et al., and a robust model prediction controller (RMPC) was proposed to perform path tracking control [9,10]. The guidance of autonomous vehicles was described as an optimal control problem with constraints by Gutjahr et al., and a lateral guidance strategy was developed using a linear time-varying MPC method [11]. Plessen and Bemporad designed a linear time-varying predictive control method based on the closed-loop tracking control theory [12]. Zhijun et al. proposed an MPC method based on neural-dynamic optimization to achieve the trajectory tracking of a nonholonomic mobile robot [13]. Ali et al. linearized the nonlinear behavior of a robot and proposed a hybrid controller based on the fuzzy logic theory, pole placement, and tracking [14].

The methods based on the first-order Taylor expansion of complex nonlinear systems has obvious advantages for simple applications and the more mature linear control theory can be used to solve the problems rapidly [15]. However, when the higher order terms are ignored, some features of the original system may be lost and the defect is amplified when the errors and continuous random disturbances are large.
With the increasing development of computer technology, some researchers have tried to solve this problem by using nonlinear theory and numerical calculation theory. For example, Park et al. proposed an adaptive output-feedback controller in the presence of parametric uncertainties to study the tracking control of nonlinear systems [16]. Chen et al. proposed a hierarchical control system structure at three levels (high, low and intermediate) that tracked the autonomous vehicles under the conditions of uncertainty and external disturbances [17]. Ostafew et al. proposed a learning-based nonlinear MPC method by modeling the disturbance as a Gaussian process to achieve the path control of a mobile robot [18]. The kinematics, actuator dynamics, and rolling resistance were modeled by Leena and Saju, a smooth trajectory tracking controller was designed, and the precise trajectory tracking results were presented [19]. Asif et al. put forward a type of output-feedback control using an adaptive sliding mode control theory and analyzed the stability of the observer [20]. Based on the theory of an extreme learning machine and a hybrid chaos optimization algorithm, Yang et al. designed a nonlinear predictive control strategy to solve a tracking control problem in the presence of external disturbances [21]. Korayem and Nekoo designed a state-dependent differential Riccati equation (SDDRE) controller for a nonlinear tracking system and obtained suboptimal and feedforward control gain [22].

Although these methods can largely retain the original system characteristic and the accuracy can be high, the calculation efficiency is relatively low and it is difficult to achieve online tracking control. In addition, the detection of real-time errors and disturbances are often required in engineering practice and this is difficult to achieve. In order to solve this problem, we design an online tracking control method with high precision and computational efficiency. For this purpose, we firstly model the tracking problem of the UGS and convert it into a continuous nonlinear optimal control problem. According to the characteristics of tracking problem, the main purpose is to reduce the deviation between the actual and ideal value of state variables, and [23] designed the method to solve the optimal control problem of path planning for UGS, but the objective function is mainly composed of control variables and time terms. Therefore, on the basis of the previous work, the symplectic pseudospectral method is proposed to solve the optimal control problem, including state variables and control variables in the objective function, combined with the third kind of generation function in this paper, which not only has a high efficiency but also greatly reduces the sensitivity of the initial assumed values of the costate variables. The most obvious characteristic is the introduction of the symplectic theory, which allows the phase flow to maintain the symplectic structure after the discretization. The online optimal tracking control method based on the receding horizon control (RHC) principle and the symplectic pseudospectral method is designed by considering the influences of random disturbances in the environment; a simulation experiment is conducted to verify the proposed method.

**II. The nonlinear optimal control model of error**

The acceleration of motion control for UGS is provided by the rear wheels, and the orientation is controlled by the front wheels. Assuming that sliding rolling will not occur, the motion can be analyzed without considering the horizontal thrust, friction or inertia characteristics, and a nonholonomic constraint can be obtained as follows,

\[
\frac{d}{dt}(y^r, \theta^r) = \begin{bmatrix} V' \cos \theta' \\ V' \sin \theta' \\ \omega' \end{bmatrix}
\]

where, \((\bullet)^r\) denotes the values corresponding to standard trajectories, the direction variable \(\theta'\) is the angle between the \(x\) axis and the longitudinal axis of the UGS, \(\omega'\) is the angular velocity of the front wheel. The state variables \(x^r\) includes two coordinates \((x^r, y^r)\) and the direction variable \(\theta^r\). The control variable \(U^r\) consists of \(\omega'\) and translational velocity \(V'\).

Kanayama Y in [24] deduced the nonlinear error model of the UGS based on the geometrical relation in two-dimensional coordinate system:

\[
\begin{bmatrix} x \\ y \\ \theta \end{bmatrix} = \frac{d}{dt} \begin{bmatrix} x \\ y \\ \theta \end{bmatrix} = \begin{bmatrix} (\omega' - u_2) y + u_1 \\ -(\omega' - u_2) x + V' \sin \theta \\ u_2 \end{bmatrix}
\]

where, \(\mathbf{X} = (x, y, \theta)^T\) is error state variables, and \(\mathbf{U} = (u_1, u_2)^T\) is error control variables. And the state and control variables should also satisfy the corresponding constraints, which can be expressed as

\[
b(\mathbf{X}, \mathbf{U}, t) \leq 0
\]

In the case of tracking problems, the minimum tracking error is usually the final goal, but the control process should be stable too. So, the Bolza type cost function can be used as the objective function,

\[
J(\mathbf{X}(\bullet), \mathbf{U}(\bullet); t) = \frac{1}{t_f} \int_{t}^{t_f} [\mathbf{X}^T \mathbf{Q} \mathbf{X} + \mathbf{U}^T \mathbf{R} \mathbf{U}] dt
\]

where, \(t_f\) is the time to reach the goal, \(t_0\) is the departure time, \((\mathbf{Q})_{_{\text{max}}} \) and \((\mathbf{R})_{_{\text{max}}} \) are the weight matrix and \(J\) is the objective function, \(n_s\) and \(n_u\) is the number of state and control variables, respectively.

As the error system is a highly coupled nonlinear system, and it is hard to solve it directly, we can adopt the quasilinearization method to solve the equation. So, the nonlinear optimal control model can be converted into a series of linear-quadratic optimal control problems (LQOCPs), and the objective function can be expressed as,

\[
J[k+1] = \frac{1}{t_f} \int_{t}^{t_f} \left( [\mathbf{X}^{[k+1]}]^T \mathbf{Q}[k+1] [\mathbf{X}^{[k+1]}] + [\mathbf{U}^{[k+1]}]^T \mathbf{R}[k+1] [\mathbf{U}^{[k+1]}] \right) dt
\]

where, \((\bullet)^{[k+1]}\) denotes the value within the \((k+1)\)-th iterations.

The original nonlinear error system can be expressed as
\[
\left[ \frac{dX(t)}{dt} \right]_{[k+1]} = A[k]X[k+1] + B[k]U[k+1] + W[k]
\]
where,
\[
A[k] = \frac{\partial f(X, U, t)}{\partial X} |_{X[t], U[t]}
\]
\[
B[k] = \frac{\partial f(X, U, t)}{\partial U} |_{X[t], U[t]}
\]
\[
\]
And constraints can be expressed as
\[
C[k]X[k+1] + D[k]U[k+1] + V[k] \leq 0
\]
where,
\[
C[k] = \frac{\partial h(X, U, t)}{\partial X} |_{X[t], U[t]}
\]
\[
D[k] = \frac{\partial h(X, U, t)}{\partial U} |_{X[t], U[t]}
\]
\[
V[k] = r[k] - C[k]X[k] - D[k]U[k]
\]
According to the preceding derivation, the results from quasilinearization will not lead to the loss of precision for introducing the \(W[k]\) and \(V[k]\). In order to make it more concise, the iteration designation will be ignored, and
\[
\dot{X} = AX + BU + W,
\]
\[
X(t_0) = X_0, \quad X(t_f) = X_f
\]
\[
CX + DU + V + a = 0
\]
The equality of constraints can be obtained by introducing a non-negative slack vector \(a\) for the inequality,
\[
CX + DU + V + a = 0
\]
Then, the optimal control model for path planning is described as
\[
\text{Minimize } J = \frac{1}{2} \int \left( (X)^T Q X + (U)^T R U \right) dt
\]
subject to
\[
\dot{X} = AX + BU + W,
\]
\[
X(t_0) = X_0, \quad X(t_f) = X_f
\]
\[
CX + DU + V + a = 0
\]
And Eq. (11) can be transformed into an unconstrained problem by introducing the Lagrange multiplier vector \(\lambda\) and the multiplier vector \(\beta\). According to the Pontryagin’s maximum principle, the multiplier vector should satisfies \(\alpha^T \beta = 0\), and \(\beta \geq 0\). So, the objective function can be described as
\[
J = \frac{1}{2} \int \left( H - \lambda^T X \right) dt
\]
where, the Hamiltonian function is
\[
H = \frac{1}{2} \left( (X)^T Q X + (U)^T R U \right) + \lambda^T (AX + BU + W) + \beta^T (CX + DU + V + a)
\]
According to the classical variational method, if \(J\) is minimal, the Hamiltonian system needs to satisfy the control equation, the Hamiltonian canonical equation. And the control equation is
\[
\frac{\partial H}{\partial U} = U + B^T \lambda + D^T \beta = 0
\]
Combining Eq. (13) with the Hamiltonian function, and taking the partial derivative of the Hamiltonian function, the Hamiltonian canonical equations can be obtained as follows,
\[
\begin{aligned}
X &= \frac{\partial H}{\partial \lambda} = AX - BR^T (B^T \lambda + D^T \beta) + W \\
\dot{\lambda} &= -A^T \lambda - C^T \beta - QX
\end{aligned}
\]
The Hamiltonian function is the function of \(X, U, \lambda, \beta\) and \(a\), and \(U\) can be expressed by \(X, \lambda, \beta\) according to Eq. (13). Thus, \(H\) can be viewed as the function of the four independent variables \(X, \lambda, \beta\) and \(a\). And the third kind of generation function within the time interval \([a, b]\) is [25-27]
\[
S = (\lambda_b)^T X_b + (\lambda_0)^T \left[ X_f - X(t_a) \right]
\]
According to the Hamiltonian canonical equation, the variation of \(S\) is
\[
\delta S = (\delta \lambda_b)^T X_b + (\delta \lambda_0)^T \frac{\partial X(f)}{\partial t} dt
\]
So, the third kind of generation function is just a function of the state variables at the right end of the interval and costate variables at the left end of the interval.

### III. The symplectic pseudospectral method based on the third kind of generation function

#### 3.1. The approximation of the four independent variables based on the Legendre Pseudospectral method

The time domain \(\Lambda = [t_0, t_f]\) can be discretized into \(P\) intervals, and the \(jth\) interval is \(\Lambda^j = [t_{j-1}, t_j]\), \(j = 1, 2, \ldots, P\). \(\forall t \in \Lambda^j\), there is a mapping relation \(\Xi\) to realize the transformation from \(t\) to \(\tau \in [-1, 1]\),
\[
\Xi : \tau = \frac{2t_j(t_j + t_{j+1})}{t_j - t_{j-1}}
\]
Then, the following relationship can be obtained,
\[
\frac{d\tau}{dt} = \frac{2}{t_j - t_{j-1}}
\]
In the next step, the \(X^j, \lambda^j, \beta^j\) and \(a^j\) in the \(jth\) interval should be approximated by the \(N^j\) order Lagrange interpolating polynomial based on the LGL quadrature nodes, and the LGL nodes \(\tau_i, i = 1, 2, \ldots, N^j\), are the roots of the derivative of the Legendre polynomial \(L_i(\tau) = 0\). The nodes are located in \([-1, 1]\), and the \(N^j + 1\) LGL nodes are \((-1, \tau_1, \ldots, \tau_{N^j}, 1)\) combined with the first nodes \(\tau_0 = -1\) and the last nodes \(\tau_{N^j + 1} = 1\). The expression of \(H|\tau\) as follows [28]:
\[
H^j|\tau = \sum_{l=0}^{N^j} H^l \left[ \frac{\tau_i - \tau_j}{\tau_{j+1} - \tau_j} \right]_{\tau^l}
\]
where, \(H^l|\tau\) can be \(X^j, \lambda^j, \beta^j\) and \(a^j\), and \((\tau)_0 = (\tau)^{j+1}, j = 2, 3, \ldots, P\)
3.2. The application of the symplectic method based on the third kind of generation function to each interval
The derivative of $X'(r)$ at the LGL node is given by:
\[
\frac{dX_j(r)}{dt} = \sum_{i=0}^{N_j} X_i D_i \tag{20}
\]
where, the $(N+1) \times (N+1)$ differentiation matrix $D_i$ is defined as the pseudospectral differential matrix. And the third kind of generation function can be expressed as [29-30]:
\[
S[p_j, X_N] = \left[p_j \frac{X_j}{X_N} \right] + \sum_{i=0}^{N_j} \frac{w_i}{N} \left[ \left( p_j \frac{X_j}{X_N} \right) - t^{-j-1} \right] H \tag{21}
\]
where, $w_i$ is the weight coefficient of the $j$th interval, and the expression is
\[
w_i = \frac{2}{N \cdot (N-j+1) \cdot I} \tag{22}
\]
Since the third kind of generation function is just a function of $p_j$ and $X_N$, it can be considered as independent variables, while the others are stationary points of $S_j$ in the $j$th interval, thus the stationary condition can be applied to them as follows,
\[
\begin{aligned}
\frac{\partial S_j}{\partial p_j} &= X_j \\
\frac{\partial S_j}{\partial X_N} &= 0, \quad m = 1,2,\ldots,N_j \\
\frac{\partial S_j}{\partial X_m} &= 0, \quad m = 0,1,\ldots,N_j-1
\end{aligned} \tag{23}
\]
And \( \frac{\partial S_j}{\partial X_m} \), \( \frac{\partial S_j}{\partial X_{N_j}} \) can be expressed as
\[
\begin{aligned}
\frac{\partial S_j}{\partial p_j} &= \sum_{n=0}^{N} \left( k_{jn}^{(2)} \right) X_N + \frac{f_j^{(2)}}{2} - \frac{f_j^{(1)}}{2} + \frac{f_j^{(0)}}{2} \\
\frac{\partial S_j}{\partial X_N} &= \sum_{n=0}^{N} \left( k_{jn}^{(1)} \right) X_n + \frac{f_j^{(1)}}{2} - \frac{f_j^{(0)}}{2} + \frac{f_j^{(0)}}{2} \\
\frac{\partial S_j}{\partial X_m} &= \sum_{n=0}^{N} \left( k_{jn}^{(0)} \right) X_n + \frac{f_j^{(0)}}{2} - \frac{f_j^{(0)}}{2} + \frac{f_j^{(0)}}{2}
\end{aligned} \tag{24}
\]
where, \[ k_{jn}^{(2)} = \frac{t_j^{-j-1}}{2} w_m B_m \left( \frac{X_N}{X_m} \right)^2 \delta_m^n \]
\[ k_{jn}^{(1)} = \left[ \left( k_{jn}^{(1)} \right)^T - w_m \right] B_m \left( \frac{X_N}{X_m} \right) \delta_m^n \]
\[ k_{jn}^{(0)} = \left[ \left( k_{jn}^{(0)} \right)^T - w_m \right] B_m \left( \frac{X_N}{X_m} \right) \delta_m^n \]

Then,
\[
\begin{bmatrix}
K_{11}^{(2)} & K_{12}^{(2)} & K_{13}^{(2)} & K_{14}^{(2)} \\
K_{21}^{(2)} & K_{22}^{(2)} & K_{23}^{(2)} & K_{24}^{(2)} \\
K_{31}^{(2)} & K_{32}^{(2)} & K_{33}^{(2)} & K_{34}^{(2)} \\
K_{41}^{(2)} & K_{42}^{(2)} & K_{43}^{(2)} & K_{44}^{(2)}
\end{bmatrix}
\left[ \begin{array}{c}
\mathbf{\sigma} \\
\mathbf{\beta} \\
\mathbf{X} \\
\mathbf{X}^{(0)}
\end{array} \right] =
\begin{bmatrix}
X_j^{(0)} \\
X_j^{(1)} \\
X_j^{(2)} \\
X_j^{(3)}
\end{bmatrix}
\tag{25}
\]

The detailed coefficient expressions of \( \mathbf{\sigma'} \) and \( \mathbf{\beta'} \) is
\[
\mathbf{\sigma'} = \left[ \mathbf{\sigma}_j^{(0)} \right], \quad \mathbf{\beta'} = \left[ \mathbf{\beta}_j^{(0)} \right], \ldots, \left[ \mathbf{\beta}_j^{(N_j)} \right]
\]
The compact form can be obtained by assembling the result of each interval in the whole-time domain as follows,
\[
\mathbf{C}/\mathbf{X} - \mathbf{H}/\mathbf{\lambda} - \mathbf{M}/\mathbf{\beta} + \mathbf{V} + \mathbf{a} = 0 \tag{27}
\]

3.3. The result of the whole-time domain
The compact form can be obtained by assembling the result of each interval in the whole-time domain as follows,
is a sparse and symmetric matrix, and the coefficient matrix of Eq. (29) are:
\[
K = \begin{bmatrix}
    K^1 & Z^1 \\
    Z^2 & \ldots & Z^{P-1} \\
\end{bmatrix}
\]
which, the coefficient \( K \) is a sparse and symmetric matrix, and the coefficient matrixes of Eq. (29) are:
\[
Z^f = \begin{bmatrix}
    0 & \ldots & 0 \\
    1 & \ldots & 0 \\
\end{bmatrix}
\]
where, \( \beta \) and \( \gamma \) are replaced with 0, the sections of the last \( ns \) rows of \( K \) are replaced with \( X_0 \), and the last \( ns \) rows of \( K \) are replaced with \( X_f \).

The state variables and covariates can be obtained as follows,
\[
\sigma = -K^{-1} \xi \beta - K^{-1} (\gamma - \rho)
\]  
(30)

Thus, the optimal control solution can be obtained by the following relationship,
\[
\{Y \beta + q = a \begin{bmatrix} a \end{bmatrix} \beta = 0, \ a \geq 0, \ \beta \geq 0
\]  
(31)

where, \( Y = \Gamma K^{-1} \xi + M \), \( q = \Gamma K^{-1} (\gamma - \rho) - V \).

Since the \( \beta \) and \( a \) satisfy the orthogonality relationship, the Lemke method is adopted to obtain the \( \beta \) and \( a \) in this paper, and the optimal control \( U = g(X, \lambda, \beta) \) can also be obtained. Thus, the optimal control question is completely solved.

IV. The online optimal tracking control method based on RHC

4.1 The boundary conditions of the time window

Assuming the length of the sliding time window is \( T \) and the window is \( \Delta_k = \begin{bmatrix} \theta_0 & \theta_0 & T \end{bmatrix} \). At \( k = 1 \), the initial error \( X^0 \) can be regarded as the initial state variable \( X_0 \) of the nonlinear error model in the first window.

When \( k > 1 \), the state variables \( X_0 \) at \( \theta_0 \) denote the difference between the actual state variables \( X^k \) and the standard state variables \( X^*_k \); the actual error contains two parts: the first part is caused by the error during the preorder moment and it can be calculated within the time window \( \Delta_k = \begin{bmatrix} \theta_0 & \theta_0 & T \end{bmatrix} \); the second part is the disturbance caused by the equipment, measurement errors, or other random factors at \( \theta_0 \), which is described by white noise or colored noise.

The first part is only caused by the initial value \( X_0 \) within \( \Delta_k \), without considering the disturbance \( w_k \) at \( \theta_0 \).

When the time window is increased \( \Delta_k = \begin{bmatrix} \theta_0 & \theta_0 & T \end{bmatrix} \), we have to calculate and measure the actual error state variable at \( \theta_0 \); it should be used as the left side of the boundary value in the window \( \Delta_k \). Therefore, it can be denoted as:
\[
X^k = X^1 + w_k
\]  
(32)

Because the optimal control is designed to eliminate or reduce the error as far as possible, the final error of the time window can be regarded as \( X^k = 0 \), and the deviation caused by \( X^k \) can be eliminated within \( \Delta_k \). Therefore, the right side of the boundary value is \( 0 \).

Above all, the original problem can be transformed into an optimal control problem in different time windows with a fixed boundary and a fixed time interval. The online tracking can also be achieved by sliding the time window and by solving the optimal control problem in each time window.

4.2 The framework of the online optimal tracking control method based on RHC

Based on the above ideas, the online optimal tracking control method based on the RHC can be designed according to the framework as shown in Fig. 1.
The specific steps are:

1. Initialize the time window length parameter $T_k = 1$, and the corresponding boundary of the first time window $X^0_k = N, X^0 = 0$;
2. Initialize the parameters of the symplectic pseudospectral method, where the number of LGL points is $N+1$ and the corresponding boundary of the time window $\Delta_k = [t^0_{k\Delta}, t_{k\Delta}^0 + T]$ is $X^0_{k\Delta}, X^0_{k\Delta}$;
3. Initialize the initial reference solution at each iteration for the symplectic pseudospectral method. For the $u-th$ iteration ($u \geq 1$), if $u = 1$, the initial reference solution $X^0_{k\Delta}, U^0_{k\Delta}, \lambda^0_{k\Delta}$ is generated randomly or the initial reference solution is obtained from the results of the last iteration;
4. Use the symplectic pseudospectral method for iteration. Obtain the optimal control variables set $(U^0_{k\Delta}, U^0_{k\Delta}, \ldots, U^0_{k\Delta})$, state variables set $(X^0_{k\Delta}, X^0_{k\Delta}, \ldots, X^0_{k\Delta})$, and the corresponding time set $(t^0_{k\Delta}, t^0_{k\Delta}, \ldots, t^0_{k\Delta})$ in time window $\Delta_k$; record and output the result $U^0_{k\Delta}, X^0_{k\Delta}, t^0_{k\Delta}$;
5. Determine the sliding time window, where the initial time and state of the current time window are the second value of the corresponding time set and the corresponding state variable of the last time window respectively; in order to consider the influence of random disturbances, the disturbance is added to the initial state variable of the current time window;
6. If $t^0_{k\Delta} + T \geq t_f$, stop the sliding time window and exit the program; otherwise, the return step (2) continues the loop.

V. Results

In order to verify the accuracy and computational efficiency of the online tracking method proposed in this paper, a standard trajectory $X_r$ and corresponding control $U_r$ are used for the simulation experiments. The computing environment is Windows 7 64-bit, RAM 4.00 GB, MATLAB R2017a.

5.1 The relationship between the state variables and weight matrix

Because the weight matrix in the objective function reflects the importance of each variable, different results may occur. In order to evaluate this outcome, the importance of the three state variables is assumed to be the same. Because the position of the UGS is only determined by the abscissa, ordinate, and direction angle, the assumption is reasonable and the state variable weight matrix is $Q = \text{diag}(1, 1, 1)$. In the case of two control variables, the importance can be assumed to be the same, namely, the weight matrix is $R = \text{diag}(1, 1)$.

The coefficient $\tau$ is used to adjust the importance of the state relative to the control variables; the value of $R$ does not change and $Q$ is multiplied by the coefficient $\tau$. To describe the effects of different values of $\tau$, an experiment is conducted. The initial setup is: $X^0 = (0.1, 0.8, -0.5)^T$, $X^0 = (0.0, 0.0, 0.0)^T$, $t_0 = 0.0s$, $t_f = 192.76s$, and random disturbances are ignored. The time domain is divided into 20 intervals and each interval is divided into 20 sections in the simulation experiment. The values of $\tau$ are 1, 0.1, 0.01, and 0.001. The specific results are as follows.

Figure 2 (a), (b), and (c) represents the relationship between the three error state variables over time for different $\tau$.
different coefficients. A comparative analysis of the results shown in Fig. 2 and the specific calculation results indicates that it takes only 6.3s to reach the level of $10^{-3}$ with $\tau = 1$, 11.7s with $\tau = 0.1$, 24.8s with $\tau = 0.01$, and 87.4s with $\tau = 0.001$. As the coefficient decreases, the importance of the state variables decreases and the settling-time and overshoot of the state variables increase.

5.2 Tracking experiment

The principle of this simulation experiment is as follows: (1) the time interval of the sliding time window is about 1s; (2) the error caused by the initial moment in the time window is basically eliminated with the level of $10^{-3}$. According to the results and the principle, the length $T = 12$s and $\tau = 0.1$.

As the existence of disturbances in the real world, the actual trajectory cannot be exactly coincident with the standard trajectory, and the deviation between the actual trajectory and the standard trajectory is inevitable, a buffer area (to expand the actual contour of the obstacle) should be adopted for obstacle avoidance when the standard trajectory is being calculated. In other words, there is deviation between the actual trajectory and the standard trajectory within a certain range. So, the state should be constrained to ensure that the deviation will be located within a certain range, and the range is predetermined when the standard trajectory is being calculated. The constraints of state and control variables in this simulation experiment are

$$\left\{ \begin{array}{l} x^2 + y^2 \leq 1 \\ V'' \cos(\theta) - u_1 \leq 1.1 \\ |u_2| \leq 0.3 \end{array} \right.$$  

where, the first constraint denotes that the deviation of trajectory will be constrained as $[0, 1]$, the second constraint denotes that the actual linear speed of UGS is no more than 1.1m/s, and the third constraint denotes that the deviation of angular speed will be constrained as $[-0.3, 0.3]$.

The random disturbance is selected as being 0.1 times of the standard Gaussian white noise and $X^0 = (0.06 \ 1 \ -0.6)^T$. The symplectic pseudospectral method uses a nested grid; the time window is divided into 4 intervals and each interval is divided into 3 segments, $N = 12$. The specific results are shown below.
efficiency, the comparison of standard path and actual path will be made as follows,

Fig. 5 The standard path and actual path

Fig. 5 shows the standard path and actual path obtained by the proposed method. According to the results, the actual path almost overlaps with the standard path, and the tracking error at the terminal position is 0, which can further prove that the tracking results obtained by this method are of good precision. What’s more, it indicates that the method can also be applied in practice with high requirements on terminal posture, such as the parking problem and the trajectory tracking for carrier aircraft on flight deck.

In addition, the interval of the sliding time window is 0.8292s and for 219 sliding time windows, the time required is 8.168s. Each calculation requires 0.0373s, which represents only 4.4983% of the interval. It demonstrates that the proposed method possesses the advantages of fast calculation and can be used for real-time and online tracking.

Even though the errors are nonlinear with random disturbances, the online optimal tracking control method based on the RHC achieves online and real-time standard trajectory tracking control and can be used in engineering practice.

VI. Conclusions

The tracking of a UGS is converted to a continuous nonlinear optimal control problem based on a nonlinear error model and the characteristic of a Hamiltonian system. In order to solve the problem, the symplectic pseudospectral method is proposed. Subsequently, an online optimal tracking control method based on the RHC is presented. Finally, the proposed method is verified using a specific simulation experiment. The results show that the method has obvious advantages as follows:

1) It can solve the optimal problems with an infinite-horizon discounted cost, and it can avoid solving the algebraic Riccati equation (ARE) while the traditional methods are hard to avoid it.

2) The tracking precision is an important aspect of a tracking method, and the real trajectory must not collision with the obstacles for UGS. So, the control and state should be constrained. However, the traditional tracking methods are difficult to solve the tracking problem with inequality constraint of control and state simultaneously. And it can be solved by the method in this paper, and the tracking precision is high.

3) It eliminates the disadvantages of the traditional nonlinear optimal control method, and reduces the sensitivity to the initial reference solution and the covariates.

4) The calculation efficiency of this method is very high, which can achieve the purpose of real-time tracking. Moreover, the RHC theory compensates for the disadvantage that the symplectic pseudospectral method is not applicable to online computing. It can be used for online and real-time tracking control of the standard trajectory with disturbances, and it also shows a good ability to adjust the control strategy depending on the actual situation.

In order to improve the efficiency of the algorithm, the framework of the algorithm needs to be further optimized in future work. What’s more, if the parameters in weight matrix Q can be smaller or the parameters in R are larger, it will increase the importance of control variables, and control variables will be smoother too, but it will increase the risk of larger errors. To find the balance, it needs to be further studied. And it’s another challenging work to keep balance the relationships of calculation efficiency, accuracy requirements and other engineering requirements, and it will be discussed in future work.
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