GDMN: Group Decision-making Network for Person Re-identification
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\textbf{ABSTRACT} Person re-identification (re-ID) is a widely studied yet still challenging problem in computer vision. It aims to match images of the same pedestrian captured from different cameras. Recently, deep learning has been widely used for feature extraction and distance metric learning in re-ID. However, most of them only consider a certain aspect of the input data, and thus will make certain mistakes during the testing process. In this paper, group decision-making (GDM) theory is introduced for comprehensive decision. Furthermore, a novel Group Decision-making Network (GDMN) is proposed which consists of two sub-networks. First, Proposal Generation Network (PGN) can generate proposals based on baseline networks for the following decision-making process. Then, Decision Evaluation Network (DEN) evaluates all the proposals and make the comprehensive decision. The proposed GDMN can analyze the merits and drawbacks of existing methods, and make a better decision. The experimental results on public re-ID benchmarks show that our approach significantly improves the performance of the baseline methods, and achieves competitive results compared with other state-of-the-art methods.

\textbf{INDEX TERMS} convolutional neural networks, group decision-making, person re-identification

I. INTRODUCTION

\textbf{P}erson re-identification (re-ID) aims to match pedestrian images captured from non-overlapping cameras. It has important applications in many fields such as video surveillance, intelligent transportation, and intelligent security system. Re-ID remains a challenging problem due to variations of illuminations, poses and viewpoints, low image resolution, occlusion, etc.

Conventional re-ID methods usually make efforts on feature extraction [1]–[4], and distance metric learning [5]–[9]. Recently, with the resurgence of convolutional neural network (CNN) in many other computer vision tasks, deep CNN has also been widely used to solve the re-ID problem [10]–[12], and has achieved extraordinary performance. However, these state-of-the-art network structures, no matter how delicately designed, usually focus on some certain aspects, and produce single outputs (the learned representative features of images or matching scores of image pairs), which sometimes may be unilateral. Fig. 1 shows an example of a re-ID problem, we can improve the overall performance by simply voting among all the baseline methods, from which we can learn that different methods may have some special merits as well as some limits, thus may be complementary. In order to take advantage of this, we treat the existing methods or network architectures as candidate alternatives, and consider a decision-making problem. Rather than simply choose the best alternative, we aim to make a comprehensive decision better than all the alternatives.

When facing a set of alternatives, a human being can make a decision by considering several criteria. A group of people can make a joint decision by some procedures such as discussing and voting. In order to realize human-
II. RELATED WORK

Feature extraction is one of the research interests among conventional re-ID methods. Farenzena et al. [1] proposed a feature extraction strategy driven by asymmetry/symmetry principles, and achieved robustness to pose, viewpoint and illumination variations. Zhao et al. [2] extracted distinctive features by learning the salient part of human image, which can help to find reliable and discriminative matched patches. Zhao et al. [3] proposed an approach to learn mid-level filters from clusters of discriminative and representative patches. Ma et al. [4] proposed an image representation based on biologically inspired features and covariance descriptors, which can handle background and illumination variations.

Metric leaning is another important step in popular re-ID pipelines. Zheng et al. [5] introduced a probabilistic relative distance comparison model which aims to maximize the matching accuracy regardless the choice of representation. Mignon et al. [6] introduced a pairwise constrained component analysis for learning distance metrics in a low-dimensional mapping space. Li et al. [7] learned a decision function which consists of a distance metric and a locally adaptive threshold. Sheng et al. [13] proposed a visual similarity learning algorithm to learn the distance metric between corresponding patch pairs.

Recently, with the improvement of computational power of GPUs, more and more deep learning methods have been developed for re-ID. Yi et al. [10] proposed a 5-layer CNN architecture which can jointly learn feature representation and distance metric. Ahmed et al. [11] presented a CNN architecture with a layer that can capture local relationships between input image pairs. Huang et al. [14] proposed a DeepDiff network to identify features of human body parts and evaluate the similarities between corresponding parts. Li et al. [12] proposed a filter pairing neural network to jointly optimize feature learning, misalignment, occlusions, etc.
Some researchers tried to modify the network layers to improve the performance. Hinton and Srivastava et al. [15, 16] proposed a “dropout” method which prevents complex co-adaptations. The output of each hidden unit is set to zero with a probability of 0.5, which can reduce overfitting and perform model averaging. Ioffe et al. [17] proposed a “Batch Normalization” (BN) layer to accelerate the training process by reducing the internal covariate shift. The BN layer performs normalization for each training mini-batch, which can eliminate the impact of different distribution of previous layers, and allows us to use higher learning rates and care less about initialization. Some researchers proposed new activation functions such as Rectifier Linear Unit (ReLU) [18] and Parametric Rectifier Linear Unit (PReLU) [19].

During years of development, some popular network structures emerged and received much attention, such as GoogLeNet (Inception) [20], Inception_v3 [21], ResNet [22], and DGD [23]. These deep learning network structures are all elaborately designed and perform very well. Due to their high accuracy and diversity, i.e., the errors made by these methods are uncorrelated, these methods can be combined to further improve the performance.

Ensemble methods have been widely studied in machine learning, including boosting, bagging, random forests, etc [24]. Schapire [25] proposed an iterative approach to generate a strong classifier from an ensemble of weak classifiers, namely boosting. Breiman [26] proposed a bootstrap aggregation approach called bagging. Given a training dataset, several independent classifiers were trained by random sampling. These classifiers were then aggregated to form a stronger classifier. Based on bagging, Breiman [27] proposed random forests, which is an ensemble of decision trees trained with bagging mechanism.

Researchers have been using ensemble methods to solve re-ID. Nanni et al. [28] proposed an ensemble of approaches for re-ID, by exploring different color spaces, texture, color features, and distances, the proposed ensemble improved the performance over baseline methods. Paisitkriangkrai et al. [29] combined several low-level and high-level features into a single framework, and introduced two optimization functions to optimize re-ID evaluation measures. Liu et al. [30] combined different color descriptors through metric learning.

These existing ensemble methods either combining features or descriptors, which are time-consuming, or combining the results by simple summing, which may not obtain an ideal performance. We proposed a learning-based GDM approach, which is effective and efficient. The input of GDM is as simple as some possibilities or rankings, and the learning procedure is separated from the training process of baseline methods, which can significantly reduce time cost.

III. GROUP DECISION-MAKING FOR PERSON RE-IDENTIFICATION

The essence of person re-identification is a matching and ranking problem [31]. Generally speaking, there are two sets of pedestrian images to be matched. A query set, also called probe set, contains the images to be matched with, and a candidate set, also called gallery set, contains the images to be chosen to match each of the query image. The goal of re-ID is to match each pair of images, determine their similarities, and rank all the candidates by similarity to find the best match for the query image. In order to fulfill this goal, some distance metrics or machine learning methods are introduced to calculate the distances between one query object and all the candidate objects. Then the distances are ranked to determine which object in the candidate set is the perfect match for the query object.

Due to varies of distance calculation methods and ranking strategies, different approaches may perform differently on the same dataset. By introducing group decision-making theory, it is possible that the comprehensive decision can adopt different approaches’ strong points while overcoming their weak points, thus the overall performance can be improved.

A. PROBLEM MODELING

1) Re-ID Problem

Let \( Q = \{ Q_1, Q_2, \ldots, Q_m \} \) be the query set which contains a set of query images, and \( C = \{ C_1, C_2, \ldots, C_n \} \) be the candidate set. The goal of re-ID is, for each query image in set \( Q \), trying to find the best match from those candidate images in set \( C \). The problem can be described as: 

\[
BM(Q_i) = \arg\min_{j=1,2,\ldots,n} \text{dist}(Q_i, C_j),
\]

\[
d_{ij} = \text{dist}(Q_i, C_j)
\]

\[
\text{is the distance metric between } Q_i \text{ in } Q \text{ and } C_j \text{ in } C. \text{ Then the distance matrix } D = (d_{ij})_{m \times n} \text{ is ranked row by row to find the best match for each } Q_i \in Q.
\]

2) GDM Problem

Let \( DM = \{ DM_1, DM_2, \ldots, DM_p \} \) be a group of decision makers trying to find the best matches for a query image \( Q_i \). A decision maker \( DM_k \) makes a decision \( \text{dec}_{DM_k}(Q_i) = C_j \in C, \text{ means } DM_k \text{ thinks that } C_j \text{ should be ranked the first place for matching } Q_i \). The ground truth of the matching is \( GT(Q_i) = C_{gt} \in C \). If \( C_j = C_{gt} \), we consider decision maker \( DM_k \) has made a correct decision about \( Q_i \). Let \( Q_{COK} = \{ Q_i | \text{dec}_{DM_k}(Q_i) = GT(Q_i), Q_i \in Q \} \) be the set of query images of which \( DM_k \) has made correct decision, then we have the decision accuracy of decision maker \( DM_k: \text{accuracy}(DM_k) = \frac{\text{card}(Q_{COK})}{\text{card}(Q)} \), where \( \text{card}(X) \) represents the number of members of set \( X \).

Let \( \text{dec}_{GDM}(Q_i) \) be the comprehensive decision of matching \( Q_i \) made by the group \( DM \) collectively. Analogously, we can define the decision accuracy of GDM: 

\[
\text{accuracy}(GDM) = \frac{\text{card}(Q_{COK_{GDM}})}{\text{card}(Q)}.
\]

If \( \text{accuracy}(GDM) > \max_{\forall DM_k \in DM} \text{accuracy}(DM_k) \), we can draw the conclusion that the group \( DM \) have made a better comprehensive decision. Although the group decision is not guaranteed to be better than all the individual decisions, we focus on finding a better comprehensive decision through GDM when it exists.
B. FEASIBILITY OF GDM

Considering a simple circumstance, two decision makers $D_{MA}$ and $D_{MB}$ are trying to match two sets of images $Q = \{Q_1, Q_2\}$ and $C = \{C_1, C_2\}$. They calculate the distance matrix based on their judge independently:

$$A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \quad (1)$$

$$B = \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} \quad (2)$$

where $a_{ij}$ is the distance between $Q_i$ and $C_j$ judged by $D_{MA}$, and $b_{ij}$ is the same distance judged by $D_{MB}$.

Assuming that the ground truth match is $GT(Q_1) = C_1$ and $GT(Q_2) = C_2$, and the entries of matrices $A$ and $B$ subject to:

$$\begin{cases} a_{11} < a_{12} \\ a_{21} < a_{22} \\ b_{11} > b_{12} \\ b_{21} > b_{22} \end{cases} \quad (3)$$

which means $D_{MA}$ made the right decision about $dec_{D_{MA}}(Q_1) = C_1$, but was wrong about $dec_{D_{MA}}(Q_2) = C_1$, and $D_{MB}$, on the contrary, was right about $Q_2$ but wrong about $Q_1$.

Let the indicator $I_A = \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} = \begin{pmatrix} a_{12} - a_{11} \\ a_{22} - a_{21} \end{pmatrix}$, where $a_1 > 0$ and $a_2 > 0$, similarly we have $I_B = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}$, where $b_1 < 0$ and $b_2 < 0$. To make the combined decision to be better than individual decisions, we use the weighted summation of indicators: $I_C = \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = w I_A + (1-w) I_B$, and the combined indicator $I_C$ should satisfy: $c_1 > 0$ and $c_2 < 0$. Let $u = w/(1-w) > 0$, we have:

$$\begin{cases} u a_1 + b_1 > 0 \\ u a_2 + b_2 < 0 \end{cases} \quad (4)$$

Obviously, by a set of appropriate assignment of $a_1$, $a_2$, $b_1$, and $b_2$, we can get a feasible solution of $u$:

$$0 < -\frac{b_1}{a_1} < u < -\frac{b_2}{a_2} \quad (5)$$

Therefore, a feasible weight $w$ can be calculated as $w = u/(1 + u)$, thus the original decisions can be improved by weighted combination. That means for a problem and several independent decisions, a better comprehensive decision exists under some certain conditions.

We have proven the existence of a better comprehensive decision under some conditions. The next step is to solve the GDM problem and obtain this comprehensive decision if it exists.

C. SOLVING GDM FOR RE-ID

In this section, we explore two methods to solve GDM for re-ID. Taking the characteristics of re-ID problem and practicability in deep neural networks into consideration, we present some novel methods based on several conventional GDM methods. Note that in our GDM model, the goal is different from that of common GDM problems. Instead of trying to decide which alternative is the best one, we aim to make a new decision based on all the alternatives, and make sure that the new decision is better than all existing alternatives.

1) Analytic Hierarchy Process

Given more than one alternatives, multiple criteria, and several decision makers, a hierarchical structure can be built to describe the GDM problem. All the decision makers can be weighed according to their experience, expertise, reliability, etc. And all the criteria can be weighed by importance, correlation, fairness, etc. Thus the alternatives can be weighed, which could serve as reference for making the comprehensive decision.

This procedure can be realized through Analytic Hierarchy Process (AHP). AHP is a hierarchical framework to decompose and analyze complex decision-making problems.

The original AHP procedure is as follows:

Step 1. The decision-making problem is decomposed into a set of hierarchical sub-problems. Generally, the top layer is the goal, and the bottom layer is the alternatives. The criteria layer is in the middle, and there can be more than one criteria layer if too many criteria need to be taken into consideration.

Step 2. Comparison matrices are constructed for all the criteria layers from bottom to top. For a single criteria layer, all the criteria are compared pairwise with respect to their impact on the element above them in the hierarchy. Then the results of these comparison make up a matrix $C = (c_{ij})_{n \times n}$, where $n$ is the number of criteria. If criterion $i$ is considered more important than criterion $j$, the entry $c_{ij}$ is assigned a value greater than 1, and $c_{ji}$ is assigned as $c_{ji} = \frac{1}{c_{ij}}$. The more important criterion $i$ is compared with criterion $j$, the greater value $c_{ij}$ is.

All the entries of a comparison matrix $C = (c_{ij})_{n \times n}$ satisfy the following conditions:

$$c_{ij} > 0, \quad i, j = 1, 2, \ldots, n \quad (6)$$

$$c_{ij} = \begin{cases} \frac{1}{c_{ji}}, & \text{if } i \neq j \\ 1, & \text{if } i = j \end{cases} \quad (7)$$

Step 3. The right main characteristic vector of comparison matrix is calculated, and is considered as the weight vector $w = (w_1, w_2, \ldots, w_n)^T$. The weight vector $w$ is then used to weight the criteria layer. Similar calculation can be carried out through the whole hierarchical structure layer by layer from bottom to top, thus the decision can be made according to the weighted criteria.

The procedure above is applicable when there is only one decision maker. In GDM problem, there are multiple
decision makers, and each decision maker $DM_k$ with weight $\lambda_k$ produces a comparison matrix $C_k$. In order to make the comprehensive group decision, there are several ways to calculate the group comparison matrix $C$ or group weight vector $w$.

**Weighted Geometric Mean Comparison Matrix:**

Let $C_1, C_2, \ldots, C_p$ be the comparison matrix given by all $p$ decision makers, where $C_k = (c_{ij}^{(k)})_{n \times n}$, $k = 1, 2, \ldots, p$ are $n \times n$ matrices, and $n$ is the number of criteria. The weighted geometric mean of $p$ comparison matrices can be calculated, and this mean matrix is considered to be group comparison matrix $C = (c_{ij})_{n \times n}$, where

$$c_{ij} = (c_{ij}^{(1)})^{\lambda_1} (c_{ij}^{(2)})^{\lambda_2} \cdots (c_{ij}^{(p)})^{\lambda_p}$$

$\lambda_k$ is the weight of decision maker $DM_k$, s.t.

$$\begin{cases} \lambda_k > 0, & k = 1, 2, \ldots, p \\ \sum_{k=1}^{p} \lambda_k = 1 \end{cases}$$

Then the right main characteristic vector of group comparison matrix $C$ is calculated, and is considered as the group weight vector $w$.

**Weighted Arithmetic Mean Comparison Matrix:**

The comparison matrices $C_1, C_2, \ldots, C_p$, as above defined, are given by the decision makers. Group comparison matrix $C = (c_{ij})_{n \times n}$ is obtained by calculating the weighted arithmetic mean of $C_1, C_2, \ldots, C_p$, i.e.,

$$c_{ij} = \lambda_1 w_{ij}^{(1)} + \lambda_2 w_{ij}^{(2)} + \cdots + \lambda_p w_{ij}^{(p)}$$

$\lambda_k$ is subject to Eq. 9.

Then the right main characteristic vector of group comparison matrix $C$ is calculated, and is considered as the group weight vector $w$.

**Weighted Geometric Mean Weight Vector:**

The weight vectors of all $p$ comparison matrices are calculated respectively.

$$w_k = (w_1^{(k)}, w_2^{(k)}, \ldots, w_n^{(k)})^T, \quad k = 1, 2, \ldots, p$$

Then by calculating the weighted geometric mean of these weight vectors, the group weight vector $w = (w_1, w_2, \ldots, w_n)^T$ is obtained, where

$$w_i = \frac{\bar{w}_i}{\sum_{j=1}^{n} \bar{w}_j}, \quad i = 1, 2, \ldots, n$$

$$\bar{w}_i = (w_i^{(1)})^{\lambda_1} (w_i^{(2)})^{\lambda_2} \cdots (w_i^{(p)})^{\lambda_p}, \quad i = 1, 2, \ldots, n$$

$\lambda_i$ is subject to Eq. 9.

**Weighted Arithmetic Mean Weight Vector:**

The weight vectors of all $p$ comparison matrices are calculated respectively, as in Eq. 11. Then the weighted arithmetic mean of these weight vectors is calculated to obtain the group weight vector $w = (w_1, w_2, \ldots, w_n)^T$, where

$$w_i = \lambda_1 w_i^{(1)} + \lambda_2 w_i^{(2)} + \cdots + \lambda_p w_i^{(p)}, \quad i = 1, 2, \ldots, n$$

$\lambda_i$ is subject to Eq. 9.

Through any of the above procedure, the group weight vector $w$ can be obtained, then by following the AHP procedure, the GDM problem can be solved. The performances of the above procedures may vary due to different conditions or datasets. However, with the help of deep learning, the practicable weight vector can be learned from the training data. See more details in Sec. IV.

AHP is applicable for re-ID. In order to find the best match of query images, several existing approaches can be seen as a set of criteria. Different angles to analyze the performance of these approaches can be considered as decision makers. For example, approach $A_1$ achieves higher identification accuracy than approach $A_2$, but $A_2$ performs better on "hard" samples such as those with severe illumination changes. Decision maker $DM_1$ pays attention to overall performance, $A_1$ with higher accuracy will be considered more important than $A_2$. Meanwhile, decision maker $DM_2$ appreciate the efforts to extract illumination-robust feature, $A_2$ might be more valued. The decision makers’ different concerns lead to their preference for the candidate approaches. Thus the original re-ID task can be modeled as a GDM problem. Solving this GDM problem by AHP may produce a better comprehensive result than all the candidate approaches can do.

2) TOPSIS Method

To solve a multi-criteria decision making problem, a straightforward idea is to establish a uniform criterion. The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) is a multi-criteria decision analysis method based on this idea. The method defines two ideal solution, the positive ideal solution (PIS) and the negative ideal solution (NIS). Considering that the optimal choice should have the shortest geometric distance from PIS and the longest geometric distance from NIS, a distance metric can be used to evaluate the candidates. By calculating and ranking the distances between each alternative and both ideal solutions respectively, the decision can be made.

In our GDM model, there are multiple decision makers. The goal of GDM is to make a joint group decision rather than simply choose the best option. The original TOPSIS method is adapted for GDM situation. The procedure is as follows:

**Step 1.** Given $m$ alternatives and $n$ criteria, $p$ decision makers create the decision matrices $Z_k = (z^{(k)}_{ij})_{m \times n}$ respectively, where $z^{(k)}_{ij}$ is the score alternative $i$ got according to criterion $j$ given by decision maker $DM_k$.

**Step 2.** Calculate the weighted mean decision matrix $Z = (z_{ij})_{m \times n}$, where

$$z_{ij} = \lambda_1 z_{ij}^{(1)} + \lambda_2 z_{ij}^{(2)} + \cdots + \lambda_p z_{ij}^{(p)}$$

$\lambda_k$ is the weight of decision maker $DM_k$, s.t.

$$\begin{cases} \lambda_k > 0, & k = 1, 2, \ldots, p \\ \sum_{k=1}^{p} \lambda_k = 1 \end{cases}$$
Step 3. Calculate the normalized decision matrix \( Y = \{y_{ij}\}_{m \times n} \) by normalization method:

\[
y_{ij} = \frac{z_{ij}}{\sqrt{\sum_{i=1}^{m} z_{ij}^2}}
\]  \hspace{1cm} (16)

Step 4. Calculate the weighted normalized decision matrix \( X = \{x_{ij}\}_{m \times n} \), where

\[
x_{ij} = y_{ij} \cdot w_{ij}
\]  \hspace{1cm} (17)

\( w_{ij} \) is the weight of criterion \( j \), and can be obtained by AHP procedure described above.

Step 5. Calculate the positive ideal solution (PIS) \( S_p = \{x_{ij}^{(p)} | j = 1, 2, \cdots, n\} \), where

\[
x_{ij}^{(p)} = \max_i x_{ij}
\]  \hspace{1cm} (18)

and the negative ideal solution (NIS) \( S_n = \{x_{ij}^{(n)} | j = 1, 2, \cdots, n\} \), where

\[
x_{ij}^{(n)} = \min_i x_{ij}
\]  \hspace{1cm} (19)

Step 6. Calculate the Euclidean distance between each alternative and the PIS

\[
d_i^{(p)} = \sqrt{\sum_{j=1}^{n} (x_{ij} - x_{ij}^{(p)})^2}, \quad i = 1, 2, \cdots, m
\]  \hspace{1cm} (20)

and the Euclidean distance between each alternative and the NIS

\[
d_i^{(n)} = \sqrt{\sum_{j=1}^{n} (x_{ij} - x_{ij}^{(n)})^2}, \quad i = 1, 2, \cdots, m
\]  \hspace{1cm} (21)

Step 7. Calculate the proximity between each alternative and the ideal solutions

\[
P_i = \frac{d_i^{(n)}}{d_i^{(n)} + d_i^{(p)}}, \quad i = 1, 2, \cdots, m
\]  \hspace{1cm} (22)

\( P_i \) can be used to weigh the alternatives in order to generate a comprehensive decision.

TOPSIS is applicable for re-ID problem. For example, \( m \) different approaches are used to determine whether or not \( n \) pairs of query-candidate objects are perfectly matched. Each approach \( i \) provides a solution \( S_i = (s_{i1}, s_{i2}, \cdots, s_{in}) \), where \( s_{ij} \) indicates the possibility that the \( j \)-th pair is perfectly matched, judged by approach \( i \). All these \( m \) solutions provided by \( m \) approaches can be seen as \( m \) alternatives, and \( n \) pairs of query-candidate objects can be considered as \( n \) criteria, to evaluate the performance of these approaches. The positive ideal solution (PIS) \( S_p = (s_{1p}, s_{2p}, \cdots, s_{np}) \) is the ground truth of matching, where \( s_{jp} = 1 \) means that the \( j \)-th pair is matched, and \( s_{jp} = 0 \) means that the \( j \)-th pair is not matched. The negative ideal solution (NIS) \( S_n = (s_{1n}, s_{2n}, \cdots, s_{nn}) \) is the opposite of PIS, where \( s_{jn} = 1 - s_{jp}, \quad j = 1, 2, \cdots, n \). By solving this GDM problem with TOPSIS, all the alternatives, i.e., all the approaches, can be evaluated and weighed, and a comprehensive decision can be made.

A simple experiment was carried out for verification. Four different feature maps: RGB, Grayscale, HOG (Histogram of Oriented Gradient), and IIF (Illumination Invariant Features) were used to obtain baseline results of re-ID on CUHK03 dataset [12]. Combined results were obtained by averaging and two GDM methods, the results are shown in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Rank-1</th>
<th>Rank-5</th>
<th>Rank-10</th>
<th>Rank-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>35.29</td>
<td>71.85</td>
<td>84.66</td>
<td>92.44</td>
</tr>
<tr>
<td>Grayscale</td>
<td>8.61</td>
<td>31.09</td>
<td>45.59</td>
<td>62.61</td>
</tr>
<tr>
<td>HOG</td>
<td>18.07</td>
<td>49.58</td>
<td>68.49</td>
<td>84.45</td>
</tr>
<tr>
<td>IIF</td>
<td>10.29</td>
<td>35.29</td>
<td>54.20</td>
<td>70.38</td>
</tr>
<tr>
<td>Averaging</td>
<td>42.65</td>
<td>80.25</td>
<td>89.08</td>
<td>94.33</td>
</tr>
<tr>
<td>GDM(AHP)</td>
<td>46.43</td>
<td>81.09</td>
<td>90.55</td>
<td>95.59</td>
</tr>
<tr>
<td>GDM(TOPSIS)</td>
<td>48.53</td>
<td>81.51</td>
<td>91.39</td>
<td>96.22</td>
</tr>
</tbody>
</table>

In this section, the original re-ID problem is modeled as a GDM problem, and two novel methods are proposed to solve the GDM problem. A verification experiment shows that GDM can improve the performance of baseline methods. Based on this, we constructed a neural network to solve the GDM problem for re-ID. The details are described in the next section.

IV. GROUP DECISION-MAKING NETWORK FOR PERSON RE-IDENTIFICATION

A. GDMN OVERALL ARCHITECTURE

We proposed a Group Decision-making Network (GDMN) to solve re-ID problem. GDMN was composite of two main parts, namely the Proposal Generation Network (PGN) and the Decision Evaluation Network (DEN). The overall network architecture of GDMN is shown in Fig. 2. The goal of PGN is to generate proposals based on some baseline methods. The PGN takes person images as input, and extracts feature vectors through several state-of-the-art networks. Then by some distance metrics, the distances between input image pairs are calculated, as proposals of their similarity. The DEN takes these proposals as input, and makes the final decision through a group decision-making process. The details of these two sub-networks are introduced in the following subsections.

B. PROPOSAL GENERATION NETWORK (PGN)

The goal of Proposal Generation Network (PGN) is to generate the proposals for Decision Evaluation Network (DEN) to evaluate and make the comprehensive decision based on the proposals. The proposal, to be specific in this case, is the matching score of two input images. First, the representative features are extracted from input image pairs through some existing baseline methods. Then, by introducing some distance metrics, the distance between the two input images can be calculated.
We used three famous network structure as baseline methods: Inception_v3 [21], ResNet50 [22], and DGD [23]. In order to extract comparable features, we modified the parameter of some layers, and added a fully connected layer with 128 outputs before the classification layer. This 128-dimensional output was considered as the representative feature. Thus for each network, a 128-dimensional feature was extracted to represent the original input image.

Then three distance metrics were introduced to calculate the distance between the features:

**Euclidean Distance** is a widely used distance metric, it is the straight-line distance between two points in Euclidean space. Let \( x = (x_1, x_2, \ldots, x_n) \) and \( y = (y_1, y_2, \ldots, y_n) \) be the two extracted features. The Euclidean distance between them is:

\[
d_{Euc}(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]

**Cosine Distance** is the cosine of the angle between two non-zero vectors in inner product space. The cosine distance between \( x = (x_1, x_2, \ldots, x_n) \) and \( y = (y_1, y_2, \ldots, y_n) \) is:

\[
d_{Cos}(x, y) = \frac{x \cdot y}{\|x\| \|y\|} = \frac{\sum_{i=1}^{n} x_i y_i}{\sqrt{\sum_{i=1}^{n} x_i^2} \sqrt{\sum_{i=1}^{n} y_i^2}}
\]

**Adjusted Cosine Distance**: The cosine distance only measures the different in directions, and is insensitive about the value. In order to better describe the distance, the mean value were first subtracted from each vector, then the cosine distance was calculated:

\[
d_{AdjCos}(x, y) = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}}
\]

Through the combination of three feature extraction methods and three distance metrics, nine similarity scores were obtained. The matching result of baseline methods can be calculated by ranking the test samples by these similarity scores. The proposals were generated and inputed into DEN for further evaluation and comprehensive decision-making.

**C. DECISION EVALUATION NETWORK (DEN)**

Since the input of DEN was simplified as the similarity scores of the baseline methods, the structure of DEN is relatively simple. The input of DEN is three by three matrices contain the probabilities calculated by three distance metrics and three different features. These proposals were passed through a fully connected layer with 20 hidden nodes, where the mutual correlation between the components was learned. Then another fully connected layer with two outputs was used to output the final decision. A value between 0 and 1 was calculated by a softmax classifier, which indicated the possibility of the two input images representing a same person.

**D. TRAINING AND TESTING DETAILS**

The training process of DEN needs the proposals generated by PGN. The proposals used to train DEN are actually generated by the testing process of PGN with training dataset. The whole network was trained in the following steps:

1. Train the PGN with training dataset.
2. Test the PGN with training dataset to extract the 128-d features, and compute the matching probabilities through the distance metrics to generate training proposals for DEN.
3. Train the DEN with training proposals.

And the testing steps are as follows:

1. Test the PGN with testing dataset, get the results of baseline methods (for comparison), at the same time, generate the testing proposals.
2. Test the DEN with testing proposals, get the result of GDMN.
3. Compare the result of GDMN with the results of baseline methods.
V. EXPERIMENTAL RESULTS

A. DATASETS

We evaluate our Group Decision-making Network on six public re-ID datasets, including CUHK03 [12], CUHK01 [32], Market-1501 [33], PRID2011 [34], i-LIDS [35], and VIPeR [36].

CUHK03: The dataset contains 14,097 images of 1,467 identities captured from five pairs of cameras. Each identity is observed by one pair of cameras, and has an average of 4.8 images per camera view. The dataset provides both automatically detected and manually labeled pedestrian samples, and both are used in our experiment.

CUHK01: The dataset includes 971 pedestrians, and each pedestrian has two images captured from two disjoint cameras, so totally there are 3,884 images. All the pedestrian images are manually cropped from the original image frames and then normalized to the same size.

Market-1501: A large dataset contains 1501 identities, includes 32,668 bounding boxes produced by the Deformable Part Model (DPM) [37]. The dataset was collected using six cameras in front of a campus supermarket where overlapping exists. Each identity is captured by at least two and at most six cameras due to the open environment. Furthermore, for the detected DPM bounding boxes and the manually cropped boxes, the ratio of the overlapping area to the union area is calculated to evaluate the quality of detector. If the ratio is larger than 50%, the bounding box is marked as “good”; if the ratio is smaller than 20%, the box is marked as “distractor”; the other boxes, the ratio is between 20% and 50%, are marked as “junk” since they have no influence to re-ID accuracy. Totally, there are 2,798 “distractors” and 3,819 “junk” images.

PRID2011: This dataset is composed of 385 persons from camera A and 749 persons from camera B, of which only 200 persons appear in both cameras. There are two versions of the dataset, the single-shot version contains only one randomly chosen image per camera view, and the multi-shot version contains multiple images per person per camera. We use multi-shot version for training and single-shot version for testing in our experiments.

i-LIDS: The dataset is based on iLIDS Multiple Camera Tracking Scenario dataset, and contains 476 images of 119 identities captured from two non-overlapping cameras in an airport’s arrival hall during its busy time. Thus it is a challenging dataset due to heavy occlusion and pose variance.

VIPeR: This dataset is one of the most widely used re-ID dataset, yet it is still challenging due to low resolution and severe illumination and viewpoint variations. The VIPeR dataset contains 1264 images from two disjoint cameras, each of which captures one image of 632 pedestrians.

Table 2 shows the grouping of training, validation and testing data. For CUHK03 dataset, we followed the grouping protocol in the dataset, used the 20th group for testing and the 19th group (excluded those in the 20th group) for validation, the other images were used in training procedure. For PRID2011 dataset, the first 100 identities were used as testing data. For Market-1501 dataset, we followed the grouping protocol as the author suggested. For the rest three datasets, we randomly selected half of the identities as testing data and the others were used as training and validation data. The grouping details are showed in Table 2.

B. IMPLEMENTATION

In our experiment, three network structure are used as baseline methods: Inception_v3 [21], ResNet50 [22], and DGD [23]. For the Proposal Generation Network (PGN), we modified the original structures of the baseline networks in order to extract comparable features. A fully connected layer with 128 outputs was added before the classification layer to extract 128-d features, the kernel size and stride of former convolutional layers were adjusted according to the size of input image and the length of feature. Then we applied three different distance metrics to the extracted 128-d features to measure and rank the distance between each sample pairs. By ranking the distances we can compute the probability of two images representing a same pedestrian, and these probabilities were fed to the Decision Evaluation Network (DEN) to evaluate the performance of the baseline networks, and then a final comprehensive decision was made based on the evaluation.

We implemented our GDMN architecture using the Caffe [38] framework. For PGN, we followed the settings as DGD [23] to jointly train the networks on all the six datasets in order to overcome the scale issue on small datasets. This Jointly Single-task Learning (JSTL) scheme was used to pretrain the network for 80,000 iterations, and then the network was fine-tuned on each dataset. For large datasets such as CUHK03, CUHK01, Market-1501 and PRID2011, the network was fine-tuned for 120,000 iterations, and for i-LIDS and VIPeR, the iterations of fine-tune was 40,000 due to the small scale of datasets. For DEN, the details of solver settings are as follows: solver type: SGD, base_lr: 0.001, learning rate policy: inv (learning rate = base_lr * (1 + gamma * iter)\(^{-\text{power}}\)), in which gamma = 0.0001 and power = 0.75. The matching results of test image pairs were then ranked using MATLAB 2017b to obtain the rank-1 accuracies and draw the CMC curves. For datasets CUHK03, CUHK01, Market-1501, and i-LIDS, each identity has more than one image, this calculation was repeated 100 times to calculate the mean value. The computation time of DEN using Caffe and ranking using MATLAB is reported in Table 3. The Caffe code was run using an NVIDIA GTX1070 GPU, and the MATLAB code was run using an i7-6700 3.40GHz processor with 16GB memory. The computation cost is low except for Market-1501 dataset, which is a large-scale dataset with 3,368 testing images as probe set and 13,115 testing images as gallery set.

C. EVALUATION

The Cumulative Match Characteristic (CMC) curve is widely used to evaluate the performance of re-ID methods. It shows the rank-k matching accuracy, i.e., the probability of the ground truth appears in the top k of the ranking list. In most
of the datasets, except VIPeR, each identity has more than one image. There are three matching protocol to calculate the CMC [39]: (1) single-shot vs. single-shot (SvsS), where each image in both probe set and gallery set represents a different individual; (2) single-shot vs. multiple-shot (SvsM), also called single-query (SQ), where each identity has only one image in probe set but has multiple images in the gallery set; and (3) multiple-shot vs. multiple-shot (MvsM), also called multiple-query (MQ), where each ID has multiple images in both probe set and gallery set. MvsM protocol is not widely used, so we calculate CMC with both SvsS and SvsM protocol for fair comparison. For SvsS case, we randomly choose one probe image and one gallery image for each ID to calculate the CMC, and repeat it 100 times to obtain the mean CMC. For SvsM case, one probe image is randomly chosen for each ID while all the gallery image are used, and only the first match in the ranking list is counted.

Some researchers point out that the CMC curve is only valid when there is only one ground truth match for a given query image. If multiple ground truths exist, the CMC curve is biased because recall is not considered [33]. In this case, mean Average Precision (mAP) is introduced. Technically, the Average Precision (AP) should be the precision averaged across all values of recall between 0 and 1, which is equal to the area under the Precision-Recall curves:

$$\int_{0}^{1} P(r)dr$$

(26)

In practice, the AP can be approximated by summing the precisions at every threshold value, and multiplied by the change in recall:

$$\sum_{k=1}^{N} P(k)\Delta r(k)$$

(27)

where $N$ is the number of image in candidate set, $P(k)$ is the precision at a cut-off of $k$ images, and $\Delta r(k)$ is the change in recall that happened between cut-off $k - 1$ and cut-off $k$.

However, the approximated precision in Eq. 27 is not a monotonically decreasing function. Some researchers choose to use an alternative approximation called interpolated Average Precision, usually it is still called Average Precision. Instead of using $P(k)$, the precision at cut-off $k$, the interpolated Average Precision uses the maximum precision observed across all the cut-offs with higher recall:

$$\sum_{k=1}^{N} \max_{\tilde{k} \geq k} P(\tilde{k})\Delta r(k)$$

(28)

The interpolated Average Precision is more frequently used in image retrieval, so in our experiment, we use Eq. 28 to calculate the AP. Then, the mean value of APs of all the query images, i.e., mAP, can be calculated.

### D. COMPARISON

First, we compare the performance of our GDMN with the baseline methods: Inception_v3 [21], ResNet50 [22], and DGD [23]. The SvsS rank-1-5-10 accuracy and the SvsM mAP of GDMN and three baseline networks are shown in Table 4. The best performances are marked in bold. Note that for each baseline method, we applied three different distance metrics: Euclidean Distance, Cosine Distance, and Adjusted Cosine Distance, but only the best result of each method is shown in the table due to space limitation. The SvsS CMC curves of our GDMN and the baseline methods on six datasets are shown in Fig. 3.

From Table 4 and Fig. 3 we can observe that the proposed GDMN outperforms all the baseline methods on most of the datasets, except for VIPeR. VIPeR is a relatively small dataset, and it is challenging due to severe variations on illuminations and viewpoints, which leads to relatively low matching accuracies of baseline methods. It is reasonable that the GDMN cannot achieve a better rank-1 accuracy based on candidate decisions that are not good enough, and it is worth noting that GDMN still improves the overall performance after rank-10 on VIPeR dataset.

Then, the proposed GDMN is compared with several state-of-the-art re-ID methods, including PaMM [40], GOG [41], JLSCR [42], LDNS [43], RCN [44], CDTL [45], MCPB

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Caffe-Train</th>
<th>Caffe-Test</th>
<th>MATLAB-Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUHK03</td>
<td>3m29s</td>
<td>31.85s</td>
<td>1.44s</td>
</tr>
<tr>
<td>CUHK01</td>
<td>1m5s</td>
<td>58.28s</td>
<td>4.49s</td>
</tr>
<tr>
<td>Market-1501</td>
<td>23m14s</td>
<td>39m16s</td>
<td>62.27s</td>
</tr>
<tr>
<td>PRID2011</td>
<td>2m51s</td>
<td>2.24s</td>
<td>0.08s</td>
</tr>
<tr>
<td>i-LIDS</td>
<td>7.12s</td>
<td>1.4l</td>
<td>0.14s</td>
</tr>
<tr>
<td>VIPeR</td>
<td>7.47s</td>
<td>27.49s</td>
<td>0.22s</td>
</tr>
</tbody>
</table>

| Total     | 46,271 / 3,812 | 5,825 / 1,812 | 15,622 / 1,812 | 67,718 / 5,624 |

Table 4. The best performances are marked in bold. Note that for each baseline method, we applied three different distance metrics: Euclidean Distance, Cosine Distance, and Adjusted Cosine Distance, but only the best result of each method is shown in the table due to space limitation. The SvsS CMC curves of our GDMN and the baseline methods on six datasets are shown in Fig. 3.
Experimental results show that our proposed GDMN achieves the highest Rank-1 accuracy and mAP on CUHK03, CUHK01, Market-1501, and i-LIDS dataset among all the compared methods, including some ensemble re-ID methods, including FUS1 [28], CMCTOP [29], and ECM [30]. The Rank-1-5-10-20 accuracy and mAP of our GDMN and state-of-the-art methods on six datasets are reported in Table 5 through Table 10. The best two performances are marked in bold. Note that many researchers applied SvsM protocol when evaluate their methods on the datasets that contain multiple images per identity, and some of them did not specifically mention which protocol they used, so we report our results based on both SvsS and SvsM protocol on CUHK03, CUHK01, Market-1501 and i-LIDS datasets for comparison.

Table 4: Comparison with Baseline Networks

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Rank-1</th>
<th>Rank-5</th>
<th>Rank-10</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUHK03</td>
<td>Inception_v3 [21]</td>
<td>87.03</td>
<td>96.32</td>
<td>97.64</td>
<td>88.71</td>
</tr>
<tr>
<td></td>
<td>ResNet50 [22]</td>
<td>71.36</td>
<td>93.44</td>
<td>97.17</td>
<td>75.13</td>
</tr>
<tr>
<td></td>
<td>GDMN(Ours)</td>
<td>88.33</td>
<td>98.09</td>
<td>99.28</td>
<td>89.61</td>
</tr>
<tr>
<td></td>
<td>DGD [23]</td>
<td>81.63</td>
<td>95.88</td>
<td>97.68</td>
<td>84.16</td>
</tr>
<tr>
<td></td>
<td>Inception_v3 [21]</td>
<td>67.72</td>
<td>86.89</td>
<td>91.71</td>
<td>73.91</td>
</tr>
<tr>
<td></td>
<td>ResNet50 [22]</td>
<td>45.72</td>
<td>70.98</td>
<td>80.44</td>
<td>53.72</td>
</tr>
<tr>
<td></td>
<td>GDMN(Ours)</td>
<td>76.36</td>
<td>92.27</td>
<td>95.36</td>
<td>81.33</td>
</tr>
<tr>
<td></td>
<td>DGD [23]</td>
<td>67.34</td>
<td>87.77</td>
<td>92.69</td>
<td>74.04</td>
</tr>
<tr>
<td>Market-1501</td>
<td>Inception_v3 [21]</td>
<td>71.34</td>
<td>90.05</td>
<td>93.94</td>
<td>66.81</td>
</tr>
<tr>
<td></td>
<td>ResNet50 [22]</td>
<td>51.69</td>
<td>76.78</td>
<td>85.08</td>
<td>43.13</td>
</tr>
<tr>
<td></td>
<td>GDMN(Ours)</td>
<td>74.26</td>
<td>91.75</td>
<td>95.45</td>
<td>69.38</td>
</tr>
<tr>
<td></td>
<td>DGD [23]</td>
<td>67.82</td>
<td>87.72</td>
<td>92.48</td>
<td>60.90</td>
</tr>
<tr>
<td></td>
<td>Inception_v3 [21]</td>
<td>63.00</td>
<td>90.00</td>
<td>94.00</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ResNet50 [22]</td>
<td>61.00</td>
<td>88.00</td>
<td>92.00</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GDMN(Ours)</td>
<td>74.00</td>
<td>94.00</td>
<td>95.00</td>
<td>-</td>
</tr>
<tr>
<td>PRID2011</td>
<td>Inception_v3 [21]</td>
<td>61.43</td>
<td>80.78</td>
<td>87.93</td>
<td>67.96</td>
</tr>
<tr>
<td></td>
<td>ResNet50 [22]</td>
<td>44.03</td>
<td>70.70</td>
<td>80.77</td>
<td>51.50</td>
</tr>
<tr>
<td></td>
<td>GDMN(Ours)</td>
<td>64.20</td>
<td>83.18</td>
<td>90.25</td>
<td>68.92</td>
</tr>
<tr>
<td></td>
<td>DGD [23]</td>
<td>57.98</td>
<td>78.67</td>
<td>87.17</td>
<td>60.54</td>
</tr>
<tr>
<td>i-LIDS</td>
<td>Inception_v3 [21]</td>
<td>55.38</td>
<td>77.53</td>
<td>87.03</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ResNet50 [22]</td>
<td>41.77</td>
<td>64.87</td>
<td>80.38</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GDMN(Ours)</td>
<td>51.58</td>
<td>77.22</td>
<td>87.66</td>
<td>-</td>
</tr>
</tbody>
</table>

...
**TABLE 5: Comparison with State-of-the-art on CUHK03**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank-1</th>
<th>Rank-5</th>
<th>Rank-10</th>
<th>Rank-20</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOG [41]</td>
<td>67.30</td>
<td>91.00</td>
<td>96.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>JLSCR [42]</td>
<td>52.17</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LDNS [43]</td>
<td>62.55</td>
<td>90.05</td>
<td>94.80</td>
<td>98.10</td>
<td>-</td>
</tr>
<tr>
<td>LS2SSCDL [47]</td>
<td>57.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Quadruplet</td>
<td>74.47</td>
<td>96.62</td>
<td>98.95</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CSBT [52]</td>
<td>55.50</td>
<td>84.30</td>
<td>-</td>
<td>98.00</td>
<td>-</td>
</tr>
<tr>
<td>MASCN [53]</td>
<td>74.21</td>
<td>94.33</td>
<td>97.54</td>
<td>99.25</td>
<td>-</td>
</tr>
<tr>
<td>Re-ranking</td>
<td>61.60</td>
<td>-</td>
<td>-</td>
<td>67.60</td>
<td>-</td>
</tr>
<tr>
<td>SSM [57]</td>
<td>76.60</td>
<td>94.60</td>
<td>98.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Spindle [59]</td>
<td>88.50</td>
<td>97.80</td>
<td>98.60</td>
<td>99.20</td>
<td>-</td>
</tr>
<tr>
<td>MuDeep [61]</td>
<td>76.87</td>
<td>96.12</td>
<td>98.41</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PAR [62]</td>
<td>88.70</td>
<td>98.61</td>
<td>99.24</td>
<td>99.67</td>
<td>-</td>
</tr>
<tr>
<td>LSRO [65]</td>
<td>84.60</td>
<td>97.60</td>
<td>98.90</td>
<td>-</td>
<td>87.40</td>
</tr>
<tr>
<td>OL-MANS [66]</td>
<td>61.68</td>
<td>88.39</td>
<td>95.23</td>
<td>98.47</td>
<td>-</td>
</tr>
<tr>
<td>CMCTOP [29]</td>
<td>62.10</td>
<td>89.10</td>
<td>94.30</td>
<td>97.80</td>
<td>-</td>
</tr>
<tr>
<td>GDMN SvsS</td>
<td>88.33</td>
<td>98.09</td>
<td>99.28</td>
<td>99.76</td>
<td>-</td>
</tr>
<tr>
<td>GDMN SvsM</td>
<td>89.40</td>
<td>94.18</td>
<td>97.61</td>
<td>98.75</td>
<td>89.61</td>
</tr>
</tbody>
</table>

**TABLE 6: Comparison with State-of-the-art on CUHK01**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank-1</th>
<th>Rank-5</th>
<th>Rank-10</th>
<th>Rank-20</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOG SvsS [41]</td>
<td>57.80</td>
<td>79.10</td>
<td>86.20</td>
<td>92.10</td>
<td>-</td>
</tr>
<tr>
<td>GOG SvsM [41]</td>
<td>67.30</td>
<td>86.90</td>
<td>91.80</td>
<td>95.90</td>
<td>-</td>
</tr>
<tr>
<td>JLSCR [42]</td>
<td>71.80</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LDNS [43]</td>
<td>69.09</td>
<td>86.87</td>
<td>91.77</td>
<td>95.39</td>
<td>-</td>
</tr>
<tr>
<td>CSBT [45]</td>
<td>32.10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MCBP [46]</td>
<td>53.70</td>
<td>84.30</td>
<td>91.00</td>
<td>96.30</td>
<td>-</td>
</tr>
<tr>
<td>LS2SSCDL [47]</td>
<td>65.97</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Quadruplet</td>
<td>62.55</td>
<td>83.02</td>
<td>88.79</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CSBT [52]</td>
<td>51.20</td>
<td>76.30</td>
<td>-</td>
<td>91.80</td>
<td>-</td>
</tr>
<tr>
<td>OSML [54]</td>
<td>45.60</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P2S [55]</td>
<td>77.34</td>
<td>93.51</td>
<td>96.73</td>
<td>98.53</td>
<td>-</td>
</tr>
<tr>
<td>Spindle [59]</td>
<td>79.90</td>
<td>94.40</td>
<td>97.10</td>
<td>98.60</td>
<td>-</td>
</tr>
<tr>
<td>MuDeep [61]</td>
<td>79.01</td>
<td>97.00</td>
<td>98.96</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PAR [64]</td>
<td>75.00</td>
<td>93.50</td>
<td>95.70</td>
<td>97.70</td>
<td>-</td>
</tr>
<tr>
<td>OL-MANS [66]</td>
<td>68.44</td>
<td>87.16</td>
<td>92.67</td>
<td>95.88</td>
<td>-</td>
</tr>
<tr>
<td>CMCTOP [29]</td>
<td>53.40</td>
<td>76.40</td>
<td>84.40</td>
<td>90.50</td>
<td>-</td>
</tr>
<tr>
<td>GDMN SvsS</td>
<td>76.36</td>
<td>92.27</td>
<td>95.36</td>
<td>97.51</td>
<td>-</td>
</tr>
<tr>
<td>GDMN SvsM</td>
<td><strong>80.25</strong></td>
<td>93.52</td>
<td>96.40</td>
<td>98.15</td>
<td><strong>81.33</strong></td>
</tr>
</tbody>
</table>

**VI. CONCLUSION**

In this paper, we introduce group decision-making (GDM) theory into person re-ID. After analyzing and evaluating the performances of baseline methods, a comprehensive decision can be made by the GDM process. A deep learning architecture GDMN is proposed to implement the GDM process. The comparison experiment shows that our proposed GDMN can significantly improve the performances of baseline methods, further experimental results show that GDMN outperforms most of the state-of-the-art methods, including some ensemble methods, on many public datasets.
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