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ABSTRACT Noncircular sources are widely used in wireless communication array systems, which can offer more accurate estimates and detect more sources. However, in practical arrays systems, the direction-of-arrival (DOA) estimation performance may be severely degraded by mutual coupling effects. To solve this problem, we propose a real-valued DOA estimation algorithm for noncircular sources under unknown mutual coupling. Based on the sources’ noncircularity, an augmented real-valued covariance matrix is constructed. Then, utilizing the banded symmetric and Toeplitz property of the mutual coupling matrix, the middle subarray elements are considered as ideal ones which have the same array gains. Finally, according to the subspace principle, a rank reduction based virtual steering vector parameterizing method is derived, which extracts the DOAs from other nuisance parameters. Compared with conventional algorithms, the proposed one not only improves the estimation accuracy but also resolves more sources. Moreover, it is computationally efficient since it only requires real-valued computations and one-dimensional spectral search. Numerical simulations demonstrate that the proposed method performs well under unknown mutual coupling and outperforms some of the existing approaches in resolution capability, estimation accuracy and computational loads.

INDEX TERMS DOA estimation, mutual coupling, noncircular sources, rank reduction

I. INTRODUCTION Directions-of-arrival (DOA) estimation by an array of sensors has been applied in many important areas, such as radar, sonar and smart city [1]. In general, most DOA estimation algorithms are based on the implicit assumption that the radiating sources are complex circular [2]. It is well known that in modern digital communication systems, noncircular signals such as binary phase shift keying (BPSK) and M-ary amplitude-shift keying (MASK) are widely used. Recently, various DOA estimation algorithms have been proposed to utilize the structure of second-order noncircularity of the sources [3-7]. For noncircular signals, both conjugated and unconjugated covariance matrices contain the second-order statistical characteristics. Therefore, by making use of the noncircularity, we can resolve more sources and obtain more accurate DOA estimates [8].

In [2], a noncircular MUSIC-like (NCMUSIC) method is tailored for noncircular signals, which performs better than the standard MUSIC algorithm provided that the noncircularity rate of uncorrelated sources is one. In [9,10], the authors further generalize the MUSIC algorithm for the DOA estimation problem of mixed circular and strictly noncircular sources. In [11], a 2qth-order cumulants based direction finding approach is extended to noncircular signals, which can detect more noncircular signals and outperforms the NCMUSIC algorithm. But, this method is computationally prohibitive, since it requires constructing 2qth-order cumulants. In [12], by using overcomplete dictionaries to express the conjugated and unconjugated
covariance matrices subject to sparsity constraint, the authors introduced sparse recovery technique to address the problem of DOA estimation of noncircular sources. However, it involves $l_1$-norm minimization problem, which is also computationally demanding. In [13], the authors proposed an approach to jointly estimate direction of departure (DOD) and DOA in bistatic multiple input multiple output (MIMO) radar under the scenario of mixed noncircular and circular sources. In [14, 15], the authors have extended the signal model to the near-field localization problem for noncircular sources.

Generally, these techniques assume that the array manifold is ideal without any uncertainty, such as mutual coupling effects. However, in the practical applications of array systems, the mutual coupling effect is often unavoidable, which will greatly reduce or even invalidate the performance of the above direction finding algorithms.

Fortunately, many direction finding and calibration techniques have been developed to eliminate or reduce the mutual coupling effect [16-23]. Among these methods, calibration sources with exactly known locations are widely used to evaluate and compensate the mutual coupling effects [16,17]. However, this kind of methods require recalibration for multiple times, and the calibration sources may be unavailable in practical systems. Alternatively, another kind of auto-calibration methods are proposed, since they avoid additional calibration sources. Friedlander introduced an alternating minimization algorithm for DOA estimation and mutual coupling self-calibration [18]. However, the multidimensional spectral search cannot be applied in real-time. Recently, based on the auxiliary sensors at both ends of a uniform linear array (ULA), Ye et al. proposed some DOA estimation techniques that circumvent any calibration source and multi-dimensional search [19-22]. Yet, the array aperture is not fully utilized in these methods, especially under strong mutual coupling effects, since only the middle subarray rather than the whole array can be used for direction finding. In [23], Liao et al. transforms mutual coupling effect into gain and phase uncertainties of the array, where the uncertainties for the middle subarray are the same. Thereafter, utilizing the observations from the whole array, DOA and mutual coupling parameters can be obtained via rank reduction (RARE) principle. Moreover, a fourth-order cumulant (FOC) method is proposed in [26], whose performance is superior especially under the strong mutual coupling scenario. In [27], the authors proposed a RARE based algorithm to localize mixed far-field and near-field sources under mutual coupling effect.

To the best of our knowledge, there has been very limited work contributing to the DOA estimation of noncircular signals under unknown mutual coupling. In [28], the authors only analyzed the performance of NC-MUSIC for uncorrelated strictly noncircular signals in the presence of mutual coupling, and formulated the DOA biases in a closed form. Therefore, aiming at filling this lack, we propose a real-valued direction finding algorithm for noncircular sources in the presence of mutual coupling. Traditional subspace-based DOA estimation approaches involve complex-valued computations for the covariance matrix, eigenvalue decomposition (EVD) and spectral search. Many studies have been devoted to a certain unitary transformation which converts the complex-valued information to the field of real numbers [29-31]. The computational load of EVD and spectral search for this kind of transformation is decreased by a factor of four. However, the transformation itself is still complex-valued and bring additional computations. Therefore, it brings us a motivation for seeking a more efficient method to relieve the computational cost of the complex-valued calculations.

Based on the noncircularity of the sources, we take the real part and the imaginary part of the array outputs to construct an extended covariance matrix. Then, the middle subarray elements of the virtual arrays are found to be ideal ones which have the same array gains. Consequently, a RARE based virtual steering vector parameterizing method is derived, which decouples the DOA estimation from other nuisance parameters. The stochastic Cramér-Rao Bound (CRB) of DOA estimation for noncircular signals under unknown mutual coupling is also derived.

The advantages of the presented method are:

1) More sources can be resolved compared with the RARE-based algorithms in [21], because of the exploitation of the noncircularity;
2) The DOA estimation accuracy can be effectively improved by exploiting signal noncircularity.
3) It is efficient since it avoids complex-valued computations and multidimensional search.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\cdot)^*$</td>
<td>Conjugate, transpose and conjugate transpose</td>
</tr>
<tr>
<td>Re{</td>
<td>}</td>
</tr>
<tr>
<td>Im{</td>
<td>}</td>
</tr>
<tr>
<td>$E{</td>
<td>}$</td>
</tr>
<tr>
<td>vec(·)</td>
<td>Vectorization operator</td>
</tr>
<tr>
<td>$\odot,\otimes$</td>
<td>Hadamard-Schur product and Kronecker product</td>
</tr>
<tr>
<td>$\text{Tr}{}$</td>
<td>Trace operator</td>
</tr>
<tr>
<td>$I_M$</td>
<td>An $M \times M$ identity matrix</td>
</tr>
<tr>
<td>det(·)</td>
<td>Determinate operator</td>
</tr>
<tr>
<td>$\Pi_A$</td>
<td>Orthogonal projection matrix onto the null space of $A$</td>
</tr>
</tbody>
</table>

The rest of this paper is organized as follows. In Section 2, a model of noncircular signals with unknown mutual coupling is formulated. Then, the proposed direction finding algorithm is described in Section 3. Next, a comparison among the proposed algorithm and some newly developed algorithms is shown in Section 4. In Section 5, simulations are carried out to evaluate the performance of the proposed
approach. Section 6 concludes our new findings in this paper. Appendix includes the detailed derivation of the stochastic CRB for the corresponding signal model.

Note that the key notations throughout the paper are listed in Table 1 for conciseness.

II. SIGNAL MODEL
Consider $K$ narrowband and mutually independent sources radiating onto a ULA composed of $M$ omnidirectional elements. Ideally, the array observation without mutual coupling is of the following form

$$x(t) = \sum_{k=1}^{K} a(\theta_k)s_k(t) + n(t) = As(t) + n(t) \quad (1)$$

Herein, $a(\theta_k) = [1, u(\theta_k), \ldots, u^{M-1}(\theta_k)]^T$ is the ideal steering vector with $u(\theta_k) = \exp(-j2\pi d \sin(\theta_k) \lambda)$, $\theta_k$ is the DOA of the $k$th signal, $\lambda$ is the wavelength, and $d$ is the distance between adjacent elements which is a half wavelength to avoid phase ambiguities. $A = [a(\theta_1), \ldots, a(\theta_K)]$ symbolizes the steering matrix of the $K$ sources. In addition, $s(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T$ is the signal vector, and $n(t) = [n_1(t), n_2(t), \ldots, n_K(t)]^T$ is the noise vector, where it is assumed to be additive white Gaussian, and statistically independent of all impinging signals.

However, in practice, the electromagnetic interaction between the antenna elements may introduce a mismatched array manifold. In this scenario, the current in each antenna element of an array depends not only on their own excitation but also on the contributions from adjacent antenna elements [18]. As a result, considering the mutual coupling effect between the array elements, the associated observation vector should be modified as

$$x(t) = CA\Phi s(t) + n(t) = \sum_{k=1}^{K} \overline{a}(\theta_k)s_k(t) + n(t) = \overline{A}s(t) + n(t) \quad (2)$$

Herein, $\overline{a}(\theta) = Ca(\theta)$ and $\overline{A} = [\overline{a}(\theta_1), \ldots, \overline{a}(\theta_K)]$ are the steering vector and array manifold matrix under mutual coupling effect, respectively. And $C \in \mathbb{C}^{N \times N}$ represents the so-called mutual coupling matrix, whose entries are the mutual coupling coefficients (MCCs).

Friedlander pointed out that MCC is inversely proportional to the distance between two antenna elements [18]. Thus, the coefficients between adjacent elements are almost equal, and the coefficients approaches to zero when the elements are far away. Accordingly, $C$ is a banded symmetric Toeplitz matrix with $P$ nonzero coefficients.

$$C = \begin{bmatrix}
1 & c_1 & \cdots & c_{p-1} & 0 & \cdots & 0 \\
0 & c_1 & \cdots & 0 & 1 & \cdots & c_{p-1} \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix} \quad (3)$$

where $c_i = \rho_ie^{j\phi}$ is the nonzero mutual coupling coefficient, $\rho_i$ and $\phi_i$ represent the amplitude and the phase of the $i$th coefficient $c_i$, respectively.

Additionally, if the received signals are strictly second-order noncircular, the signal vector can be written as the following form [3]

$$s(t) = \Phi s_0(t) \quad (4)$$

where $s_0(t) = [s_{0,1}(t), \ldots, s_{0,K}(t)]^T \in \mathbb{R}^{K \times 1}$ is the real-valued signal vector, and $\Phi = \text{diag}\{e^{j\phi_1}, \ldots, e^{j\phi_K}\}$ is a diagonal matrix which contains the noncircular phase shifts of the signals [11].

Therefore, the array observation vector for noncircular signals with mutual coupling is given by

$$x(t) = CA\Phi s_0(t) + n(t) \quad (5)$$

With the array observation $x(t)$, this paper aims at obtaining the DOA estimation of noncircular signals under unknown mutual coupling effects.

III. PROPOSED REAL-VALUED RARE ALGORITHM
Notice that the previous works on noncircular sources DOA estimation problems directly use the conjugated counterpart of the signal to construct an extended covariance matrix, which still operates in the complex domain [9-14]. In fact, based on the noncircular characteristics of the sources, the real part and imaginary part of the received signal can also be concatenated to construct a real-valued augmented data matrix, which can be proceeded in the real domain [15].

A. EXTENDED REAL-VALUED SIGNAL MODEL
In order to conduct the transformation of the complex-valued data to real-valued domain, we have the real and imaginary parts of $x(t)$, respectively, as

$$x_r(t) = \text{Re}[x(t)] = [x(t) + x^*(t)]/2 \quad (6)$$

$$x_i(t) = \text{Im}[x(t)] = [x(t) - x^*(t)]/2j \quad (7)$$

According to the signal model in (5), we further have

$$x_r(t) = (\overline{C}A\Phi + C^*\Phi^*)s_0(t)/2 + \text{Re}[n(t)]$$

$$= \overline{A}s_0(t) + n_r(t)$$

$$x_i(t) = (\overline{C}A\Phi^* - C\Phi^*)s_0(t)/2 + \text{Im}[n(t)]$$

$$= \overline{A}s_0(t) + n_i(t)$$

where $\overline{A}$ represents the augmented steering matrix with complex conjugate entries.
where \( \vec{a}_c(\theta) = [1, \cos u(\theta), \cos 2u(\theta), \ldots, \cos(M - 1)u(\theta)]^T \) and 
\( \vec{a}_s(\theta) = [1, \sin u(\theta), \sin 2u(\theta), \ldots, \sin(M - 1)u(\theta)]^T \)

Similarly, the virtual steering vector of \( \vec{x}_i(t) \) can be expressed as

\[
\vec{v}_i(\theta, \psi, C) = \vec{C}a(\theta)\cdot e^{j\psi} - \vec{C}a^*(\theta)\cdot e^{-j\psi} = h_i(\theta, \psi, C)\Gamma_i(\theta, \psi, C)\vec{a}_i(\theta) + h_i(\theta, \psi, C)\Gamma_i(\theta, \psi, C)\vec{a}_c(\theta)
\]
as an ideal one without any perturbation. Using this property, the virtual steering vectors in (10) and (21) can be parameterized as
\[
v_{h}(\theta, \psi, C) = T_{c}(\theta) a_{c}(\theta, \psi, C) - T_{s}(\theta) a_{s}(\theta, \psi, C) \tag{27}
\]
\[
v_{l}(\theta, \psi, C) = T_{c}(\theta) a_{c}(\theta, \psi, C) + T_{l}(\theta) a_{l}(\theta, \psi, C) \tag{28}
\]
where \(T_{c}(\theta)\) and \(T_{l}(\theta)\) are \(M \times (2P-1)\) block diagonal matrices, \(a_{c}\) and \(a_{l}\) are \((2P-1) \times 1\) real vectors, which are given by
\[
T_{c}(\theta) = \begin{bmatrix}
1 & \cos(\theta) & \cdots & 0 \\
& \cos((P-1)\theta) & \cdots & 0 \\
& \vdots & \ddots & \vdots \\
& 0 & \cdots & \cos((M-P)\theta) \\
& \vdots & \ddots & \vdots \\
& 0 & \cdots & \cos((M-1)\theta)
\end{bmatrix} \tag{29}
\]
\[
T_{l}(\theta) = \begin{bmatrix}
1 & \sin(\theta) & \cdots & 0 \\
& \sin((P-1)\theta) & \cdots & 0 \\
& \vdots & \ddots & \vdots \\
& 0 & \cdots & \sin((M-P)\theta) \\
& \vdots & \ddots & \vdots \\
& 0 & \cdots & \sin((M-1)\theta)
\end{bmatrix} \tag{30}
\]
\[
a_{c} = h_{c} \begin{bmatrix} a_{1}^{(c)} & \cdots & a_{P-1}^{(c)} & 1, \beta_{1}^{(c)}, \cdots, \beta_{P-1}^{(c)} \end{bmatrix}^{T} \tag{31}
\]
\[
a_{l} = h_{l} \begin{bmatrix} a_{1}^{(l)} & \cdots & a_{P-1}^{(l)} & 1, \beta_{1}^{(l)}, \cdots, \beta_{P-1}^{(l)} \end{bmatrix}^{T} \tag{32}
\]
Furthermore, the extended real-valued steering vector in (23) can be rewritten as
\[
\mathbf{a}_{e}(\theta, \psi, C) = \begin{bmatrix} v_{h}(\theta, \psi, C) \\
v_{l}(\theta, \psi, C) \end{bmatrix} = \begin{bmatrix} T_{c}(\theta) a_{c}(\theta, \psi, C) - T_{s}(\theta) a_{s}(\theta, \psi, C) \\
T_{c}(\theta) a_{c}(\theta, \psi, C) + T_{l}(\theta) a_{l}(\theta, \psi, C) \end{bmatrix} = \begin{bmatrix} T_{c}(\theta) & T_{s}(\theta) \\
T_{c}(\theta) & T_{l}(\theta) \end{bmatrix} \begin{bmatrix} a_{c} \\
a_{l} \end{bmatrix}_{\theta, \psi, C} \tag{33}
\]
Substituting (33) into (26), we have
\[
\mathbf{a}_{e}^{T}(\theta, \psi, C) \mathbf{Q}(\theta) \mathbf{a}_{e}(\theta, \psi, C) = 0 \tag{34}
\]
where
\[
\mathbf{Q}(\theta) = \mathbf{T}^{T}(\theta) \mathbf{U}_{u}^{T} \mathbf{U}_{u}^{T} \mathbf{T}(\theta) \tag{35}
\]
is a \((4P-2) \times (4P-2)\) real matrix. Note that \(\mathbf{T}(\theta) \in \mathbb{R}^{2M \times 2(2P-1)}\), \(\mathbf{U}_{u} \in \mathbb{R}^{2M \times (2M - K)}\), and \(\mathbf{Q}(\theta) \in \mathbb{R}^{2(2P-1) \times 2(2P-1)}\); then if \(2M - K \geq 2(2P - 1)\), \(\mathbf{Q}(\theta)\) is generally of full column rank. Since \(\mathbf{a}_{e}\) is assumed to be non-zero, (34) can be true only if \(\mathbf{Q}(\theta)\) is rank deficient. The rank of \(\mathbf{Q}(\theta)\) drops if and only if \(\theta = \theta_{k}, \ k = 1, \ldots, K\), in terms of the idea of RARE. Thus, DOA estimation can be conducted by searching the \(K\) highest peaks from the following 1-D spectral function
\[
P(\theta) = \frac{1}{\det[\mathbf{U}_{u}^{T} \mathbf{U}_{u} \mathbf{T}(\theta) \mathbf{T}^{T}(\theta) \mathbf{U}_{u}^{T} \mathbf{U}_{u}^{T}]^{1/2}} \tag{36}
\]
Notice that \(\theta\) is now decoupled from the nuisance parameters \(C\) and \(\psi\). As a result, the computational complexity of the proposed RARE estimator is significantly reduced compared with the MUSIC algorithm, since it only requires real-valued operation and 1-D spectral search.

\section{Implementation of the Algorithm}

Note that the exact covariance matrices and subspaces are utilized in the previous subsections, but the theoretical covariance matrix like \(\mathbf{R}_{e}\) in (24) is unavailable due to the limited snapshots. In practice, it can be estimated as
\[
\hat{\mathbf{R}}_{e} = \frac{1}{T} \sum_{t=1}^{T} \{ \mathbf{y}(t) \mathbf{y}^{T}(t) \} \tag{37}
\]
Consequently, the presented DOA estimation algorithm is summarized as follows.
\begin{itemize}
  \item \textbf{Step 1.} Extract the real and imaginary parts of the received data vector \(\mathbf{x}(t)\) via (6) and (7);
  \item \textbf{Step 2.} Construct a real-valued augmented data matrix \(\mathbf{y}(t)\) based on (22);
  \item \textbf{Step 3.} Estimate the real-valued covariance matrix \(\mathbf{R}_{e}\) using (37);
  \item \textbf{Step 4.} Eigendecompose \(\mathbf{R}_{e}\) to generate its noise subspace \(\mathbf{U}_{n}\) as in (25);
  \item \textbf{Step 5.} Construct the matrix \(\mathbf{T}(\theta)\) for each searching step according to equations (29), (30) and (33);
  \item \textbf{Step 6.} Estimate the DOAs through the spatial spectrum function obtained from the real-valued RARE estimator in (36).
\end{itemize}

\section{Discussion}

A comparison of our technique with some state-of-the-art DOA estimation methods under mutual coupling effect is given in this section: the auxiliary sensors based algorithm (AUX) in [20], the rank reduction based algorithm (RARE) in [23] and the fourth-order cumulant (FOC) based algorithm in [26].

\subsection{Computational Complexity}

The computational complexity analysis is based on the main multiplications required in the development of statistical matrices, EVDs and spectral search. Assume that an \(M\)-element array is used by all these algorithms. The searching step of the spectral function is designated as \(\Delta_{k}\). AUX constructs a \((M-2P+2) \times (M-2P+2)\) covariance matrix, performs the EVD and spectral search. RARE requires building an \(M \times M\) covariance matrix, taking EVD and 1-D
spectral search. FOC builds \((M-2P+2)\) fourth order cumulant matrices of the same size \(M \times M\), and requires implementing the SVD of a \((M-2P+2)M \times M\) cumulant matrix. For the proposed one, it needs to establish a \(2M \times 2M\) real-valued covariance matrix, perform EVD on this matrix and executing 1-D spectral search. It should be noticed that all these operations involved in the proposed algorithm are processed in the real domain. Therefore, with the same matrix dimension, the proposed method can effectively decrease the computational complexity by a factor of four. The comparison results are listed in Table 2.
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**TABLE II**

<table>
<thead>
<tr>
<th>Method</th>
<th>Statistical Matrices</th>
<th>EVDs</th>
<th>Spectral Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUX</td>
<td>((4M - 2P + 2)M^T)</td>
<td>((4M - 2P + 2)M^T / 3)</td>
<td>((720M - 2P + 2)M / \theta_k)</td>
</tr>
<tr>
<td>RARE</td>
<td>((4M^2))</td>
<td>((4M^2) / 3)</td>
<td>((720M^2 / \theta_k))</td>
</tr>
<tr>
<td>FOC</td>
<td>((36M - 2P + 2)M^T)</td>
<td>((4M^2(M - 2P + 2)M^2 / 3))</td>
<td>-</td>
</tr>
<tr>
<td>Proposed</td>
<td>((4M^2))</td>
<td>((8M^2 / 3))</td>
<td>((180M^2 / \theta_k))</td>
</tr>
</tbody>
</table>

### B. MAXIMUM NUMBER OF RESOLVABLE SOURCES

In this subsection, we discuss the maximum number of resolvable sources of these algorithms for a given ULA with \(M\) elements. For AUX, it only uses the \(M-2P+2\) elements in the middle of the array. Since the subspace-based methods must use at least one eigenvector to span the noise subspace, AUX can handle \(M-2P+1\) sources at most. Likewise, RARE can resolve \(M-2P+1\) sources simultaneously. FOC takes full use of the array aperture, and therefore it can estimate up to \(M-1\) sources. For the proposed algorithm, the noncircularity of the signal has been exploited to construct an extended subspace, thus it can resolve up to \(2(M-2P+1)\) sources, which is doubled compared with RARE.

### V. SIMULATION RESULTS

In this section, a series of numerical simulations are carried out to compare the performance of the proposed algorithm with other four methods (NCMUSIC, AUX, RARE and FOC). We adopt a ULA with 10 elements in the simulations and assume that \(d = \lambda / 2\). The incident signals are independently BPSK modulated with an equal power. The algorithms are evaluated through spectrum, probability of resolution (PR), root mean-square error (RMSE) and computational complexity. The PR is the ratio between the times of signals being successfully resolved to the total number of Monte Carlo runs. Let \(\Delta\) denote the angular separation between the two sources with incident angles \(\theta_k, k = 1,2\). They are said to be correctly resolved if the DOA estimates satisfy \(|\theta_k - \hat{\theta}_k| < \Delta / 2\). The RMSE is defined as

\[
RMSE = \sqrt{\frac{1}{500} \sum_{n=1}^{500} (\theta_k - \hat{\theta}_{k,n})^2}
\]

where \(\theta_k\) is the DOA of the \(k\)th source, and \(\hat{\theta}_{k,n}\) stands for the estimate of \(\theta_k\) in the \(n\)th trial.

#### A. SPECTRA OF DOA ESTIMATORS UNDER MUTUAL COUPLING

In this experiment, the spectra of NCMUSIC, AUX, RARE and the proposed algorithm under mutual coupling are investigated.

First, we assume that there are two uncorrelated BPSK sources radiating from \(20^\circ\) and \(30^\circ\), with the signal-to-noise ratio (SNR) and the number of snapshots being 10 dB and 200, respectively. Because the mutual coupling effect reduces as the distance between two sensors increases, the nonzero MCCs is set as \([1, 0.37+0.42, 0.09-0.31]\) (i.e., \(P=3\)).

The normalized DOA spectra of the four methods are shown in Fig. 1. It can be seen that the DOA estimates indicated by NCMUSIC spectrum have obvious biases due to the perturbations of array manifold generated from mutual coupling. However, for the other three methods, two sharp peaks point to the true DOAs of both signals, since the mutual coupling effect has been compensated in proper ways by these methods. Moreover, the spectrum peaks generated by the proposed method are much sharper than those of AUX and RARE, which indicates the improvement of the estimation accuracy due to the exploitation of noncircularity.
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**FIGURE 1.** DOA spectra obtained with NCMUSIC, AUX, RARE and the proposed method for two BPSK sources. The sources are impinging from \(20^\circ\) and \(30^\circ\).

Next, we increase the number of radiating BPSK sources to 10, with their DOA parameters being \(-70^\circ, -55^\circ, -40^\circ, -25^\circ, -10^\circ, 5^\circ, 20^\circ, 35^\circ, 50^\circ\) and \(65^\circ\). In this scenario, the AUX and RARE would fail since they can only handle \(M - 2P + 1\) sources at most. Therefore, we only depict the spectra of NCMUSIC and the proposed method in Fig.2. The proposed algorithm can accurately obtain all DOA estimates, while the spectral peaks of NCMUSIC are biased and thus less reliable.

#### B. RMSE VERSUS SNR

In this experiment, the relationship of the estimation accuracy with the SNR is evaluated under mutual coupling.
effect. Assume that there are three uncorrelated BPSK sources from -10°, 20° and 50°. The snapshots and the nonzero MCCs are set as 200 and [1, 0.377+0.42, 0.09+0.31, 0.08−0.12], respectively. Figure 3 illustrates the RMSEs of the four algorithms (FOC, RARE, AUX and the proposed one), and the CRB is presented for comparison. According to the results, it is evident that our method achieves a lower SNR threshold at about 0 dB. In addition, it is superior to other three methods and approaches the CRB more closely. The performance of FOC is saturated starting from 5 dB, because of the cumulant matrix estimation errors introduced by limited number of observations.

C. RMSE VERSUS SNAPSHOT NUMBER

In the third experiment, we set the SNR as 10 dB but vary the number of snapshots from 10 to 1000, and the other parameters are assumed the same as the second experiment. Fig. 4 shows that RMSEs of all the algorithms drop gradually with an increase of the number of snapshots. This is due to the fact that better estimates of the covariance and pseudo covariance matrices can be obtained from a larger number of stationary samples. In addition, the RMSE of our algorithm is reasonably close to the corresponding CRB and outperforms other methods.

D. PROBABILITY OF RESOLUTION VERSUS SNR

In the fourth experiment, we investigate the PR of the four algorithms versus SNR. Consider that there are two BPSK sources radiating at -2° and 2°, and the SNR ranges from -10 dB to 20 dB in steps of 2 dB. It can be seen from Figure 5 that the proposed algorithm has the lowest SNR threshold of the full PR, while RARE and AUX have worse resolution as the SNR thresholds are both 12 dB that is much higher than that of our method. This is due to the fact that the noncircular information has been fully utilized to enhance the resolution capability at low SNRs.

E. COMPUTATIONAL COMPLEXITY COMPARISON

In this experiment, we compare the computational loads of the four algorithms. The searching step for DOA estimation is fixed at 1°, and the number of snapshots ranges from 10 to

FIGURE 2. DOA spectra obtained with NCMUSIC and the proposed method for ten BPSK sources. The sources are impinging from -70°, -55°, -40°, -25°, -10°, 5°, 20°, 35°, 50° and 65°. (Note that the number of array elements is only 10.)

FIGURE 3. RMSEs of DOA estimates versus SNR. 200 snapshots, 500 Monte Carlo trials.

FIGURE 4. RMSEs of DOA estimates versus snapshot number. SNR=10dB, 500 Monte Carlo trials.

FIGURE 5. Probability of resolution versus SNR. 500 independent trials are realized for each of the four methods.
1000. Fig. 6 illustrates the computational burden of these algorithms as a function of the snapshot number. It can be observed that the computational cost of RARE and AUX is slightly higher than that of our method, while FOC takes the most computational load since it has to calculate the fourth order cumulants that involves biquadratic operations.

Next, we assume that the number of snapshots is set as 200 and the antenna elements ranges from 10 to 40. The computational loads of the four algorithms versus the variation of antenna elements is illustrated in Figure 7. Similarly, we can draw the conclusion that the proposed algorithm is most efficient compared with other ones.

**APPENDIX. DERIVATION OF CRAMER-RAO BOUND**

In the appendix, we derive the corresponding stochastic CRB of DOA estimation for noncircular sources under unknown mutual coupling effect.

Let \( \Theta = [\theta^T, \psi^T, \kappa^T, \varphi^T, \mu^T, \sigma^2 \] \) denotes the real-valued unknown parameter vector, where \( \theta = [\theta_1, \cdots, \theta_K]^T \) is the DOA vector, \( \psi = [\psi_1, \cdots, \psi_K]^T \) contains the noncircular phases, \( \kappa = \text{Re}\{c_1, \cdots, c_K\}^T \) and \( \varphi = \text{Im}\{c_1, \cdots, c_K\}^T \) are the real and imaginary parts of the mutual coupling coefficients, \( \mu = [\mu_1, \cdots, \mu_K] \) is the \( K \times 1 \) vector made from \( [R_{\|}], 1 \leq i \leq K \), since it is assumed that the sources are uncorrelated. Suppose that the \( T \) samples of \( x(t), t=1, \ldots, T \) are independent and noncircularly Gaussian distributed. Based on the results in [32, 33], the Fisher information matrix (FIM) corresponding to the parameter vector \( \Theta \) can be written as

\[
F_{\Theta,\Theta} = T \cdot \text{Tr} \left( \frac{\partial R_x}{\partial \Theta_{\Theta}} \frac{\partial R_x}{\partial \Theta_{\Theta}}^H + \sigma^2 I \right) \tag{38}
\]

Herein, \( R_x \) is the extended covariance matrix corresponding to the augmented signal \( \tilde{x}(t) = [x^T(t), x^{\|}(t)]^T \), which is formed as

\[
R_x = E\{\tilde{x}(t)\tilde{x}^H(t)\} = \tilde{A}R\tilde{A}^H + \sigma^2 I \tag{39}
\]

where \( \tilde{A} = \left[ \begin{array}{c} C_{\Phi} \mathcal{A} - \left[a_1, \cdots, a_K\right] \end{array} \right], \) with \( a_i = e^{j\sin(\theta_i)} \).

The FIM for the unknown parameters and their cross terms are derived in detail in the following subsection. Since \( F \) is a symmetric matrix, we only need to find the upper triangular parts of \( F \).

**FIM with respect to DOA**

The partial derivative of the covariance matrix with respect to DOA is of the following form

\[
\frac{\partial R_x}{\partial \theta_n} = \hat{A}_{\theta_n} R_x \hat{A}_{\theta_n}^H + \tilde{A}R_x \tilde{A}_{\theta_n}^H \tag{40}
\]

where \( \hat{A}_{\theta_n} = \frac{\partial \hat{A}}{\partial \theta_n} = \left[ \begin{array}{c} 0, \cdots, \partial \hat{a}_{\theta_n}, \cdots, 0 \end{array} \right] \). Note that the nonzero element of \( \hat{A}_{\theta_n} \) only lies in the \( nth \) column, thus it can be expressed as

\[
\hat{A}_{\theta_n} = \hat{\mathcal{A}} e_n e_n^T \tag{41}
\]

Herein, \( e_n \) represents the \( nth \) column of the identity matrix \( I_{2M} \), and \( \hat{\mathcal{A}} \) is the matrix composed of derivatives.
The partial derivative with respect to the real part of MCC is of the following form
\[ \frac{\partial \mathbf{R}_\varphi}{\partial \mathbf{K}} = \hat{\mathbf{A}}_{\varphi} \mathbf{A}^H + \mathbf{A} \hat{\mathbf{A}}^H_{\varphi} \]  
(50)

where \( \hat{\mathbf{A}}_{\varphi} = \frac{\partial \hat{\mathbf{A}}}{\partial \psi} = [-\mathbf{1}, \ldots, \frac{\partial \hat{\mathbf{A}}}{\partial \psi}, \ldots, \mathbf{0}] \). Note that the nonzero element of \( \hat{\mathbf{A}}_{\varphi} \) only lies in the \( m \)th column, thus it can be expressed as
\[ \hat{\mathbf{A}}_{\varphi} = \hat{\mathbf{A}} \mathbf{e}_m \mathbf{e}_m^T \]  
(51)

Therefore, we can obtain that
\[ \frac{\partial \mathbf{F}}{\partial \mathbf{K}} = 2T \cdot \text{Re} \left\{ \left( \mathbf{R}_\varphi \mathbf{A}^H \mathbf{R}_\varphi^\dagger \hat{\mathbf{A}}_{\varphi} \right) \right\} \]  
\[ + \left( \mathbf{R}_\varphi \mathbf{A}^H \mathbf{R}_\varphi^\dagger \hat{\mathbf{A}}_{\varphi} \right) \]  
(44)

**FIM with respect to noncircular phase**

Similarly, the partial derivative of the covariance matrix with respect to noncircular phase is of the following form
\[ \frac{\partial \mathbf{R}_\varphi}{\partial \psi} = \hat{\mathbf{A}}_{\varphi} \mathbf{A}^H + \mathbf{A} \hat{\mathbf{A}}^H_{\varphi} \]  
\( m \)  
(45)

where \( \hat{\mathbf{A}}_{\varphi} = \frac{\partial \hat{\mathbf{A}}}{\partial \psi} = [-\mathbf{1}, \ldots, \frac{\partial \hat{\mathbf{A}}}{\partial \psi}, \ldots, \mathbf{0}] \). Note that the nonzero element of \( \hat{\mathbf{A}}_{\varphi} \) only lies in the \( m \)th column, thus it can be expressed as
\[ \hat{\mathbf{A}}_{\varphi} = \hat{\mathbf{A}} \mathbf{e}_m \mathbf{e}_m^T \]  
\( m \)  
(52)

**FIM with respect to signal covariance**

Since the noncircular sources are uncorrelated with each other, then \( \mathbf{R}_\varphi \) reduces to
\[ \mathbf{R}_\varphi = \sum_{k=1}^{K} \mu_k \hat{\mathbf{a}} \hat{\mathbf{a}}^H + \sigma^2 \mathbf{I} \]  
\( m \)  
(53)

Therefore, the partial derivative of the covariance matrix with respect to signal covariance elements is of the following form
\[ \frac{\partial \mathbf{R}_\varphi}{\partial \mu_k} = \hat{\mathbf{a}} \hat{\mathbf{a}}^H \]  
\( m \)  
(54)

Substituting (54) into (38), it can be deduced that
\[ \frac{\partial \mathbf{F}}{\partial \mu_k} = 2T \cdot \text{Re} \left\{ \left( \mathbf{R}_\varphi \mathbf{A}^H \mathbf{R}_\varphi^\dagger \hat{\mathbf{A}}_{\varphi} \right) \right\} \]  
\( m \)  
(48)

**DOA and noncircular phase cross term**

Analogously, by applying (40) and (45), it can be obtained that
\[ \frac{\partial \mathbf{F}}{\partial \psi} = 2T \cdot \text{Re} \left\{ \left( \mathbf{R}_\varphi \mathbf{A}^H \mathbf{R}_\varphi^\dagger \hat{\mathbf{A}}_{\varphi} \right) \right\} \]  
\( m \)  
(49)

\( m \)
The DOA and real part MCC cross term can be expressed as

\[
F_{\mu \nu} = 2T \cdot \text{Re} \left\{ (R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu) \circ (R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu) \right\}^T
\]

and

\[
F_{\mu \mu} = 2T \cdot \text{Re} \left\{ (R_\mu \tilde{A}^H \tilde{R}^{-1}_\mu \tilde{A}_\mu) \circ (\tilde{A}^H \tilde{R}^{-1}_\mu \tilde{A}_\mu) \right\}^T
\]

**DOA and MCC cross term**

By applying (40) and (50), we have

\[
F_{\theta \nu} = 2T \cdot \text{Re} \left\{ e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \tilde{A}_\mu e_\mu + e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\mu e_\nu \right\}
\]

\[
F_{\mu \nu} = 2T \cdot \text{Re} \left\{ \text{diag} \{ R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \tilde{A}_\mu e_\mu + e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\mu e_\nu \} \right\}
\]

The DOA and real part MCC cross term can be expressed as

\[
F_{\theta \nu} = \begin{bmatrix} F_{\theta \nu_1} & \cdots & F_{\theta \nu_s} \end{bmatrix}
\]

And \( F_{\theta \nu} \) can be obtained in a similar way.

**DOA and signal covariance cross term**

By applying (40) and (54), we have

\[
F_{\theta \nu} = T \cdot \text{Tr} \left\{ R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu + \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \right\}
\]

\[
= 2T \cdot \text{Re} \left\{ \tilde{a}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu e_\mu e_\nu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\mu \right\}
\]

Thus,

\[
F_{\theta \nu} = 2T \cdot \text{Re} \left\{ (R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu) \circ (\tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu) \right\}^T
\]

**Noncircular phase and MCC cross term**

Based on (45) and (50), we have

\[
F_{\upsilon \nu} = 2T \cdot \text{Re} \left\{ e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \tilde{A}_\mu e_\mu + e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu e_\nu \right\}
\]

Therefore,

\[
F_{\upsilon \nu} = 2T \cdot \text{Re} \left\{ \text{diag} \{ R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \tilde{A}_\mu e_\mu + e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu e_\nu \} \right\}
\]

**Noncircular phase and signal covariance cross term**

Substituting (45) into (54), it can be deduced that

\[
F_{\upsilon \nu} = 2T \cdot \text{Re} \left\{ e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \tilde{A}_\mu e_\mu + e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu e_\nu \right\}
\]

\[
F_{\upsilon \upsilon} = 2T \cdot \text{Re} \left\{ e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \tilde{A}_\nu \tilde{A}_\mu e_\mu + e_\mu^T R_\mu \tilde{A}^H \tilde{R}^{-1}_\nu \tilde{A}_\nu \tilde{A}_\nu e_\nu \right\}
\]
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