**ABSTRACT** Global Navigation Satellite System (GNSS) signal is vulnerable and easily interfered by spoofing because of its opening signal structure and weak signal power. Signal quality monitoring (SQM) technique has been shown to be viable to detect spoofing attacks on GNSS signals. However, the effectiveness of spoofing detection employing a single SQM metric alone is limited and conditional upon the features extracted of that specific SQM metric. The complementary features amongst various SQM metrics can be exploited to implement joint detection to overcome the deficiency of the individual SQM metric. Motivated by this idea, this work investigates the multi-metric joint detection technique which combines various SQM metrics into a composite SQM metric to detect spoofing attacks. This work proposes two combination strategies, namely amplitude combination mode (AmpM) and probability of false alarm combination mode (PfaM). The overall performance of different metric combinations was verified using simulations and the Texas Spoofing Test Battery (TEXBAT) dataset. Results show that the PfaM detector outperforms all single SQM metric detectors under various scenarios.
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**I. INTRODUCTION**

Spoofing is a kind of deliberate interference which generates a set of fake Global Navigation Satellite System (GNSS) signals to displace the authentic signals in the target receiver and finally deceive it. One of the main hazards is that the target receiver can be led almost imperceptibly into false position solutions [1]. The spoofed position can be fully controlled by the spoofer, which can threaten the security of civil GNSS users. Therefore, it is vital to develop a simple yet effective countermeasure to guard against this threat.

Many studies have focused on the spoofing detection and mitigation techniques, which can be generalized into three main categories: (1) spatial processing approaches are either based on receiver antenna array processing [2]-[5] or on a single moving antenna [6]-[8]. They achieve good anti-spoofing capability but require expensive antenna hardware or the assumption of user receiver motion; (2) baseband signal processing techniques typically work within the code and carrier tracking loops to detect the counterfeit signals by means of such as signal quality monitoring (SQM) [9]-[13], C/N0 monitoring [14][15], Doppler anomaly monitoring [16], subspace projection [17], and distribution checks of correlator outputs [18][19], and a moving variance-based method was also newly proposed [20][21]; (3) post-processing techniques are implemented after the GNSS pseudo-range measurements have been produced, and consistency checks can be performed in this stage among different measurements such as ephemeris data or clock offset change [22]. In addition, some other approaches have also been found to be effective for spoofing detection and mitigation, such as cryptographic modulation of the civil GNSS signal [23], multi-modal detection [24], parameter estimation methods [25][26], and dual-receiver correlation [27].

In recent years, the SQM technique has attracted significant interest in the GNSS community. Compared to many of the other detection mechanisms mentioned previously, SQM is much favored upon for multipath and
spoofing detection due to its simplicity and efficacy and it is highly autonomous, requiring no external dependencies [28]. SQM metrics are computed from three correlator outputs that are already implemented in all code tracking loops in conventional GNSS receivers. The Early, Prompt and Late accumulators dump complex values that can be used to identify distortion of the correlation function. Various SQM metrics have been developed. Phelts first introduced two SQM techniques: Delta test metric and Ratio test metric [29]. The Delta metric aims at detecting asymmetries of the correlation peak, while the Ratio test attempts specifically to detect the presence of a ‘deadzone’ at the top of correlation function. They were first presented for multipath detection but recently proved to be effective for anti-spoofing by monitoring the variation of the SQM metric during the interaction stage between the counterfeit and authentic signals [30]. Detailed performance assessments related to the Ratio or Delta metric have been done over a set of spoofing scenarios [10][11]. The Double-Delta SQM metric, which can be seen as a special Delta metric, was further developed and applied to detect the GNSS signal distortion and multipath based on the difference between two pairs of tracking and monitoring early-late correlators [31]-[34]. The early-late phase (ELP) metric was also developed for multipath detection, employing the phase difference between the early and late correlator outputs [35][36]. It has also been verified to be a useful discriminator to detect spoofing attacks.

Reference [37] presented a PD detector by combining the SQM technique with a power distortion monitor, which makes it possible to not only detect a spoofing attack but also distinguish it from multipath and jamming. A so-called Symmetric Difference (SD) metric is used to detect distortions in the correlation peak caused by anomalous GNSS signals, including spoofing signals. In [38], a PD-ML detector was proposed to improve the SD metric in [37] by exploiting data from the additional taps to perform maximum-likelihood estimation. This method significantly improves the performance of the PD technique proposed in [37], but at the expense of additional computational complexity. At least 11 taps were needed to maintain a reasonable level of theoretical detection performance.

However, each SQM metric mentioned above has its own flaws. The Delta, Ratio and SD metrics employ the correlation outputs of the In-phase channel for detection. So, when the authentic-counterfeit composite signal fluctuates between the In-phase and Quadrature channels due to the varying relative carrier phase between the authentic signal and the counterfeit signal, the overall detection performance may deteriorate. Especially when the relative carrier phase between the authentic signal and the spoofing signal is near 0.5π or 1.5π, the Delta, Ratio and SD SQM metrics would produce near zero values. Conversely, the ELP metric achieves the maximum value at 0.5π or 1.5π but almost approaches zero when this relative carrier phase is around an integer multiple of π [36].

It is also worth noting that the experience with the spoofing testbed presented in [39] demonstrates that it is difficult to launch a carrier-phase aligned spoofing attack. If the spoofer attempts to achieve this alignment to within 1/6 of a carrier cycle, it needs the precise knowledge of the position of the target receiver antenna to about the 3 cm level for the Global Position System (GPS) L1 frequency. As the direction of movement and velocity of the target receiver are largely unknown to the spoofer, it is almost impossible to guarantee that the counterfeit signals can be perfectly carrier-phase aligned with the corresponding authentic ones. So in most cases, this relative carrier phase has to be varying constantly and randomly. Under such circumstances, using only one of Delta, Ratio or ELP metrics alone would not be optimal as they are all very sensitive to the variation of relative carrier phase as described above.

Motivated by the need for a more reliable SQM-based metric for spoofing detection, this work investigates the multi-metric joint detection technique. It is intuitive to find that the ELP and Delta or Ratio metrics are mutually complementary, which allows us to combine different SQM metrics together to make use of their respective advantages and make up for their deficiencies. Two types of combination strategy, the Amplitude combination mode (AmpM) and the Probability of false alarm (Pfa) combination mode (PfaM), are put forward and fully discussed. A generalized expression of an SQM metric is first proposed, followed by a comprehensive statistical analysis to obtain threshold values for detection and optimal scaling for the combination. Finally, the overall performance of different metric combinations is numerically verified using both simulation analysis and a real dataset called the Texas Spoofing Test Battery (TEXBAT) dataset from University of Texas [40]. It will be shown later that the PfaM combination will outperform AmpM, as well as other single metric cases.

II. SIGNAL MODEL AND SQM METRICS

Under the spoofing-free circumstances, we consider the following complex baseband model for the authentic GNSS signal after down-conversion

\[ S(t) = A \cdot D(t) \cdot C(t) \cdot \exp(j\theta_u) \]  

where \( D(t) \) denotes the ±1-valued navigation data, \( C(t) \) is the pseudorandom code, and \( A \) and \( \theta_u \) denote the amplitude and carrier phase of the authentic signal, respectively. Without loss of generality, we assume \( D(t) = 1 \), then the post-correlation model is given by

\[
\begin{align*}
I_d &= A \cdot R(t_c) \cdot \cos \theta_a + \eta_d^I \\
Q_d &= A \cdot R(t_c) \cdot \sin \theta_a + \eta_d^Q
\end{align*}
\]  

where \( I_d \) and \( Q_d \) stand for the In-phase and Quadrature correlator outputs, respectively. \( t_c \) is the chip duration, \( dT_c \)
denotes the spacing of the early (for \( d < 0 \)) or late (for \( d > 0 \)) correlator from the prompt correlator \( d = 0 \), and \( d \) is a unitless quantity. \( R(\cdot) \) is the normalized autocorrelation function of an ideal BPSK modulation signal defined as

\[
R(dT_c) = \begin{cases} 
1-|dT_c|/T_c & |dT_c| \leq T_c \\
0 & |dT_c| > T_c 
\end{cases} \tag{3}
\]

\( \eta_c^I \) and \( \eta_c^Q \) are the Gaussian thermal noise of each channel. It is obvious that \( I_d \) and \( Q_d \) both follow a normal distribution. Assuming the residual Doppler shift error is negligible and the noise samples, \( \eta_c^I \) and \( \eta_c^Q \), are uncorrelated. The theoretical statistics of \( I_a \) and \( Q_a \) in the absence of spoofing are as follows [12][41]

\[
\begin{align*}
\mu_i &= A \cdot R(dT_c) \cdot \cos \theta_a, & \mu_q &= A \cdot R(dT_c) \cdot \sin \theta_a \\
\sigma_i^2 &= \sigma_o^2 = \sigma_0^2 = \frac{1}{2T_m(C / N_0)} & \sigma_{iq} &= 0 
\end{align*} \tag{4}
\]

where \( \mu_i \), \( \sigma_i^2 \), \( \mu_q \), \( \sigma_0^2 \) represent the mean value and variance of the In-phase and Quadrature correlator outputs, respectively, and the covariance of I-Q correlators, \( \sigma_{iq} \), is assumed to be zero. \( \sigma_i^2 \) is the base variance of the post-correlation noise. \( T_m \) denotes the coherent integration period to compute the correlation outputs. \( C / N_0 \) is the carrier to noise ratio of the received signal.

When there are spoofing attacks, the correlation peak will be distorted or asymmetric. The SQM metric then deviates from its mean value significantly which alerts us to any underway spoofing attacks. Eq. (2) can be written as

\[
\begin{align*}
I_d &= A \cdot R(dT_c) \cdot \cos \theta_a + A \cdot \alpha \cdot R(dT_c - \Delta \tau) \cdot \cos(\theta_a + \Delta \phi) + \eta_c^I \\
Q_d &= A \cdot R(dT_c) \cdot \sin \theta_a + A \cdot \alpha \cdot R(dT_c - \Delta \tau) \cdot \sin(\theta_a + \Delta \phi) + \eta_c^Q 
\end{align*} \tag{5}
\]

where, the spoofing signal is characterized by the relative amplitude \( \alpha \), the relative code delay \( \Delta \tau \) and the relative carrier phase \( \Delta \phi \) with respect to the authentic signal.

**A. Review of SQM metrics**

In this work, we consider three major SQM metrics: Delta, Ratio and ELP. As the SD metric in [37] and [38] is approximately equivalent to the Delta metric, for brevity, we just give the analysis of Delta metric here.

- **Delta Metric**

\[
m_{\text{delta}} = \left( \frac{I_d - I_a}{I_p} \right) \tag{6}
\]

- **Ratio Metric**

\[
m_{\text{ratio}} = \left( \frac{I_d + I_a}{I_p} \right) \tag{7}
\]

- **Early Late Phase Metric**

\[
m_{\text{elp}} = \tan^{-1} \left( \frac{Q_d}{I_d} \right) - \tan^{-1} \left( \frac{Q_a}{I_a} \right) \tag{8}
\]

where variables \( I_d, I_a, Q_d \) and \( Q_a \) are defined by (2) in the absence of spoofing attacks and (5) in the presence of a spoofing attack, and \( I_p \) denotes the In-phase prompt correlator with \( d = 0 \).

Fig. 1 illustrates the absolute value of each SQM metric by varying relative code delay \( \Delta \tau \) and the relative carrier phase \( \Delta \phi \) between the authentic and counterfeit signals. Note that this diagram is also valid for line-of-sight and multipath signals. The relative amplitude \( \alpha \) is maintained at 0.5. We can see that the expected value of each SQM metric is not uniformly distributed over the whole area. The relative carrier phase and delay have significant effect on the absolute value of the SQM metrics. The magnitude of the SQM metrics reflects the likelihood of the presence of a signal anomaly - which in this case is an indication of a spoofer.

**FIGURE 1.** Absolute theoretical value of each SQM metric for changing code delay at various carrier phase offsets between the authentic signal and the spoofing signal attenuated by 0.8. The correlator spacing \( d \) is 0.5 chip.

It can be observed that the ELP metric and the other two metrics are complementary, where a region of high magnitude of one metric is a region of low magnitude for the other metric in Fig. 1. More specifically, while Delta and Ratio metrics yields a high magnitude where the relative carrier phase \( \Delta \phi \) is around an integer multiple of \( \pi \), the ELP metric yields a low value, and vice versa. This is because the ELP metric employs both In-phase and Quadrature components, rather than only the In-phase component (as the Delta and Ratio metrics do). During a spoofing attack, \( \Delta \phi \) will vary constantly, which causes dramatic energy shifts between the In-phase component and the Quadrature component. The ELP metric reflects this variation in the Quadrature channel which makes it different from the other two SQM. Thus, the complementary feature
between the ELP metric and the other SQM metrics implies that the ELP metric could be exploited together with the other SQM metrics to make the joint detection more reliable and applicable for various relative carrier phases.

B. Generic representation of SQM metrics

In order to set thresholds in the case of a pre-defined false alarm probability, a complete knowledge of the statistical characteristics of SQM metrics is necessary. However, the combination of different SQM metrics in different combination ways makes it more complicated to obtain the accurate statistics. To ease analysis, this section first develops a generic representation of the SQM metrics in the absence of spoofing attacks, followed by a statistical analysis of it. It can be proved that Delta, Ratio, Double-Delta, and ELP metrics are all instances of this generic model, essentially. Then, based on the generic representation, we can not only characterize the probability distribution of different SQM metrics uniformly, but also construct various metric combinations and set the corresponding detection thresholds conveniently.

The generic representation is given by

$$m_{\text{general}} = k_1 x_1 + k_2 x_2 + \ldots + k_N x_N = \sum_{n=1}^{N} k_n \cdot r_n$$

with

$$r_n = \frac{x_n}{y_n}, \quad n = 1, 2, \ldots, N$$

The generic representation for an arbitrary SQM metric can be seen as the sum of different ratios $r_n$, where $r_n$ is determined by the definition of the specific SQM metric, $x_n$ and $y_n$ are two Gaussian distributed variables, and $N$ is the total number of such ratios. $N$ is 1 for Delta metric and Ratio metric, as well as the Double-Delta metric and 2 for the ELP metric which will be further discussed in the following subsection. Variable $k_n$ is the coefficient of $r_n$. The typical value is 1 or -1 for each single metric, but it could be any value for metric combinations.

Take the Delta metric as an example. According to its expression given by (6), we can set $x_i = I_{d,1} - I_{d,2}$, $y_i = I_p$, $k_1 = 1$, and $N = 1$, then the Delta metric is expressed in the form of (9), namely $m_{\text{Delta}} = k_1 x_1 / y_1$. Similarly, we can also rewrite the Ratio metric as $m_{\text{Ratio}} = k_1 x_1 / y_1$ with $x_1 = I_{d,1} + I_{d,2}$, $y_1 = I_p$, $k_1 = 1$, and $N = 1$.

As mentioned above, the SQM metrics considered in this paper can be seen as the ratios of two Gaussian distributed variables. However, each ratio does not follow a normal distribution theoretically. For example, the mean value of $r_n$ does not exist, since it becomes infinite when $y_n$ approaches zero. This makes the work of characterizing the statistics of SQM metrics complicated. Thus, reasonable approximations should be considered to simplify the analysis and at the same time ensure that the estimation error is acceptable.

Considering many real physical phenomena follow a normal distribution, it is possible that under some conditions $r_n$ can be approximated as a normal distributed variable. It is possible to locally approximate $r_n$ by a Taylor series and then calculate the mean value and variance. Once it can be proved that each ratio approximately follows a normal distribution, assuming $r_n$ with $n = 1, 2, \ldots, N$ are jointly Gaussian random variables, the constructed SQM metrics will also follow a normal distribution. Hence, next we need to consider the Taylor expansion of $r_n$ centered on the mean value of $x_n$ and $y_n$, that is $\mu_n$ and $\mu_y$, respectively.

The detailed proof of the following is presented in Appendix A. Thus, we have the mean value and variance of $k_n r_n$ as follows

$$\mu_r = E[k_n r_n] \approx k_n \mu_y$$

$$\sigma_r^2 = k_n^2 \sigma_y^2 + \mu_n^2 \sigma_y^2 - 2 \mu_n \sigma_y \sigma_{n,y}$$

(11)

Considering $\sigma_y^2$, $\sigma_y^2$, and $\sigma_{n,y}$ are all the functions of $\sigma_0^2$ (see Appendix A), for various SQM metrics, the nominal variance can be uniformly expressed by [12][41]

$$\sigma_r^2 = \delta \cdot k_n^2 \cdot \sigma_0^2 = \frac{\delta \cdot k_n^2}{2(C / N_0) T_0}$$

(12)

where $\delta$ depends on the definition of the SQM metric and the correlator spacing. In the following section, we will focus on the calculation of $\delta$ for each SQM metric.

C. Theoretical distribution

Assuming the correlator spacing $d = 0.5$ chip, we can obtain the variance of Delta and Ratio metrics in the absence of spoofing attacks as $\sigma_{\text{Delta}}^2 = 2 \sigma_0^2$ and $\sigma_{\text{Ratio}}^2 = \sigma_0^2$. A comprehensive derivation for the statistical first moments of Delta and Ratio metrics has been presented in Appendix B.

The ELP metric is defined as the difference of phase angle between Early and Late correlator outputs in radians. Considering the arctangent functions in the expression, it seems not straightforward to obtain its accurate probability distribution. However, it can still be expressed in the form of the generic representation we proposed above. The ELP metric should be first approximated employing Maclaurin series expansion. The comprehensive derivation for the ELP metric can be found in Appendix C.

Finally, a summary of definition and theoretical statistics of SQM metrics with $d = 0.5$ chip is given in Table I. These statistics are used to calculate the thresholds used for the proposed Pfa metric combination mode and amplitude combination mode described in the next section.

Fig. 2 illustrates the comparison between the derived theoretical probability density function (PDF) curves and the histograms in the absence of spoofing. The histograms are obtained by running $10^5$ times simulation trials. For ease of
comparison, the PDF curve has been aligned with the peak of the histogram in each subfigure. We can see that the theoretical PDF curves of three SQM metrics are all well matched with the simulation results, which demonstrates that the estimated statistics in Table I are reliable.

<table>
<thead>
<tr>
<th>TABLE I THEORETICAL STATISTICS OF SQM METRICS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta Metric</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Ratio Metric</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ELP Metric</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The threshold values are determined by a pre-defined $P_{fa}$ and the statistics of each metric or metric combination. Considering the mean value and variance are different for various SQM metrics or metric combinations, the threshold values are definitely different.

III. METRIC COMBINATION

As mentioned previously, each SQM metric looks at the correlation function distortion from a specific point of view. It is unreliable to implement spoofing detection only depending on the result of each SQM metric at any given time. Using multiple metrics together could be intuitively efficient to improve the robustness of spoofing detection. When various SQM metrics are jointly used in a certain manner, different metric combinations can be constructed. There could be different ways to construct the metric combinations. First, different numbers of SQM metrics can be jointly used, such as two or more metrics. Herein, we just consider the two-metric combination cases. As the ELP metric uses the information of phase difference between the Early and Late correlator outputs which differentiates it from the other two metrics, it has the potential to provide evidence of any spoofing attack underway from a new angle. Thus, the two-metric combinations, one of which is the ELP metric, deserve more attention. Another factor needing to be considered is the participation of each SQM metric used in the metric combinations. The contribution of each SQM metric could be adjustable, and the “optimal” case needs to be determined by some further analysis. Finally, and most importantly, different combination strategies should be considered and compared. In this work, we explore two combination strategies: amplitude combination mode...
(AmpM) and Pfa combination mode (PfaM). In the following sections, we focus on the discussion about these two combination strategies and their anti-spoofing performance.

A. Amplitude combination mode

Different from the cases of single metrics, multi-metric joint detection is more complicated. The amplitude combination mode is denoted as AmpM(·) in this paper, and its expression is given by

\[
m_{12} = \beta \cdot m_1 + (1 - \beta) \cdot m_2
\]

where \( m_1 \) and \( m_2 \) are any two SQM metrics, and \( m_{12} \) is the metric combination of \( m_1 \) and \( m_2 \) using amplitude combination mode. The metric combinations are constructed in the form of the linear combination of various SQM metrics. In order to include the contribution of quadrature components, we mainly focus on the combinations constituted by two SQM metrics, one of which is the ELP metric.

The Delta and Ratio metrics can be seen as linear combinations of different early and late correlator outputs normalized by the prompt value, so they are naturally unitless, whereas if the ELP metric is defined by (8), it will be in units of radians, which makes AmpM given by (15) somewhat unreasonable and unaccountable. However, according to the generic representations presented in section II.B and (C4), the ELP metric can also be approximated as the sum of two ratios. As each ratio is unitless, the ELP metric can also be unitless. So for the sake of convenience, the approximate form of the ELP metric is employed in the construction of metric combinations. It should be noted that the prerequisite of such approximation is that the correlator output of the Quadrature channel is very close to 0. But in the presence of spoofing, there will be energy transferring between the In-phase and Quadrature branches, and this approximation may be false. At this point, the ELP metric should be computed in radians using its initial definition expression (8). As the range of values for the arctangent function is between \(-0.5\pi\) and \(0.5\pi\), the value of the ELP metric will be within the range from \(-\pi\) to \(\pi\).

In order to perform a statistical analysis on the amplitude combination strategy, (15) also needs to be expressed in the form of the generic representation. Taking the amplitude combination of ELP and Delta metrics as an example, the joint metric is given by

\[
m_{\text{elp+delta}} = \beta \cdot \left( \frac{Q_{\text{elp}} - O_{\text{elp}}}{I_{\text{elp}}} \right)_d + (1 - \beta) \cdot \left( \frac{I_{\text{delta}} - I_{\text{elp}}}{I_p} \right)
\]

where \( r_1, r_2, \) and \( r_3 \) are ratios between various correlator outputs which have been shown to be normally distributed in the previous parts. As the covariance between any two correlators is typically nonzero, the correlator outputs are not independent of each other. But it is reasonable that the ratios can be seen as mutually independent. This is because these ratios have different denominators which are also normally distributed variables. The value of ratios would be further randomized and thus the covariance between any two correlators could be very close to zero. So according to the properties of the normal distribution, we can easily have the following conclusion that the mean value of a metric combination equals the sum of mean values of all ratios in (16), and the overall variance also equals the sum of variances of each ratio.

Now set \( \beta = 0.5 \), and we have the mean value of \( m_{\text{elp+delta}} \) is 0 and the variance of \( m_{\text{elp+delta}} \) is \( 0.5^2 \times 8\sigma_0^2 + 0.5^2 \times 2\sigma_0^2 = 2.5\sigma_0^2 \). Therefore, \( m_{\text{elp+delta}} \sim N(0, 2.5\sigma_0^2) \). In the same way, for the metric combination of ELP and Ratio, we have the mean value of \( m_{\text{elp+ratio}} \) is 0.5 and the variance is \( 0.5^2 \times 8\sigma_0^2 + 0.5^2 \times \sigma_0^2 = 2.25\sigma_0^2 \), so \( m_{\text{elp+ratio}} \sim N(0, 2.25\sigma_0^2) \). The definition and theoretical statistics of the amplitude combination mode with \( d = 0.5 \) chip and \( \beta = 0.5 \) are summarized in Table II.

<table>
<thead>
<tr>
<th>Table II: Statistics of the Amplitude Combination Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AmpM (ELP, Delta)</strong></td>
</tr>
<tr>
<td><strong>AmpM (ELP, Ratio)</strong></td>
</tr>
</tbody>
</table>

Fig. 3 plots the theoretical PDF curves of metric combinations, AmpM(ELP, Delta), and AmpM(ELP, Ratio), together with the histograms calculated from \(10^4\) simulation runs. We can see that the theoretical curves are consistent with the histograms. Thus, the theoretical distribution of the SQM metric combinations in AmpM mode is considered to be validated. It will be used to set detection thresholds for the metric combinations in the practical applications.
The previous discussed AmpM is a kind of tightly-coupled combination strategy. Compared to AmpM, the Pfa combination mode is loosely-coupled. Different SQM metrics work independently, but the final decision is made based on the detection results of different SQM metrics. So, the Pfa combination strategy is defined as the spoofing-presence decision is made as long as one metric exceeds its threshold. It is denoted as PfaM(·) in this paper.

For the sake of simplification, we just assume two SQM metrics are jointly used for spoofing detection. Let $P_{fa, i}$ ($i = 1 \text{ or } 2$) denote the probabilities of false alarm of the two SQM metrics; they could be independent of each other. The detection threshold for each SQM metric can be calculated based on the detection method described in section II.D. Finally, the overall probability of false alarm for the metric combination is computed by

$$P_{fa} = 1 - (1 - P_{fa, 1}) \cdot (1 - P_{fa, 2}) = P_{fa, 1} + P_{fa, 2} - P_{fa, 1} \cdot P_{fa, 2}$$ \hspace{1cm} (17)

In the typical case where $P_{fa, i}$ is chosen to be close to zero, such as 1% or even smaller values, the last term in (17) can be ignored, thus the overall $P_{fa}$ can be simply rewritten as the sum of $P_{fa, 1}$ and $P_{fa, 2}$

$$P_{fa} \approx P_{fa, 1} + P_{fa, 2}$$ \hspace{1cm} (18)

So, if we want to construct a metric combination with overall $P_{fa}$ equal to a given value, i.e. $P_{fa} = P_{fa, \text{given}}$, $P_{fa, \text{given}}$ should be allocated in proportion to $P_{fa, 1}$ and $P_{fa, 2}$. Here we define a factor $\lambda$ to characterize this allocation

$$\begin{align*}
P_{fa, 1} &= \lambda \cdot P_{fa, \text{given}} \\
P_{fa, 2} &= (1 - \lambda) \cdot P_{fa, \text{given}}
\end{align*}$$ \hspace{1cm} (19)

We can see that, similar to $\beta$ in the definition formula of the amplitude combination strategy (eq. (15)), $\lambda$ can also be seen as a weighting factor to adjust the participation of each SQM metric. The difference is that, $\beta$ is used to adjust the metric amplitude that each metric contributes, but $\lambda$ adjusts the false alarm probability that each metric contributes. This is why we call this combination strategy the Pfa combination mode.

### C. Evaluation criterion

So far, we have discussed two combination strategies and how to calculate theoretical threshold values for a specific $P_{fa}$. For the sake of comparison, we need a performance metric to characterize the anti-spoofing performance of SQM metrics and their combination strategies. Considering the relative carrier phase and code delay between the counterfeit signal and its authentic counterpart are varying during a spoofing attack, a good spoofing detection method is expected to be less sensitive to this variation and uniformly sensitive to a large range of carrier phases and code delays. So here we define two measurements, detectable area and overall detection ratio, as follows:

- **Detectable Area**
  
  For a given $P_{fa}$, if the probability of detection ($P_d$) in the case of a certain relative code delay and relative carrier phase exceeds a minimum acceptable detection probability, it is then considered to be a detectable point. All the detectable points constitute the detectable area. The minimum acceptable detection probability can also be seen as a threshold for its $P_d$.

- **Overall Detection Ratio**
  
  The overall detection ratio, defined as (20), is a criterion to characterize the robustness of the SQM metric over all relative carrier phases and code phases. It is a ratio between the detectable area and the total area. The total area is a fixed rectangle area whose width represents various code delay of spoofing signal relative to the authentic signal and height represents the relative carrier phase. Thus, a larger detectable area corresponds to a larger overall detection ratio and the SQM metric with larger overall detection ratio will be regarded as a better metric as it is more robust to the time-varying code delay and carrier phase.

$$\text{Overall Detection Ratio} = \frac{\text{Detectable Area}}{\text{Total Area}} = \frac{\text{Detectable Area}}{\text{Total Area}}$$ \hspace{1cm} (20)

### IV. SIMULATION RESULTS

Simulation results for different metric combinations in terms of detectable area and overall detection ratio are provided in this section. In the following simulations, a spoofing signal with amplitude attenuation of 0.7 was added to the authentic signal. $P_{fa}$ is set to 0.01 and the minimum acceptable detection probability is set to 0.8. The thresholds for spoofing detection are calculated based on (14), and the tracking loop integration time is 1 ms.

The $C/N_0$ used here is 53 dB-Hz, which is consistent with that of the TEXBAT dataset used in the next section. This is a reasonably strong signal environment where the user receiver is able to reliably track the signals from authentic.
GNSS satellites prior to the spoofing attacks, which is a prerequisite of the SQM-based spoofer detector. A weak signal condition implies poor $C/N_0$ of the received signal. Left uncompensated, it will result in larger variance of the correlator outputs and a decline of detection probability. To counter weak signal conditions, the tracking loop integration time needs to be extended.

A. Sensitivity of SQM to relative code phase and relative carrier phase

This subsection tries to show the effect of relative code phase and relative carrier phase on the SQM metrics. Subfigures on the left side of Fig. 4 show the detection probability for each SQM metric by varying the code delay and carrier phase of the counterfeit signal relative to the authentic signal. When a minimum acceptable detection probability is applied, we have the detectable areas of each SQM metric as shown in the subfigures on the right side of Fig. 4. The detectable area is highlighted in yellow. It can be seen that the detectable areas of the Delta metric and Ratio metric are very similar, owing to the similar information they use to perform spoofing detection, whereas the ELP metric has a complementary shape to the other two SQM metrics. The complementarity makes it possible to improve the performance of anti-spoofing by using metrics jointly.

![Detection probability and detectable area for individual SQM metrics](image1)

![Detection probability and detectable area for amplitude combination mode (AmpM)](image2)

![Detection probability and detectable area for Pfa combination mode](image3)

Fig. 6 shows the detection probability and detectable area for the Pfa combination mode. The weighting factor $\lambda$ is set to 0.5. It is obvious that PfaM(ELP, Delta) and PfaM(ELP, Ratio) significantly improve the probability of detection for a specific carrier phase and code delay. The final detection area shows a combined shape of the detectable areas of the ELP metric and Delta metric (or Ratio metric). Thus, the Pfa combination mode can be an effective strategy to construct the SQM metric combinations and eventually improve the robustness of spoofing detection. In addition, the Pfa combination of Delta and Ratio metrics has minimal effect on the overall detection ratio, which demonstrates that the combination of Delta and Ratio metrics could not significantly boost the overall performance no matter what combination strategy is adopted.

For comparison purposes, the overall detection ratio has been calculated based on the simulation results from Fig. 4 to Fig. 6 to be shown in Table III. It is calculated using the definition formula of (20). We can see the overall detection ratios for each single metric are all around 0.5, which means there is no real difference among various SQM metrics in terms of the spoofing detection performance. However for the amplitude combination mode, the detection ratios just
slightly increase compared with single SQM metrics. But Pfa combination provides a marginal improvement of almost 20% in terms of its overall detection ratio. Especially PfaM(ELP, Ratio) outperforms all the other cases with an overall detection ratio of 0.7746.

![Detection probability and detectable area for combination Pfa combination mode.](image)

**TABLE III OVERALL DETECTION RATIOS FOR DIFFERENT SQM METRICS AND METRIC COMBINATIONS**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Delta</th>
<th>Ratio</th>
<th>ELP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single metric</td>
<td>0.4972</td>
<td>0.5178</td>
<td>0.5000</td>
</tr>
</tbody>
</table>

**Combination Modes**

<table>
<thead>
<tr>
<th>Mode 1: Amplitude combination</th>
<th>Delta+Ratio</th>
<th>ELP+Delta</th>
<th>ELP+Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 2: Pfa combination</td>
<td>0.5772</td>
<td>0.5111</td>
<td>0.5139</td>
</tr>
<tr>
<td></td>
<td>0.6044</td>
<td>0.7653</td>
<td>0.7746</td>
</tr>
</tbody>
</table>

**B. Effect of β and λ**

Another consideration is the selection of weighting factors β and λ for the amplitude and Pfa combination mode, respectively. It is necessary to evaluate the effect of β and λ on the overall performance. Simulations have been performed by varying β and λ, and all else being the same as the previous subsection. The overall detection ratio curves for various metric combinations with are shown in Fig. 7. For AmpM and PfaM, the horizontal axis represents β and λ, respectively. We can see that for PfaM(ELP, Delta) and PfaM(ELP, Ratio), the overall detection ratio increases stably from about 0.5 to larger than 0.75 reaching the maximum, as λ increases from 0.5 to 1-10⁻⁵. Thus, 0.5 can be the best value of λ to achieve the largest detection ratio, whereas the combination of Delta and Ratio metric still shows no significant performance gain compared to its individual metrics.

However, for the amplitude combination strategy, all three dotted curves fluctuate around 0.5, except for AmpM(Delta, Ratio) which improves slightly at β=0.5. Also, when β is smaller than 10⁻², we can see the curves of AmpM(Delta, Ratio) and AmpM(ELP, Ratio) overlap. This is because the choice of β has given dominance to the Ratio metric. Similarly, the curves of AmpM(ELP, Delta) and AmpM(ELP, Ratio) are also very close to each other when β is larger than 0.9, as dominance has been given to the ELP metric.

![Overall detection ratio VS. weighting factor β for amplitude combination mode and weighting factor λ for Pfa combination mode. Two red circles indicate the curves of AmpM begin to separate or overlap.](image)

**V. TESTS WITH THE TEXBAT DATASET**

In this section, we evaluate the spoofing detection performance using individual metrics and metric combinations with real data. The dataset, named TEXBAT, is part of a test battery of real cases publicly provided by the University of Texas at Austin [40]. Considering the limitations of space, we will focus our performance evaluation using Scenario 2 and compare it with Scenario 3. The two scenarios differ in terms of the way to align the carrier phase, which has been fully discussed in [21]. From Scenario 2 and 3, we can observe significant variation in detection performance between a crude frequency unlocked spoofer (i.e. Scenario 2) and a frequency locked spoofer (i.e. Scenario 3). The signals were processed using a modified version of the MATLAB GPS software receiver [42] at a correlator output rate of 1000 samples per second. As mentioned above, the performance of the Delta and Ratio metrics is quite close. Thus, for brevity, we will only consider the Ratio metric, ELP metric, PfaM, and AmpM metric combinations in the following tests.

**A. Scenario 2**

Scenario 2 of the TEXBAT dataset includes a spoofer with a high-power advantage over the authentic signal (+10 dB). The total signal length is about 350 s. A frequency-unlocked...
spoofing attack is launched from the 150 s to 250 s, and the relative code phase between the authentic signal and spoofing signal begins at 0 chips and ends at 2 chips. After the interaction stage, the tracking loop of target receiver eventually locks on the counterfeit signal.

To examine carefully the changes of detection performance during the whole spoofing attack, the detection rate of single metrics, and various metric combinations with AmpM and PfaM are illustrated in Fig. 8. The definition of detection rate here is essentially identical with the overall detection ratio in section IV, which is given by

$$\text{detection rate} = \frac{\text{Number of measurements exceeding thresholds}}{\text{Total number of measurements} N}, \quad n = 1, 2, \ldots, N$$

(21)

It is defined as a ratio between the number of SQM measurements that exceed the thresholds and the total number of measurements $N$ over a detection window. So $N$ is a function of detection window and the integral time of tracking loop.

To illustrate its time domain transients, a short detection window of 10 seconds is chosen for the results in Fig. 8, so a set of detection rates is computed within every 10-second long dataset. Constant false alarm rate (CFAR) processing is employed and the predetermined false alarm rate used in this test is 0.01, which is used to calculate the theoretical thresholds for spoofing detection. The weighting factors of two combination strategies, $\lambda$ and $\beta$, are all set to 0.5 in the following tests.

We can see from Fig. 8 that for the first 120 seconds, the detection rate curves are all slightly larger than 0. That’s because in this stage, the spoofing attack has not been launched. The metric response of this stage is identical to the pure authentic signal circumstance, so the detection rate at this moment is almost equal to the pre-set false alarm rate of 0.01. After that, all curves start increasing. We can see PfaM(ELP,Ratio) outperforms the other methods for the whole period of the interaction stage from 150 s to 250 s. Particularly, the instantaneous detection rate of PfaM(ELP,Ratio) approximates 100% during the interval between 160 and 200 s. After 250 s where the interaction stage has ended, the relative code phase exceeds 1 chip, which precludes any SQM methods from detecting any spoofer-authentic signal interaction.

It is also interesting to mention that the detection rate curve of the Ratio metric noticeably lags behind other three curves. This is probably because the sum of the Early and Late correlator outputs does not change so dramatically in the early stage of a spoofing attack when the spoofing signal has a code delay similar to the authentic signal. This conclusion is also supported by Fig. 4, from which we can see the detectable area of the Ratio metric shifts slightly to the right compared with that of the Delta or ELP metric. Thus, the Ratio metric has a relatively slower reaction. In addition, although a $\beta$ of 0.5 is used here, the AmpM(ELP, Ratio) performs similarly to the ELP metric but differently from the Ratio metric. This is because the variance of the ELP metric $\sigma_{\beta}^2$ is approximately 8 times $\sigma_{\text{ratio}}^2$ (see Table I), so the ELP metric affects more in AmpM(ELP, Ratio) than the Ratio metric even the two SQM metrics are combined in the same proportion.

Fig. 9 shows the Receiver Operating Characteristic (ROC) curves of detection techniques for single metrics and various metric combinations. The detection window is 100 seconds, from 150 s to 250 s. This period is corresponding to the interaction stage between the authentic signal and spoofing signal. We can see that for a given false alarm rate of 0.1, the detection rate of PfaM(ELP, Ratio) exceeds 0.75. However, AmpM(ELP, Ratio) is even slightly worse than the individual ELP metric. So, the Pfa combination mode outperforms the amplitude combination mode, as well as each individual SQM metrics.
frequency-locked time push from seconds 150 to 300 of the total simulation time. The PRN used here is 3.

Fig. 10 shows the transients of the detection rate of single SQM metrics as well as various metric combinations under Scenario 3 of the TEXBAT dataset. The detection window used to compute each detection rate is 10 s, which is identical to Fig. 8. During the interaction stage (defined from 150 s to 250 s), the PfaM(ELP, Ratio) method visibly outperforms all other methods. On the other hand, the detection rate curves of the AmpM(ELP, Ratio) method shows no improvement against other individual SQM metrics.

It should also be noted that the performance evaluation presented above does not consider the environmental effects, such as multipath. Similar to a spoofing attack, multipath can also result in the distortion of correlation peak, which will cause false alarm to an SQM-based spoofing detector and deteriorate its performance. This is a challenge to all the SQM-based anti-spoofing techniques but beyond the scope of this article. It can be perceived that additional techniques should be jointly used with the SQM method, such as power monitoring [37][38]. Doppler domain detection [16], and multiple satellites consistency checks [43] to reliably distinguish spoofing attacks from multipath. Future research will focus on how to distinguish spoofing from multipath to improve the feasibility of the anti-spoofing method under complex multipath environment. Alternatively, this paper can also be used as the foundation of a detector that jointly detects multipath and spoofing attacks.

CONCLUSION

This paper has proposed a multi-metric joint detection technique for spoofing detection, by attempting to combine various SQM metrics to perform spoofing detection rather than choosing one of many SQM metrics. Two different combination strategies have been proposed and analyzed. The performance has been evaluated using the TEXBAT dataset. Results show that for a given false alarm rate of 0.1, the detection rate exceeds 0.75 for PfaM(ELP, Ratio), but less than 0.65 for AmpM(ELP, Ratio), the individual ELP metric, and the Ratio metric. The proposed multi-metric combination technique in PfaM combination improves the robustness of spoofing detection and shows significant ROC performance improvement when compared against any individual SQM metric.

Appendix A. The derivation of statistics for the generic SQM model

For $f(x, y) = x/y$, the Taylor series expansion of $f(x, y)$ centered on the mean value of $x$ and $y$ is given by

$$f(x, y) \approx g_0 + g_x(x - \mu_x) + g_y(y - \mu_y)$$

(A1)

with

$$g_0 = f(\mu_x, \mu_y) = \frac{\mu_x}{\mu_y}$$

$$g_x = f'_x(\mu_x, \mu_y) = \frac{\partial f}{\partial x} \bigg|_{x = \mu_x, y = \mu_y} = -1 \quad (A2)$$

$$g_y = f'_y(\mu_x, \mu_y) = \frac{\partial f}{\partial y} \bigg|_{x = \mu_x, y = \mu_y} = -\frac{\mu_x}{\mu_y^2}$$

where $\mu_x$ and $\mu_y$ are the mean value of $x$ and $y$, respectively. The mean value of $f(x, y)$ can be computed by
\[ E[f(x, y)] = E[g_0] + g_x \cdot E(x - \mu_x) + g_y \cdot E(y - \mu_y) \]
\[ = E[g_0] = g_0 = \frac{\mu_x}{\mu_y} \quad \text{(A3)} \]

where \( E(\cdot) \) represents the operation of statistical expectation. We can also get the mean square value of \( f(x, y) \), which can be expressed as
\[ E[f(x, y)^2] = E[g_0^2] + g_x^2 \cdot E((x - \mu_x)^2) + g_y^2 \cdot E((y - \mu_y)^2) + 2g_x \cdot g_y \cdot E(x - \mu_x) \cdot E(y - \mu_y) + 2g_x \cdot g_y \cdot E[x - \mu_x](y - \mu_y)] \]
\[ (A4) \]

Then after some mathematical manipulations, the above equation can be rewritten as
\[ E[f(x, y)^2] \approx g_0^2 + g_x^2 \cdot \sigma_x^2 + g_y^2 \cdot \sigma_y^2 + 2g_x \cdot g_y \cdot \sigma_{xy} \quad \text{(A5)} \]

The variance of \( f(x, y) \) can be written as
\[ \sigma^2_{f(x, y)} = E[f(x, y)^2] - E[f(x, y)]^2 \]
\[ = g_x^2 \cdot \sigma_x^2 + g_y^2 \cdot \sigma_y^2 + 2g_x \cdot g_y \cdot \sigma_{xy} \quad \text{(A6)} \]

So, the variance of \( f(x, y) \) can be further written as
\[ \sigma^2_{f(x, y)} = \frac{1}{\mu_y^2} \cdot \sigma_x^2 + \frac{\mu_y^2}{\mu_x^2} \cdot \sigma_y^2 - 2 \cdot \frac{\mu_y}{\mu_x^2} \cdot \sigma_{xy} \quad \text{(A7)} \]

**Appendix B. Statistics of Delta and Ratio metrics**

According to the generic representation of SQM metrics (eq.(9)), for Ratio metric, we have
\[ \begin{align*}
x &= I_{-d} + I_{+d} \\
y &= I_p
\end{align*} \quad \text{(B1)} \]

Assuming \( I_{+d} \) and \( I_{-d} \) are independent of each other, we can easily obtain
\[ \begin{align*}
\mu_x &= 2R(dT_e) \\
\mu_y &= R(0)
\end{align*} \quad \text{(B2)} \]

So, we have \( \mu_{ratio} = \mu_x / \mu_y = 2R(dT_e) / R(0) \). The covariance of \( x \) and \( y \), \( \sigma_{xy} \), can be computed by
\[ \sigma_{xy} = \text{Cov}[x, y] \]
\[ = E[(I_{-d} + I_{+d} - E[I_{-d} + I_{+d}]) \cdot (I_p - E[I_p])] \]
\[ = E[(I_{-d} - E[I_{-d}]) \cdot I_p] + E[(I_{+d} - E[I_{+d}]) \cdot I_p] \]
\[ = \sigma_{I_d, I_p} + \sigma_{I_d, I_p} = 2\sigma_0^2 R(dT_e) \quad \text{(B3)} \]

The variance of \( y \), \( \sigma^2_y \), can be directly given as \( \sigma^2_y = \sigma^2_0 \) and \( \sigma_y^2 \) is calculated as follows
\[ \sigma^2_y = \text{Var}[I_{-d} + I_{+d}] = \text{Var}[I_{-d}] + \text{Var}[I_{+d}] + 2\text{Cov}[I_{-d}, I_{+d}] \]
\[ = 2\sigma_0^2 + 2\sigma_0^2 R(2dT_e) \quad \text{(B4)} \]

Thus, based on (A7) and (B2) to (B4), the variance of the Ratio metric is computed as
\[ \sigma^2_{ratio} = \frac{1}{R(0)^2} \left(2\sigma_0^2 + 2\sigma_0^2 R(2dT_e)\right) \]
\[ + \frac{4R(dT_e)^2}{R(0)^3} \sigma_0^2 - \frac{4R(dT_e)}{R(0)^3} \cdot 2\sigma_0^2 R(dT_e) \quad \text{(B5)} \]

If we assume \( d = 0.5 \) chip, it can be easily obtained that \( \sigma^2_{ratio} = \sigma_0^2 \) and \( \delta_{ratio} = 1 \).

In the same way, the Delta metric can also be rewritten in the form of (9) with
\[ \begin{align*}
\mu_x &= I_{-d} - I_{+d} \\
\mu_y &= I_p \\
\sigma^2_x &= 2\sigma_0^2 \left(R(0) - R(2dT_e)\right) \\
\sigma^2_y &= \sigma_0^2 \\
\sigma_{xy} &= \text{Cov}(I_{-d} - I_{+d}, I_p) = \text{Cov}(I_{-d}, I_p) - \text{Cov}(I_{+d}, I_p) = 0
\end{align*} \quad \text{(B6)} \]

Then we can obtain the statistics of the Delta metric as follows
\[ \begin{align*}
\mu_{delta} &= \frac{\mu_x}{\mu_y} = 0 \\
\sigma^2_{delta} &= \frac{1}{R(0)^2} \cdot \sigma_x^2 + \frac{0}{R(0)^4} \cdot \sigma_y^2 - \frac{2 \cdot 0}{R(0)^3} \cdot \sigma_{xy} \\
&= 2\sigma_0^2 \left(R(0) - R(2dT_e)\right) \\
&= \frac{R(0)^2}{R(0)^2} \quad \text{(B7)}
\end{align*} \]

If we set \( d = 0.5 \) chip, we will have \( \sigma^2_{delta} = 2\sigma_0^2 \) and \( \delta_{ratio} = 2 \).

**Appendix C. Statistics of the ELP metric**

It is known that the arctangent function has the following Maclaurin series expansion
\[ \text{arctan} x = \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} x^{2n+1} = x - \frac{x^3}{3} + \frac{x^5}{5} - \ldots \quad \text{for } |x| \leq 1 \quad \text{(C1)} \]

So, the phase angle of a correlator with correlator spacing \( d \) can be expanded as
\[ \tan^{-1} \left( \frac{Q_d}{I_d} \right) = \frac{Q_d}{I_d} - \frac{1}{3} \left( \frac{Q_d}{I_d} \right)^3 + \frac{1}{5} \left( \frac{Q_d}{I_d} \right)^5 - \ldots \quad \text{(C2)} \]

When the tracking loop is locked, and the received signal is stabilized in PLL mode, there are no tracking code and phase offsets. The signal energy mainly concentrates on the In-phase branch and \( Q_d / I_d \) is very close to 0. In the
circumstances, the terms in (C2), except for the first term, will be very small that they can be ignored for simplification of analysis. Thus, the phase angle can be approximately written as

$$
\begin{align*}
\theta_{early} &= \tan^{-1} \left( \frac{Q_d}{I_d} \right) \\
\theta_{late} &= \tan^{-1} \left( \frac{Q_d}{I_d} \right)
\end{align*}
$$

(C3)

Finally, the ELP metric approximately can be written as

$$
m_{elp} \approx \hat{m}_{elp} = \frac{Q_d}{I_d} - \frac{Q_d}{I_d} = \frac{x_1}{y_1} - \frac{x_2}{y_2} = r_1 - r_2
$$

(C4)

So, ELP metric is also expressed in the form of (9), where

$$
\begin{align*}
x_1 &= Q_d, y_1 = I_d, x_2 &= Q_d, y_2 = I_d, \\
\mu_{\theta_1} &= \mu_{\theta_2} = A \cdot R(d_T) \cdot \sin \theta_a = 0, \\
\mu_{\varphi_1} &= \mu_{\varphi_2} = \frac{A \cdot R(d_T)}{R(d_{t,1}, T_{c1})} \cos \theta_a = \frac{A \cdot R(d_T)}{R(d_{t,1}, T_{c1})} \\
\sigma_{\theta_1}^2 &= \sigma_{\theta_2}^2 = \sigma_{\varphi_1}^2 = \sigma_{\varphi_2}^2 = \sigma_0^2, \\
\sigma_{\theta_1, \varphi_1}^2 &= \sigma_{\theta_2, \varphi_2}^2 = \sigma_{\theta_1, \varphi_2}^2 = \sigma_{\theta_2, \varphi_1}^2 = Cov(Q_d, I_d) = Cov(Q_d, I_d) = 0, \\
k_1 &= 1, k_2 = -1
\end{align*}
$$

(C5)

As both $r_1$ and $r_2$ can be characterized by a normal distribution, the difference value $r_1 - r_2$ will also follow a normal distribution with mean value $\mu_{d} = E[r_1] - E[r_2]$ and variance $\sigma_0^2 = Var[r_1] + Var[r_2]$. Next, we need to obtain the mean value and the variance of $r_1$ and $r_2$. For $r_1$, the mean value $E[r_1]$ equals to $\mu_{\theta_1}/\mu_{\theta_2} = 0$. According to (A7), the variance $Var[r_1]$ is computed by

$$
Var[r_1] = \frac{1}{2} \frac{R(d_{t,1}, T_{c1})^2 \cdot \sin^2 \theta_a}{R(d_T)^2 \cdot \cos^2 \theta_a} \sigma_0^2 + \frac{R(d_T)^2 \cdot \cos^2 \theta_a}{R(d_T)^2 \cdot \cos^2 \theta_a} \sigma_0^2 = \frac{1}{2} \sigma_0^2 = \frac{1}{2} \sigma_0^2 = \frac{1}{2} \sigma_0^2
$$

(C6)

When we substitute $\theta_a = 0$ and $d = 0.5$ into (C6), we have

$$
Var[r_1] = \frac{1}{2} \frac{R(d_{t,1}, T_{c1})^2 \cdot \sin^2 \theta_a}{R(d_T)^2 \cdot \cos^2 \theta_a} \sigma_0^2 = 4\sigma_0^2
$$

(C7)

Similarly, the statistics of $r_2$ can be directly given by

$$
\begin{align*}
E[r_2] &= 0 \\
Var[r_2] &= 4\sigma_0^2
\end{align*}
$$

(C8)

Finally, we obtain the overall statistics of the ELP metric as follows

$$
\begin{align*}
\mu_{elp} &= 0 \\
\sigma_{elp}^2 &= 4\sigma_0^2 + 4\sigma_0^2 = \delta_{elp}, \sigma_0^2 = 8\sigma_0^2
\end{align*}
$$

(C9)
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