Accurate Maximum Power Tracking of Wireless Power Transfer System based on Simulated Annealing Algorithm
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ABSTRACT Wireless power transfer (WPT) technology has become a popular solution to battery charging of mobile equipment. However, the variation of the load power will affect the transmission capacity of the system, which might make the electrical load cannot gain the required rated power and function improperly. Based on the analysis of power transmission characteristic and resonance state of WPT system, this paper adopts the simulated annealing (SA) method to track the maximum power point (MPP) of WPT in bifurcation state. The power tracking effectiveness of the proposed SA method is compared with that of the traditional MPPT method in WPT system based on perturbation and observation. The SA method performances under different parameters are assessed with consideration of the number of iterations needed for convergence and the convergence probability. Experimental validation of the maximum power tracking of WPT based on SA method is presented under different load conditions. Experimental results verify that the proposed SA method realizes the maximum power tracking when the WPT system works in the power bifurcation area, thus making full use of the inverter's VA capacity and approaching a unity power factor.
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I. INTRODUCTION

Compared with the traditional wired charging method, the wireless power transfer (WPT) technology has the advantages of original physical isolation, protection from harsh environmental impact, convenience, and flexibility, so it can be widely applied in electric vehicles [1][2], biomedical implants [3], and other fields [4]-[6]. The WPT system generates a rapidly changing magnetic field by applying high-frequency, high-current excitation to the transmitting coil. The induced voltage in receiving coil by the alternating magnetic field supplies power for the load in receiving side. However, the variation of the load and coupling coefficient between the coils will affect the transmission capacity of the system to some extent, which might make the load power less than the power rating and the WPT system cannot work normally [7][8].

Therefore, in the design of WPT system, it is necessary to ensure the system to keep in resonance state to realize the maximum power transmission of the system, which is usually achieved through the control of the system's operating frequency or the system's resonance frequency. At present, the control methods to realize the maximum power transmission mainly include fixed frequency control and variable frequency control [9]. In fixed frequency control method, the maximum transmission capacity is obtained by changing resonance parameters of the WPT system through adjustable inductance or capacitance in series or parallel. Cheng Chen et al. have stabilized the output power by dynamically adjusting the compensating capacitance through variable shunt capacitance [10]. But the fixed frequency control method involves adding redundant tuning circuit and extra control to the tuning loop, which is sometimes difficult to apply in practice [11].

As for variable frequency control, it can be classified into phase feedback and power feedback according to different feedback variables.

Phase feedback method regulates the system transmission power by measuring the phase difference between the inverter output voltage and the output current. When the phase difference is 0°, the system reaches the full resonance state. Nan Liu et al. have measured the inverter output voltage and current through a series current sampling resistor and a parallel voltage sampling resistor [12]. The phase difference signal between the voltage and current was obtained after zero crossing detection and exclusive OR operation, and the optimal operating frequency was gained by adjusting the operating frequency to minimize the phase difference. Phase feedback method makes full use of the apparent capacity of the system and can make the system work in the area of the voltage phase slightly ahead, which is helpful to realize the zero-voltage switching operation. However, this method will lose the control stability due to the occurrence of multiple phase zero points of the system [13].

Power feedback method directly measures the active power of the system. The derivative of power to frequency is close to
zero near the maximum power point (MPP). The slope of the power curve on the left of the maximum power point is greater than zero, and that on the right of the maximum power point is less than zero. The direction of frequency adjustment is obtained by calculating the derivative of power to frequency \( dP/d\omega \). Mohammad Ibrahim and others used this method to track the maximum power of an electric vehicle battery's wireless charging [14]. The phase difference between the AC voltage and current of the system is near zero, and the power transmission close to the unity power factor is realized.

In order to make the WPT system work stably in the maximum power transmission state in a large frequency range, the maximum power point tracking (MPPT) method is proposed based on the simulated annealing (SA) algorithm in this paper. This method iteratively searches for multiple power extremums of the WPT system in the bifurcation state so that the variable frequency control can operate in the bifurcation region. As the iteration proceeds, the final operating frequency will converge to the optimal operating point, so that the system remains maximum power transmission close to the unity power factor, avoiding the instability of the control in the case of bifurcation.

II. MAXIMUM POWER TRANSMISSION AND RESONANCE STATE ANALYSIS OF WPT SYSTEM

The mutual inductance model of wireless power transfer system in which the primary side and the secondary side simultaneously adopt series compensation is given in figure 1. \( R_1 \) is the resistance value considering the connection between the internal resistance of the power supply and the internal AC resistance of the coil in series. \( R_2 \) is the equivalent load resistance merging with the internal AC resistance of the receiving coil. \( L_1, L_2, \) and \( M \) is the self-inductance and mutual inductance of coupling coils. \( C_1, C_2 \) are the series compensating capacitance, respectively.

![FIGURE 1. Mutual inductance model of the WPT system.](image)

It is necessary to make the system work in the area of zero input phase angle to get the input of the WPT system reach the unity power factor and make full use of the VA capacity of the system. When the reactive input power is zero, the series loop resonates, and the reactive power consumed by the inductor in the system is compensated by the reactive power generated by the capacitor.

To describe the maximum input power characteristics and the resonance characteristics of a series-series WPT system, two main parameters are introduced as shown in equation (1): the generalized detuning factor \( \xi \) and the generalized coupling factor \( \eta \) [15]:

\[
\begin{align*}
\xi &= \frac{\omega - \omega_0}{\omega_0} Q, \quad \eta = kQ \\
\xi &= \frac{\omega L - 1/\omega C}{R}, \quad \eta = \frac{\omega M}{R}
\end{align*}
\]

where \( R, L, C \) are the resistors, inductors, and capacitors of the series circuit, \( M \) is the mutual inductance between the coils, and \( \omega_0 \) is the natural resonance frequency of the LC loop, \( \omega \) is the excitation frequency in radians, \( k \) is the coupling coefficient between the coils, and \( Q \) is the quality factor of the LC loop (related to \( R \)).

It can be seen that the definitions of \( \xi \) and \( \eta \) still have the meaning of expressing detuning and coupling after introducing the quality factor:

1. The definition of \( \xi \) indicates the extent to which the LC resonant tank is affected by the excitation frequency offset. The higher the \( Q \) value, the greater the influence of the detuning. When \( \omega = \omega_0, \xi = 0 \), it means that the LC circuit reaches resonance state.

2. The definition of \( \eta \) indicates the degree to which the coupled circuit's primary side and the secondary side interact with each other. Both the increase of the quality factor \( Q \) and that of the coupling coefficient \( k \) will raise the generalized coupling factor \( \eta \). At the same time, \( \eta = kQ \) has also been discussed and analyzed in some articles of WPT [16]-[19].

After the introduction of the generalized detuning factor \( \xi \) and the generalized coupling factor \( \eta \), the impedance of the original system can also be expressed by multiplying the primary and secondary sides' impedance:

\[
\begin{align*}
Z_1 &= R_1 + j\omega L_1 - j\frac{1}{\omega C_1} \\
&= R_1 (1 + j\xi_1) \\
Z_2 &= R_2 + j\omega L_2 - j\frac{1}{\omega C_2} (2) \\
&= R_2 (1 + j\xi_2) \\
X_M &= j\omega M \\
&= R_\eta_1 = R_\eta_2
\end{align*}
\]

For the primary side and the secondary side, the subscript \(-1 \) and \(-2 \) distinguish respectively (\( \xi_1, \xi_2, \eta_1, \eta_2 \)). We assumed that \( \xi_1 = \xi_2 = \xi, \eta_1 = \eta_2 = \eta \) to simplify the analysis, which can be achieved by using the same LC design as well as an appropriate impedance transformation for both sides. The impedance expressions (2) are brought into the original system's KVL equation, and the active input power and the input phase angle are obtained:

\[
\begin{align*}
P_1 = \frac{V_1^2}{R_1} \left( 1 + \frac{\xi^2}{1 + \xi^2} \right) + \frac{\eta^2}{1 + \xi^2} \\
\angle \frac{V_1}{I_1} = \angle \left( R_1 \frac{1 + j\xi}{1 + j\xi} \right)
\end{align*}
\]

After normalizing \( V_1 \) and \( R_1 \), the transmission power and input phase angle are illustrated in figure 2 and figure 3 with \( \xi \) and \( \eta \) as variables.

From figure 2, it can be derived that the maximum input power is at

\[
P_{P_{MAX}} = \frac{1}{1 + \eta^2} \left( \eta < 1/\sqrt{3} \right),
\]

where

\[
\begin{align*}
\xi_{P_{MAX}} &= 0 \\
\eta_{P_{MAX}} &= \frac{1}{1 + \eta^2}
\end{align*}
\]

FIGURE 1. Mutual inductance model of the WPT system.
The maximum input power point begins to deviate from the point $\xi = 0$ as the generalized coupling factor $\eta$ gradually increases to $\eta > 1/\sqrt{3}$, and two new maximum power points appear in pairs on both sides of $\xi = 0$:

$$
\begin{align*}
\xi_{\text{PMAX}} &= \pm 2\eta \sqrt{\eta^2 + 1} - (\eta^2 + 1) \\
P_{\text{MAX}} &= \frac{1}{4 \eta \sqrt{\eta^2 + 1} - \eta^2}
\end{align*}
\quad (\eta \geq 1/\sqrt{3})
$$

The active input power is also maximized at the new resonance point. The existence of a specific inverter frequency at $\xi > 0$ causes the primary impedance $Z_1$ and the secondary reflected impedance $Z_2$ to resonate in series. Therefore, it is essential to adjust the operating frequency and $\xi$ to adapt to the change of the generalized coupling factor $\eta$ to reach maximum power transmission.

The split trajectory of the zero phase angle divides the $\xi$-$\eta$ plane into four operating regions. The input current in the four regions presents a state of capacitive versus inductive distribution, that is, the unity power factor occurs under three conditions:

1. The primary side's LC loop and the secondary side's LC loop are respectively resonant in series, corresponding to the resonance point $\xi_{00} = 0$.
2. The primary impedance $Z_1$ presents inductive and the reflected impedance $Z_2$ acts as a capacitor, and a series resonance occurs between $Z_1$ and $Z_2$, corresponding to the resonance point $\xi_{\infty0} = \sqrt{\eta^2 - 1}$.
3. The primary impedance $Z_1$ presents capacitive and the reflected impedance $Z_2$ acts as an inductor, and a series resonance occurs between $Z_1$ and $Z_2$, corresponding to the resonance point $\xi_{0\infty} = -\sqrt{\eta^2 - 1}$.

The maximum input power point begins to deviate from the point $\xi = 0$ as the generalized coupling factor $\eta$ gradually increases to $\eta > 1/\sqrt{3}$, and two new maximum power points appear in pairs on both sides of $\xi = 0$:

$$
\begin{align*}
\xi_{\text{PMAX}} &= \pm 2\eta \sqrt{\eta^2 + 1} - (\eta^2 + 1) \\
P_{\text{MAX}} &= \frac{1}{4 \eta \sqrt{\eta^2 + 1} - \eta^2}
\end{align*}
\quad (\eta \geq 1/\sqrt{3})
$$

The active input power is also maximized at the new resonance point. The existence of a specific inverter frequency at $\xi > 0$ causes the primary impedance $Z_1$ and the secondary reflected impedance $Z_2$ to resonate in series. Therefore, it is essential to adjust the operating frequency and $\xi$ to adapt to the change of the generalized coupling factor $\eta$ to reach maximum power transmission.

The split trajectory of the zero phase angle divides the $\xi$-$\eta$ plane into four operating regions. The input current in the four regions presents a state of capacitive versus inductive distribution, that is, the unity power factor occurs under three conditions:

1. The primary side's LC loop and the secondary side's LC loop are respectively resonant in series, corresponding to the resonance point $\xi_{00} = 0$.
2. The primary impedance $Z_1$ presents inductive and the reflected impedance $Z_2$ acts as a capacitor, and a series resonance occurs between $Z_1$ and $Z_2$, corresponding to the resonance point $\xi_{\infty0} = \sqrt{\eta^2 - 1}$.
3. The primary impedance $Z_1$ presents capacitive and the reflected impedance $Z_2$ acts as an inductor, and a series resonance occurs between $Z_1$ and $Z_2$, corresponding to the resonance point $\xi_{0\infty} = -\sqrt{\eta^2 - 1}$.

Based on the above analysis, it can be inferred that the maximum power input does not mean the full resonance of the WPT system, and their generalized detuning factor $\xi$ conditions are not entirely equivalent. However, it is important to note that the maximum power transmission condition and the unity power factor condition can be achieved at a similar inverter operating frequency when $\eta >> 1$, since $\xi_{\text{PMAX}} \approx \xi_{00} \approx \eta$. Therefore, by tracking the maximum input power, the WPT system can acquire unity power factor, operate at the maximum power point and make full use of the VA capacity.

**III. MAXIMUM POWER TRACKING BASED ON SIMULATED ANNEALING ALGORITHM**

This paper considers transforming the maximum power point tracking (MPPT) problem into the optimization problem of searching for the maximum power value to adapt to the situation where multiple input power peaks may occur in a WPT system. That is, the maximum power of the system is achieved by searching for the optimal operating frequency, and the boundary conditions of the optimization problem are determined by the compensation topology and the limitation of the control frequency of the system. To avoid the influence of local maxima caused by splitting, the MPPT method in this paper is based on the simulated annealing (SA) algorithm. SA algorithm is a global optimization method based on the physical process of metal annealing, which has been applied to various optimization problems since its introduction [20]-[27].

However, SA algorithm has its own shortcomings, which is the accuracy of the solution of the optimal frequency and the efficiency of the algorithm are often not compatible. Increasing the accuracy of the frequency solution is often accompanied by a long iterative process. Conversely, improving the efficiency of the algorithm is often accompanied by a reduction in the quality of the solution. This is manifested by the algorithm's greater sensitivity to parameter settings.

Therefore, when using the SA method for maximum power point tracking design, we should focus on improving (1) the update strategy of frequency $f_{\text{next}}$, and (2) temperature decay scale $\alpha$, thus, achieving a compromise between frequency resolution accuracy and solution speed for more efficient applications.

(1) For the frequency update strategy, a larger frequency conversion range centered on the reference point means that
the algorithm can search for the maximum power point faster. However, large frequency variations are detrimental to the inverter of the WPT system. Therefore, the range of frequency update in this paper is selected within ±100Hz of the reference operating point to ensure stable operation of the system.

(2) For the temperature decay process, it’s important to control the speed of temperature decay. When the temperature decays slowly, the frequency tracking results are more accurate, but the iterative decay process also increases. When the temperature decays faster, the algorithm solves faster, but the accuracy of convergence will worsen.

The convergence characteristic of the SA algorithm depends on the settings of its annealing temperature including initial temperature, termination temperature, and temperature decay scale. At each temperature condition, the SA algorithm will perform several random perturbations near the reference point (operation frequency) and measure the corresponding input power. When the inverter of the WPT system is powered by a stable DC bus voltage, only the input current on the DC bus is measured at the reference point. Then the perturbation current \( i_{\text{next}} \) is compared with the reference current \( i_{\text{pre}} \). If higher current is obtained at the perturbation frequency, then that frequency will be accepted as the new reference working point. On the contrary, if \( i_{\text{next}} \) is lower than \( i_{\text{pre}} \), that frequency can still be accepted as a reference point based on the acceptance probability \( X \), and the acceptance probability \( X \) is related to the current difference \( \Delta i = i_{\text{next}} - i_{\text{pre}} \) and the annealing temperature \( T \), which is expressed as:

\[
X = e^{\frac{\Delta i}{T}} \quad (7)
\]

\( \Delta i \) represents the difference between the perturbation current \( i_{\text{next}} \) and the reference current \( i_{\text{pre}} \). \( K \) is the current magnification factor that adjusts the probability curve to ensure a uniform distribution of the curve. \( T \) is the annealing temperature of the algorithm. The acceptance probability \( X \)'s profile is illustrated in figure 4.

As can be seen, when \( T \) is high, or \( |\Delta i| \) is small, the probability that the algorithm accepts a lower input current is high, and the algorithm is not affected by the local maximum. When \( T \) gradually decreases or \( |\Delta i| \) is large, the probability \( X \) is relatively low, and the algorithm is more inclined to receive a larger current. For example, taking the probability greater than 0.5 as a condition of acceptance, when \( T = 100 \), the lowest acceptable operating point is 0.7 amperes lower than the reference current. With \( T \) reducing, the \( |\Delta i| \) acceptable is reduced to 0.15 amperes when \( T = 20 \).

The SA algorithm can accept a lower current as a reference point for the next perturbation, which allows the algorithm to cross some local power maximum points during higher temperature operation. As the temperature continues to decrease, the probability that a lower current perturbation point will be accepted is almost reduced to zero, and only a higher current perturbation point is accepted as a new reference, thus ensuring that the algorithm can converge to the global maximum power point after crossing the local maxima power points.

![FIGURE 4. The relation of acceptance probability X to the current difference Δi and temperature T.](image)

As can be seen, when \( T \) is high, or \( |\Delta i| \) is small, the probability that the algorithm accepts a lower input current is high, and the algorithm is not affected by the local maximum. When \( T \) gradually decreases or \( |\Delta i| \) is large, the probability \( X \) is relatively low, and the algorithm is more inclined to receive a larger current. For example, taking the probability greater than 0.5 as a condition of acceptance, when \( T = 100 \), the lowest acceptable operating point is 0.7 amperes lower than the reference current. With \( T \) reducing, the \( |\Delta i| \) acceptable is reduced to 0.15 amperes when \( T = 20 \).

The SA algorithm can accept a lower current as a reference point for the next perturbation, which allows the algorithm to cross some local power maximum points during higher temperature operation. As the temperature continues to decrease, the probability that a lower current perturbation point will be accepted is almost reduced to zero, and only a higher current perturbation point is accepted as a new reference, thus ensuring that the algorithm can converge to the global maximum power point after crossing the local maxima power points.

![FIGURE 5. MPPT method based on simulated annealing algorithm.](image)

Figure 5 is the flow chart of the MPPT method based on SA algorithm for a WPT system at a single temperature, where \( i_{\text{pre}} \) and \( i_{\text{next}} \) are reference and perturbation current values after sampling on the DC bus and filtering respectively. Since the DC bus voltage \( V_{\text{DC}} \) is stable, the sampled current can reflect the input power of the system. \( \epsilon \) is set to a tiny positive number to reduce the error of current sampling and misoperation. \( X \) is the acceptance probability of the SA algorithm to accept lower power as a reference point. Annealing temperature \( T \) decreases with an iterative process. This paper uses an equal-scale decay process:
\[ T(n) = \alpha T(n-1) \quad (8) \]

\( \alpha \) is the decay scale of annealing temperature \( T \), which is between 0 and 1. The bigger \( \alpha \), the slower the temperature decay process.

\[ \begin{align*}
    &C_p \quad \text{Primary compensation capacitor} \quad 34.18 \, \text{nF} \\
    &C_s \quad \text{Secondary compensation capacitor} \quad 34.21 \, \text{nF}
\end{align*} \]

To determine whether the system is in the bifurcation region, the operating frequency range of the system is considered according to the analysis of the resonance parameters. In this paper, the PWM signal period is from 6.7 \( \mu \)s to 20 \( \mu \)s (corresponding to PWM frequency 150 kHz - 50 kHz). After taking the component parameters in Table 1 into equation (1) and taking the geometric mean of the primary and secondary sides’ resonance parameters, we get \( \xi = \sqrt{\xi_1 \xi_2} \) and \( \eta = \sqrt{\eta_1 \eta_2}. \) Taking the \( \xi - \eta \) plane of figure 2 as the resonance state space, the system working state coordinates \( (\xi, \eta) \) under different \( R_L \) are plotted on that \( \xi - \eta \) plane, as shown in figure 8. It can be seen that the resonance state of the system shifts with the change of frequency, crossing two power peaks. Thus it can be inferred that the transmission power of the WPT system is in bifurcation state with the parameter setting in table 1.

![Diagram of MPPT control based on SA algorithm for WPT system.](image)

**IV. PROTOTYPE IMPLEMENTATION**

The WPT system constructed in this paper is given in figure 6, in which a DC voltage \( V_{in} \) is used to supply for MOSFET half-bridge inverter. The primary and secondary sides are compensated in series with the film capacitors \( C_p, \) \( C_s \) respectively. The transmitting coil \( L_p \) and receiving coil \( L_s \) are the litz wires coils with square spiral structure and a fixed spacing. The load of the WPT system is an aluminum shell resistor \( R_{AC} \) equivalent to the general rectifier load. The measurement results of component parameters are shown in table 1. The MPPT controller collects the DC bus current through the Hall effect sensor, calculates the input power, and outputs the PWM signal to control the half-bridge inverter’s operating frequency. The system setup is shown in figure 7.

![Experimental system setup for MPPT implementation.](image)

**TABLE 1. Experimental setup parameters.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{in} )</td>
<td>DC bus voltage</td>
<td>24 V</td>
</tr>
<tr>
<td>( R_{AC} )</td>
<td>Equivalent rectifier load</td>
<td>5 ( \Omega ) - 30 ( \Omega )</td>
</tr>
<tr>
<td>( L_p )</td>
<td>Transmitting coil self-inductance</td>
<td>92.4 ( \mu )H</td>
</tr>
<tr>
<td>( R_p )</td>
<td>Transmitting coil internal resistance</td>
<td>0.49 ( \Omega )</td>
</tr>
<tr>
<td>( L_s )</td>
<td>Receiving coil self-inductance</td>
<td>88.9 ( \mu )H</td>
</tr>
<tr>
<td>( R_s )</td>
<td>Receiving coil internal resistance</td>
<td>0.28 ( \Omega )</td>
</tr>
<tr>
<td>( M )</td>
<td>Mutual inductance</td>
<td>39.7 ( \mu )H</td>
</tr>
</tbody>
</table>

**FIGURE 7.** The system resonance state varies with working frequency \( f \) and load \( R_L \).

Frequency scanning analysis of the input current is carried out, where the PWM signal period is from 6.7 \( \mu \)s to 20 \( \mu \)s (corresponding to PWM frequency 150 kHz - 50 kHz), and the relation between the input current and the period of the PWM signal is shown in figure 9.

![Sample input current characteristics when \( R_{AC} = 15 \) \( \Omega \).](image)

The input current characteristic curve reveals its characteristic of having multiple power peaks at a constant bus voltage. As analyzed before, when the system is operating in...
the bifurcation region, there will be multiple power maximums. It can be seen that the system has a global peak of current at 13.2 μs of the PWM signal period (frequency = 73.5 kHz) and a local peak of current at period = 8.9 μs (frequency = 112.4 kHz).

On the other hand, the characteristic curve is not entirely smooth that the current fluctuates within a certain interval, which leads to a "band-like" distribution of input current characteristic. As a result of the measurement error of the current sensor, the measured current value will contain some noise mentioned above, thus resulting many random local current maximums in the frequency perturbation process.

If the system adopts the general perturbation and observation (P&O) method for maximum power point tracking [28], the tracking results will be affected by the local maximum point and many other random maximum points. Once the system falls into these maximum points, it means the failure of the control, as shown in figure 10.

The MPPT based on the SA algorithm is different from the general P&O method. It can accept low current values at the reference point, which means that the SA algorithm is not affected by the local maximum and converges to the global maximum.

At the high-temperature iteration stage 1, the algorithm has a great probability of accepting a lower current perturbation as the reference point for the next iteration. It is ensured that the algorithm will not be affected by the local maximum of power in the early period of the iteration so that it can continue to iterate in an extended frequency range.

At stage 2, the annealing temperature gradually decreases, the SA also gradually decreases, and the worse solution of current that the algorithm can accept gradually becomes larger, so the operating point of the system gradually approaches the maximum current (maximum power) operating point.

At stage 3, after the temperature is gradually reduced until the algorithm accepts only the better perturbation with a higher input current than the reference, the input power steadily converges to the maximum current point (maximum power).

By controlling the slow decay of temperature, the algorithm realizes the search for the global maximum point of power and maximizes the VA utilization of the WPT system.

V. EXPERIMENTS AND DISCUSSION

A. VERIFICATION OF VALIDITY OF THE SA METHOD

In order to verify the validity of the proposed SA method for WPT maximum power point tracking, the time domain waveforms are captured at different stages of the control process, which are then compared with the convergence process of the SA method. The half-bridge inverter output voltage and DC bus current waveforms of different stages are given in figure 12- figure 14.

As can be observed from figure 11, as the number of iterations increases, the operation frequency of the system eventually converges to the maximum power operating point before the temperature drops to the termination temperature. The system obtains the maximum input power at this operating point. According to the above analysis, the VA capacity of the system is also fully utilized at this working point.

![Figure 10](image1.png)

![Figure 11](image2.png)
still accepting lower current as a reference point. This corresponds to the stage 1 of the SA algorithm in figure 11. The annealing temperature is at a higher level, and lower power than the reference point is also acceptable.

**FIGURE 12.** Half-bridge inverter voltage and DC bus current waveforms when $R_{AC} = 5 \Omega$. At stage 1, PWM frequency average = 71.32 kHz (PWM period average = 14.02 $\mu$s), DC current amplitude = 650 mA.

At stage 2 of figure 11, the temperature gradually decreases, at which point the algorithm searches for the global maximum power and perturbs around the global maximum. As shown in figure 13, the DC current amplitude is 1.07A, at which point the acceptance probability $X$ of the worse solution is reduced, and the algorithm begins to converge.

**FIGURE 13.** Half-bridge inverter voltage and DC bus current waveforms when $R_{AC} = 5 \Omega$. At stage 2, PWM frequency average = 76.34 kHz (PWM period average = 13.10 $\mu$s), DC current amplitude = 1.07 A.

At stage 3 of figure 11, the temperature gradually decreases to a minimum. The algorithm no longer accepts lower power and converges to the global maximum power. In figure 14, the system operates at a PWM frequency of 77.02 kHz, and the DC current reaches a maximum of 1.17 A.

**FIGURE 14.** Half-bridge inverter voltage and DC bus current waveforms when $R_{AC} = 5 \Omega$. At stage 3, PWM frequency average = 77.02 kHz (PWM period average = 12.98 $\mu$s), DC current amplitude = 1.17 A.

It can be seen from figure 12 - figure 14 that the SA method can effectively converge to the DC current amplitude of 1.17 A after adjusting the working frequency, and then achieve the maximum power point tracking. Experiments have shown that the SA algorithm is valid.

**B. OPTIMIZATION OF TEMPERATURE DECAY SCALE**

The critical point of the simulated annealing decay process is to control the annealing temperature's decay progress. In this paper, the temperature decay process formula is shown in (8).

In order to verify the influence of the decay scale $\alpha$ on the convergence result, a series of experiments were carried out on different loads. Under each $\alpha$, and the convergence probability of the system and the average number of iterations required for convergence were counted.

As shown in figure 15, the convergence probability of the algorithm is improved with the increase of the $\alpha$.

**FIGURE 15.** Average iterations required and convergence probability with increasing $\alpha$ when $R_{AC} = 15 \Omega$.

When $\alpha > 0.92$ is reached, the probability of convergence reaches more than 98%. On the other hand, the number of iterations required for the convergence shows an exponential growth with the increase of $\alpha$, which means that an exponential grade of iterations is required to achieve better performance. Therefore, a trade-off between the convergence of the algorithm and the number of iterations is required. In this paper, the optimal $\alpha = 0.80$ is determined based on the iterative convergence probability higher than 90%. At this point, the convergence iterations of 60 are needed in average, and the algorithm can quickly converge to the global maximum power.

**C. SYSTEM LOAD CHANGES**

To examine the MPPT performance of the system under different loads, we tested the convergence of the SA control method under stable DC voltage and different loads in this section. The input current characteristic curves of the system under different loads are shown in figure 16. It can be seen that the input current characteristic of the system has significantly changed with the decrease of the load resistance. One current maximum (power maximum) point gradually splits into two. There is a global maximum of current around the PWM signal period 13 $\mu$s and a local maximum of current around the period 8.5 $\mu$s.
For load resistance ranging from 5 Ω to 30 Ω, the α of 0.80 obtained in the previous section is used for the SA method control. The convergence endpoint of the SA method is compared with that of the traditional P&O method, as shown in figure 17.

The convergence results of the two methods in the case of bifurcation-free ($R = 25$ Ω, $30$ Ω) are basically the same; in the case of bifurcation ($R = 5$ Ω - 20 Ω) the SA method is still able to converge to the global maximum power point, and the endpoint power of the SA method is 43% higher than that of the traditional method.

The input power and the input power factor of the system in the steady state are shown in figure 18 and figure 19 after the SA method is finally selected. It can be seen that the application of the SA method can make the system always keep the maximum power transmission close to the unity power factor. It is proved that the maximum power transmission condition and the unity power factor condition can be reached at the same inverter operating frequency.

**VI. CONCLUSION**

This paper combines the idea of the SA algorithm and variable frequency control to achieve the global maximum power point tracking (MPPT) of a wireless power transfer system. The proposed SA method solves the problem that the variable frequency MPPT control method will lose the control stability under the condition of bifurcation. And it also makes full use of the inverter's VA capacity, approaching a unity power factor.

Compared with the traditional variable frequency MPPT control method in a WPT system, the results show that the SA method is significantly less affected by the local maximum power and the initial value of the algorithm. It can converge to the global maximum power under different WPT bifurcation conditions, and it can achieve a faster convergence process by controlling the rate of temperature decay while ensuring the convergence.

**REFERENCES**


