Identification and Prediction of Urban Traffic Congestion via Cyber-physical Link Optimization

DARONG HUANG, (Member, IEEE), ZHENPING DENG, SHAOHUA WAN, (Member, IEEE), BO MI, and YANG LIIU

1 School of Information Science and Engineering, Chongqing Jiaotong University, Chongqing 400074, China
2 School of Information and Safety Engineering, Zhongnan University of Economics and Law, Wuhan 430073, China

Corresponding authors: Darong Huang (drhuang@mails.cqjtu.edu.cn) and Shaohua Wan (shaohua.wan@ieee.org)

ABSTRACT To accurately predict and evaluate the traffic states in local urban areas, an effective as well as efficient algorithm combined with leakage integral echo state network (LiESN) and Pearson correlation analysis is presented in this paper. Firstly, aiming at the parameter optimization of LiESN, the differential evolution algorithm (DEA) is used to calibrate the key parameters. Secondly, the road weight allocation is carried out by Pearson correlation analysis considering the specific topology characteristics of local road nets. On this basis, the corresponding flow-frameworks are designed. Finally, the congestion delay data of local road nets in Chongqing Nan’an district, which is acquired from AutoNavi is used to verify the validity and rationality of our method. Experimental results indicate that the proposed identification and prediction mechanism relates the congestion indicators to actual traffic operating mechanism in a more reasonable way.

INDEX TERMS traffic congestion, traffic state, leakage integral echo state network (LiESN), Pearson correlation analysis, differential evolution algorithm

I. INTRODUCTION

The evolution of urban road traffic states is a nonlinear, dynamic and complex process. Since most road topologies are heterogeneous and the operations of traffic are time-related, the congestion would in turn lead to change in travel way, travel routes and travel plans. Therefore, the distribution pattern of urban road nets is also dynamic [1, 2]. To maximize the availability of road nets and minimize the commute time of travelers, it is of great social significance to study the methods for urban road traffic states evolution and to establish a reasonable prediction model for traffic states regulation.

In recent years, how to accurately and effectively characterize the traffic states of urban road nets has been widely researched by scholars both in China and many other countries. Some outstanding research findings are reviewed as below. Zhao et al. have analyzed the traffic flow signals based on mountain road structure in [3]. They have formulated the representation of non-stationary signals from the traffic flow signals under sub-health states. In fact, Zhao and her coauthors have provided a good theoretical support for mountain road traffic control. Moreover, she and her coauthors have constructed and established a functional relationship between traffic congestion sources and congestion evaluation points based on data visualization. To meet the needs of the research, they have introduced the spatial and temporal cumulative indicators of traffic congestion in [4]. Their experimental results demonstrated that the method can comprehensively evaluate the operation states of urban road nets on spatial scale. Either way, the case study and many projects have illustrated that the traditional microscopic congestion evaluation indicators may not fully reflect the operational states of road nets. Thus, to overcome the shortage, the characteristics and influencing factors of urban road traffic have been in-depth analyzed and chosen based on massive traffic data in [5]. In this, a reasonable and comprehensive evaluation algorithm of traffic jam have proposed to make auxiliary decision support by optimizing the traffic resources for traffic management.

However, with the development of information technology, how to accurately distinguish the traffic congestion level is key problem to achieve the precise of traffic inducement and control. Then, the K-means clustering method was introduced to classify all of traffic congestion patterns in terms of the vehicle driving state in
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state on web or other information media. This can bring in [8, 10].

Moreover, because of the diversification of transmitted mechanism of traffic information amongst heterogeneous traffic equipment, the instantaneous and strong fluctuation of traffic flow are usually triggered by the traffic emergent events such as the temporary change of the road network’ structure, the traffic accidents, the severe weather, the heterogeneity of the trip distribution and so on.

On the other hand, urban road net can be regarded as Cyber-Physical Systems (CPS), which consists of several interconnected roads and the corresponding detect data of each road can be obtained by sensors. With the development of Intelligent Transportation System (ITS), one of the biggest challenges in urban transport system is how to predict and evaluate traffic states with multi-source data from local road network and road information network. Especially, in the multi-resources collaborative adjustment of traffic jam, the dynamic change trend of traffic congestion mode is high uncertainty in [11, 12]. So, the analysis of multi-source and heterogeneous spatial data becomes more and more important in ITS. Moreover, it is difficult to abstract and quantify traffic data from the non-linear, dynamic and complex inter-connected cyber-physical system. In actual scenarios, the local traffic states are always influenced by the road layout structure in different extent. As we all know, different information structure of road network affects the activity of traffic capacity. Thus, finding a reasonable and effective method to analyze and predict the traffic trend is an urgent need to provide the rational basis for the traffic management. At the same time, it should be to ensure the normal operation of road network.

A. CONTRIBUTIONS OF THIS PAPER

Based on this, to better deal with multisource data, the Leakage Integral Echo State Network (i.e. LiESN) (see in [13, 14]) is introduced to train the entire data set because of the testing ability to simplify the complexity of traditional training rule and overcome the local optimization of whole traffic state’s change. Notice that LiESN not only has excellent feature learning abilities, but also improves the generalization performance and real-time prediction accuracy in [15, 16]. Thus, the LiESN may accomplish the exchange and synchronization of heterogeneous data. In addition, considering that the multisource data will impact on the whole training performance of traffic evolution, the differential evolution algorithm is used to optimize the key parameters of LiESN for improving the ability of parallel disposal and unsupervised self-adaptive adjustment in real traffic systems. On this basis, the prediction algorithm and rule of urban traffic congestion states are described combined with the road-based topology relationship and correlation analysis. At the same time, the corresponding flow-framework are designed and analyzed.

B. ORGANIZATION OF THIS PAPER

To meet the needs of people’s outgoing, many major cities provide a real-time post about the traffic congestion state on web or other information media. This can bring great convenience to our lives and play an important role in aid decision-making support of traffic management.
The layout of the rest of the paper is arranged as follows. In Section II, the Echo State Network (ESN) and LiESN were introduced briefly. Meanwhile, the differential evolution algorithm was used to optimize the key parameters of LiESN. Section III described the prediction algorithm and rule of urban traffic congestion states of local road network based on LiESN. In addition, the corresponding flow framework was designed according to improved congestion index. In Section IV, some real traffic data from Chongqing-Based AutoNavi was used to verify and simulate the effectiveness and reasonability of the presented algorithm and rule. Finally, Section V concluded this paper with inferences and directions for future work.

II. INTRODUCTION OF LEAKAGE INTEGRAL ECHO STATE NETWORK

A. BASIC ECHO STATE NETWORK

As described in [17, 18], the Echo State Network (ESN) is a new type of recursive neural network proposed by Jaeger and Haas. The advantage of ESN is that the mechanism of the “internal reservoir” is used to construct a direct-predicting rule, which relates the prediction origin and forecastion horizon. The basic topological structure of ESN is shown in Fig. 1.

![FIGURE 1. The structure of basic ESN](image)

In Fig. 1, the left cells constitute input layer of ESN, which is composed of $K$ input nodes; the middle represents a reservoir network with $N$ internal nodes and sparse connection weights; the right side stands for the output layer which is composed of $L$ outlets. Notice that the solid lines indicate obligatory connections of the network and the dashed lines are optional (i.e. whether the links are activated or not depends on the different application situations).

Throughout this study, suppose that the input sequence at time $t$ is described as $u(t) = [u_1(t), u_2(t), \ldots, u_K(t)]^T$, the neuron state of reservoir is $x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T$, and the output is indicated as $y(t) = [y_1(t), y_2(t), \ldots, y_L(t)]^T$.

In general, the state of the reservoir can be updated according to the following formula.

$$x(t + 1) = f(W_{in}u(t + 1) + Wx(t) + W_{back}y(t))$$

(1)

And, the output of ESN turns to be

$$g(y(t + 1)) = g(W_{out}(u(t + 1), x(t + 1), y(t)))$$

(2)

Where, $W_{in}$, $W$ and $W_{back}$ are weight matrixes of input nodes, internal nodes of reservoir and output feedback link, respectively. $f(.)$ represents the activation function of reservoir nodes, which is generally chosen as Sigmoid or tanh. Similarly, $g(.)$ denotes the activation function of output layer, which is usually chosen as tanh or linear function. Notice that $W_{in}$, $W$ and $W_{back}$ will not be unchanged once they were generated stochastically during the training process of ESN, and then $W_{out}$ converges along with training. Without loss of generality, the output weight value is usually calculated by ridge regression algorithm and model in [19]. The regression model is described as following.

$$W_{out} = (x^Tx + \lambda I)^{-1}x^Ty$$

(3)

Where, $x$ denotes a matrix, which is composed of state vectors of reservoir, and $\lambda$ is the regularization coefficient.

Obviously, at least in theory, the internal reservoir may produce diverse and nonlinear state space when the external input sequences activate the ESN. Thus, the output objective may be quickly achieved and generated excellent performance via a simple readout network. Moreover, the nonlinear features in the original space may be translated via the reservoir rules to linear features in the high-dimension reservoir state space. Then, to improve the reservoir learning algorithm, the nonlinear processing mechanism of reservoirs should be utilized for ESN.

B. LEAKAGE INTEGRAL ECHO STATE NETWORK

To revise and improve the reservoir learning algorithm and rule of ESN, the Leakage Integral Echo State Network (LiESN) was presented in [20-22]. Its most significant improvement is that the reservoir is composed of time-continuous leaky integral neurons group. In general, the continuous differential equation of dynamic neuron $x(t)$ can be defined as following.

$$\frac{dx(t)}{dt} = \beta(-\alpha x(t) + f(W_{in}u(t) + \rho Wx(t) + W_{back}y(t)))$$

(4)

Where, $\beta > 0$, $\alpha > 0$ are leakage rate parameters of the neurons of reservoir.

In real application, if the step is set up as $1$, the Eq. (4) may be discretized and rewritten as follows.

$$x(t + 1) = (1 - \beta \alpha)x(t) + \beta f(W_{in}u(t + 1) + \rho Wx(t) + W_{back}y(t))$$

(5)

Where $u(t)$ represents the discrete input of LiESN.

Remark 1: If let $\alpha = 1$, the Eq. (5) may be simplified as following.

$$x(t + 1) = (1 - \beta x(t) + \beta f(W_{in}u(t + 1) + \rho Wx(t) + W_{back}y(t))$$

(6)

Moreover, if $\alpha = 1$ and $\beta = 1$ are simultaneously meet, the Eq. (5) may be regarded as the basic ESN.
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Notice that the leakage parameter $\beta$ is used to control and ensure the integrity of neuron’s information at the previous time. In fact, the leakage integral neurons may memorize the historical state trend. Thus, smaller $\beta$ can make the reservoir state $x(t)$ change slowly, which enhances the ability of short-term memory of LiESN. Based on this feature, the advantage of improved version is that the activated function can be spreading at an exponential rate as time goes on. Obviously, the shortage of LiESN may be improved to a certain extent in the process of time series prediction. But, the selection of parameters is an important problem for the whole performance of LiESN in real engineering practice. In addition, the Eq. (5) and (6) reveal that $W_{vg}$ is also affected by other factors such as spectrum radius $\rho$, node number $N$ of reservoir and sparse connectivity $SD$ of reservoir. Thus, finding a reasonable algorithm to optimize the parameters of LiESN is urgent needs to solve in [23, 24]. Next, we will analyze and discuss the question in next section.

### C. LiESN Parameter Optimization Based on Differential Evolution Algorithm

Due to that the reservoir of LiESN is consisted of group neurons, the group optimization algorithm should be used to optimize the parameters. In that case, the algorithm and rules should be easy to implement. Of course, the algorithm should be of a simpler structure and a stronger robustness. To solve the problem, the differential evolution algorithm was introduced to determinate the key parameters of LiESN combined with congestion delay index of road network.

In order to analyze conveniently, the $i$-th dimension of the $i$-th individual in the $g$-th generation is defined as $x_{g,i}$; the population size of group neurons is set up as $NP$; the maximum evolutionary generation is depicted as $T$. $F$ indicates the scale factor, which is used to control the influence extent of difference vector. The crossover probability is defined as $cr$. Especially, the search ranges of different dimension are described as $x_{gL}$ and $x_{gU}$, respectively.

According to the feature of LiESN, the model and algorithm of differential evolution group may be depicted and constructed as following.

$$x_{g}(i) = (x_{gL}(i), x_{gL}(i), ..., x_{gU}(i))$$  
$$i = 1, 2, ..., NP; \quad g = 1, 2, ..., T$$  

Based on the idea of evolution, the differential evolution algorithm and rule may be designed as follows:

#### Step 1: Initialization:
initializing the basic parameters of differential evolution algorithm and search range of variables of LiESN. Setting the individual coding format in Table I.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>INDIVIDUAL ENCODING FORMAT OF DIFFERENTIAL EVOLUTION ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{g}(i)$</td>
<td>$\beta$</td>
</tr>
</tbody>
</table>

#### Step 2: Generating the initial population of LiESN. The initial model of individual evolution may be modelled in $n$-dimensional space as following.

$$x_{g}(0) = x_{gL} + rand(0,1)(x_{gL} - x_{gL})$$  
$$i = 1, 2, ..., NP; \quad j = 1, 2, ..., n$$  

#### Step 3: Calculating the fitness values of the individuals by using the fitness function $f(i)$. In this step, the Mean Square Error (MSE) of LiESN during training process is chosen as the fitness function. The smaller the fitness value of individual, the better the individual.

#### Step 4: If the maximum times of evolutions generation reaches the upper bound $T$, the best individual is outputted and the evolution is immediately terminated. Otherwise, proceed to the next step.

#### Step 5: Mutation operation of reservoir. Selecting randomly 3 individuals $x_{p1}(k), x_{p2}(k), x_{p3}(k)$ at the $k$-th iteration, and $p1 \neq p2 \neq p3$. So, the mutated individual can be described as follows.

$$h_{g}(k) = x_{p1}(k) + F(x_{p2}(k) - x_{p3}(k))$$  
$$i = 1, 2, ..., NP; \quad j = 1, 2, ..., n$$

#### Step 6: Crossover operation of reservoir. Increasing the diversity of the population of LiESN.

$$v_{g}(g+1) = \begin{cases}  
  h_{g}(g), rand(0,1) \leq cr & j = rand(1,n) \\
  x_{g}(g), rand(0,1) > cr & j = rand(1,n)
\end{cases}$$  

#### Step 7: Selection operation. Selecting MSE as fitness function $f(i)$ to compare $v_{g}(g+1)$ with $x_{g}(g)$.

$$x_{g}(g+1) = \begin{cases}  
  v_{g}(g+1), f(v_{g}(g+1) < f(x_{g}(g))) & v_{g}(g+1) > f(x_{g}(g)) \\
  x_{g}(g), f(v_{g}(g+1) > f(x_{g}(g))) & v_{g}(g+1) < f(x_{g}(g))
\end{cases}$$

#### Step 8: Increasing evolutionary generation and go to Step 3.

In the actual training, there is an obvious fact $F$ and $cr$ are very important to guarantee the performance of the algorithm. To solve the problem, the settings $F \in [0.5, 1]$ and $cr \in [0.8, 1]$ are recommended in [25]. Moreover, some scholars have proved that the setting of $F \geq 0.6$ and $cr \geq 0.6$ can leads to better performance in many application environments in [26, 27]. Thus, to achieve the desired result of the different evolution algorithm, some sensible values of the key parameters are gotten through a lot of program simulations. These values are listed in Table II.

Obviously, whether the search scope is reasonable or not is very important to optimize the parameters of LiESN by using different evolution algorithm. In theory, the size of reservoir should be large enough to maintain memory capacity, but have sparse connection $SD$ [28]. At the same time, the leakage rate parameter $\beta$ is used to control the reservoir’s state information at the previous time. The amount settings is usually set as $\beta \in [0, 1]$. What is more, to ensure the echo state property (ESP) of LiESN, the
spectrum radius is set as $0 \leq \rho < 1$ [15, 22]. Without loss of generality, in our application operation, the search scope of parameters of the LiESN is shown in Table III.

### TABLE III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter Description</th>
<th>Search Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>leakage rate</td>
<td>(0, 1]</td>
</tr>
<tr>
<td>$N$</td>
<td>reservoir size</td>
<td>[100, 1000]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>spectrum radius</td>
<td>[0, 1)</td>
</tr>
<tr>
<td>$SD$</td>
<td>sparse connectivity</td>
<td>(0, 1]</td>
</tr>
</tbody>
</table>
weight value of every path in road net is what should be solved. Meanwhile, the correlation coefficient between the traffic congestion levels of road path should be known. Next, we will discuss and analyze the basic index for the whole road system.

In actual road network, there are direct or indirect links between different road paths in road nets. Moreover, the road traffic flow can be imported and exported at intersections. So, the traffic state of local road network will be affected by the significance of every road-path in whole road nets. To overcome and solve the problem, the correlation coefficient was computed by following formula [29].

\[
P_{ij} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2}}
\]

Where, \(P_{ij}\) denotes the Pearson correlation coefficient of the \(j\)-th road and the \(i\)-th road, \(n\) denotes the number of data, \(x_i\) and \(y_i\) are the operation states data of the road section \(i\) and road section \(j\) , \(\bar{x}\) and \(\bar{y}\) are their averages, respectively.

Further, the road similarity is defined as follows.

\[
Sup(R_i) = \sum_{j=2,j\neq i}^{n} P_{ij} (i, j = 1, 2, \cdots, n)
\]

Where, \(R_i (i = 1, 2, \cdots, n)\) denotes the major traffic trunk road of the local road nets.

To identify the significance of single road path in whole road network, the weight coefficient is computed by the following formula.

\[
\omega_i = \frac{Sup(R_i)}{\sum_{j=1}^{n} Sup(R_j)} (i = 1, 2, \cdots, n)
\]

Obviously, the higher the value of \(Sup()\), the larger the weighted coefficient value. The results mean that this road-path is more significant in whole road network. Thus, we have designed the significant rule of the road-path as below.

**Rule 1 (Significant Rule)** If \(\omega_i \geq \omega_j\), then the \(i\)-th road-path is more significant in whole road network. Otherwise, the \(j\)-th road-path is more significant.

Based on the idea, the congestion delay index of whole road network had been defined and selected by some researchers in [30, 31] as follows.

\[
CDI_{nets} = \frac{\sum_{i=1}^{n} CDI_i}{n}
\]

Where, \(CDI_i\) denotes the congestion states of single-roadpath, \(n\) denotes the number of road-path of local road nets.

Unfortunately, the urban transportation network system is usually a time-varying and non-linear system. In real traffic management, the congestion delay index need to be revised and improved according to the topological structure of local road nets. Therefore, the weighted coefficient between the traffic congestion delay levels of the different road-paths should be recomputed and revised according to the real traffic data. Obviously, the significance of single road path may be calculated by Eq. (17). So, to better fit the real traffic state, the local congestion delay index may be rewritten as follows.

\[
CDI_{nets} = \sum_{i=1}^{n} \omega_i CDI_i
\]

In practice application, the correlation coefficient between different road paths may be computed according to historical traffic data. At the same time, to guarantee the effectiveness and accuracy of identifying and predicting congestion mode, the traffic congestion level may be divided to 5 sections including very smooth, smooth, light congestion, moderate congestion and severe congestion.

Based above analysis, the identification and prediction rule may be designed in the following pseudo code.

**Algorithm 1:** The identification and prediction algorithm of traffic states

**in:** \(X = \{x_1, x_2, \cdots, x_n\}\), \(x_i\) denotes the CDI data set of \(i\)-th road;

**out:** \(CDI = \{CDI_1, CDI_2, \cdots, CDI_n\}\), \(CDI_i\) denotes the predicted result of \(i\)-th road; \(CDI_{nets}\) denotes the CDI result of local road network.

1: \(\text{for } i \leftarrow 1 \text{ to } n \text{ do} \)
2: \(t \leftarrow 0 \text{ ;} \)
3: \(\text{while } t \leq T \text{ do} \)
4: \(\quad\text{Initial parameter of LiESN and EDA according to Table II and III;} \)
5: \(\quad\text{Get the training model according to Section II;} \)
6: \(\quad t \leftarrow t + 1 \text{ ;} \)
7: \(\text{end while} \)
8: \(\quad\text{Calculate the predicted output } y_i \text{ based on Eq. (2);} \)
9: \(\text{end for} \)
10: \(\quad\text{Calculate } P_{ij} \text{ and } Sup(R_i) \text{ based on Eq. (15) and Eq. (16);} \)
11: \(\quad\text{Calculate similarity weight: } \omega_i = \frac{Sup(R_i)}{\sum_{j=1}^{n} Sup(R_j)} (i = 1, 2, \cdots, n) ; \)
12: \(\quad\text{Calculate } CDI_{nets} \text{ of local road nets: } CDI_{nets} = \sum_{i=1}^{n} \omega_i CDI_i ; \)
13: \(\text{return } CDI_{nets} . \)

The flow framework of identification and prediction is designed as Figure.3.
IV. SIMULATION EXAMPLE

A. EVALUATION INDEXES
To evaluate the effectiveness and rationality of presented algorithm, we had selected 5 indexes because the accuracy of the identification and prediction would directly influence of the real-time traffic optimal control. These evaluating indexes are shown as following.

1. Mean Absolute Error
   \[ MAE = \frac{1}{n} \sum_{t=1}^{n} |X_t - \hat{Y}_t| \]  
   (20)
2. Mean Square Error
   \[ MSE = \frac{1}{n} \sum_{t=1}^{n} (X_t - \hat{Y}_t)^2 \]  
   (21)
3. Mean Absolute Percentage Error
   \[ MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{X_t - \hat{Y}_t}{X_t} \right| \]  
   (22)
4. Mean Square Percentage Error
   \[ MSPE = \frac{1}{n} \sum_{t=1}^{n} \left( \frac{X_t - \hat{Y}_t}{X_t} \right)^2 \]  
   (23)
Where, \( X_t \) and \( \hat{Y}_t \) are the real value and predicted value of the congestion index at time \( t \), respectively, and \( n \) stands for the number of samples of the congestion index.

B. PREDICTION OF ROAD CONGESTION DELAY INDEX
In our experiment, the real-time traffic data of Nan’an district of Chongqing Municipality in China have been selected to verify the actual prediction effectiveness of presented algorithm and rule. The data set have been acquired from AutoNavi and every data package contains the historical running data of each road for one month.

Firstly, to identify the performance of single road path by LiESN, the congestion delay index of Guangdian Road was selected to implement the corresponding algorithm. The topological structure of Guangdian road is shown as Figure 4.

![Map of Guangdian road](source: Google Maps)

The schematic diagram of the section observation is shown in Fig. 5. During the experiment, the real-time velocity of the floating vehicle within observation section can be transmitted back to the server. Then, the congestion index may be gotten according to the average detection speed and free flow velocity.

![Road Observation Diagram](source: Google Maps)

After the original data has been processed by simulating real situations, the monthly trend of the congestion delay index from Feb. 13 to Mar. 13, 2016 is shown in Fig. 6.

![The monthly congestion delay index trend of Guangdian road in Nan’an district](source: Google Maps)

As we all know, with the rapid development of ITS and the increase of requirement of traffic information, all kinds of uncertainty factors increase. The road-based transport system has become more and more complicated. Especially, some fortuitous events will result in that the data fluctuation characteristics on working days and weekends are different. Through simulation and analysis, the trend of congestion delay index of Guangdian road in Nan’an district on working days and weekends from Feb. 13 to Mar. 13, 2016 are shown in Fig. 7 and Fig. 8, respectively.

![The daily congestion delay index trend of Guangdian road in Nan’an district (working days)](source: Google Maps)
Fig. 8. The daily congestion delay index trend of Guangdian road in Nan’an district (weekends)

Obviously, Fig. 7 and Fig. 8 show that the trend of congestion delay index is different on working days and weekends. The conclusion is that some data points on working days higher than weekends. This is because some uncertain events (such as traffic accident, rush hour commute lingered and so on) lead to traffic congestion.

Therefore, the main challenge and crucial problem are to ensure that LiESN have good learning ability and low training error in different application environment. In other words, the evaluation premise of traffic states in local urban areas is that the congestion delay index of single road path may be accurately predicted and evaluated.

To verify presented algorithm and rule, the parameter settings of LiESN based on differential evolution algorithm for working days and weekends are shown in Table IV. Note that all the experiments are carried out on Intel(R) Core(TM) i5-3210M CPU@2.5GHz processor and Matlab R2012b.

Table IV
THE PARAMETER SETTINGS OF LIESN FOR WORKING DAYS AND WEEKENDS

<table>
<thead>
<tr>
<th>Item</th>
<th>N</th>
<th>β</th>
<th>ρ</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working days</td>
<td>120</td>
<td>0.003</td>
<td>0.005</td>
<td>0.080</td>
</tr>
<tr>
<td>Weekends</td>
<td>115</td>
<td>0.02</td>
<td>0.011</td>
<td>0.100</td>
</tr>
</tbody>
</table>

According to the prediction process of LiESN, the prediction result and evaluation index on Mar. 10~Mar. 11, 2016 (working days) and Mar. 12~Mar. 13, 2016 (weekends) are shown in Fig. 9, Fig. 10 and Table V, respectively.

Table V
THE EVALUATION INDEX OF PREDICTION RESULT FOR SINGLE ROAD PATH

<table>
<thead>
<tr>
<th>Date</th>
<th>Week</th>
<th>MAE</th>
<th>MSE</th>
<th>MAPE</th>
<th>MSPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.10–3.11</td>
<td>Thur., Fri.</td>
<td>0.1718</td>
<td>0.0184</td>
<td>0.1068</td>
<td>0.0091</td>
</tr>
<tr>
<td>3.12–3.13</td>
<td>Sat., Sun.</td>
<td>0.1437</td>
<td>0.0195</td>
<td>0.0872</td>
<td>0.0081</td>
</tr>
</tbody>
</table>

According the evaluation index from Table V, the LiESN combined with differential evolution algorithm can achieve a good prediction result for both working days and weekends. At the same time, the result is also satisfactory from the fitting-figures that shown in Fig. 9 and Fig. 10. Of course, the method can be applied to traffic management. In the next section, the states of local traffic network may be predicted and evaluated based on the correlation analysis.

C. PREDICTION OF LOCAL ROAD NET CONGESTION DELAY INDEX

To identify the congestion performance of the whole or local area, we have selected the local road network of Nan’an district to implement our algorithm. In fact, the traffic state and performance of the major road path should be computed in local road network. In order to facilitate the analysis, the congestion performance of local road network need to be integrated by using Eq. (19). Notice that the topological structure of local road nets is shown below.

In Nan’an District of Chongqing, the key avenues of the local region include Guangdian road, Huayuan road, Nancheng tunnel and Nanping west road. In Fig. 11, the major avenues are denoted with red broken lines. According to the data package provided by AutoNavi, the...
basic statistical information of the roads is shown in Table VI.

The urban road nets can be considered as cyber-physical link, which consists of several interconnected roads. However, it is also different from simple links. During the process of traffic flow aggregation in terms of human, vehicle, and environment interaction, the current traffic congestion states are often affected by previous moments in time and space scales. Thus, the correlation analysis based on historical data is necessary.

Moreover, according to Eq. (16), the correlation coefficient of major avenues of local road nets is shown in Table VII. At the same time, the similarity and its weight coefficient may be computed by using Eq. (17), i.e. as shown in Table VIII.

In addition, considering the diversity of traffic flow trend and the actual environment in each street, the parameters of LiESN have been optimized by the historical operation states. The corresponding parameters of different avenues are shown in Table IX.

Due to that the actual traffic congestion mode of different roads are cross-linked and interplayed via cyber-physical link optimization, the congestion delay index of every road may be computed and simulated by Eq. (18) and Eq. (19). The experiment diagram is shown in Figure 13.

Obviously, as can be seen from Fig. 13, the performance of our algorithm is much better in the actual simulation. To visualize the overall congestion delay performance of identification and prediction, the congestion delay sequence diagram of major avenues in Nan’an district is also shown in Fig. 14.
Where, the horizontal axis represents the time axis and the vertical axis represents the synthesis predicted results of congestion delay index. In addition, different colors and shades stands for different degree of congestion.

In Fig. 13 and Fig. 14, the presented algorithm can effectively predict and evaluate the operation states of urban local road network. Therefore, the method proposed in this paper can provide theoretical guidance for the regulation of traffic congestion in urban areas.

V. CONCLUSION
In this paper, the identifying and predicting algorithm of urban traffic congestion was depicted based LiESN via cyber-physical link optimization. Meanwhile, The simulation examples shown that the validity and rationality of presented method is very high. This indicates that the proposed identification and prediction mechanism can carry out the dynamic traffic management in real engineering.

However, owing to the fact that the future traffic congestion trend was identified and predicted according to the foregone traffic state and the current traffic state. The original data package should be processed by some new methods. Then, the state transition probability matrix may be introduced and applied in next study.

In fact, the tripers always hope that identification algorithm can forecast and recognize all congestion modes as precise as possible. However, due to the high uncertainty and non-linearity of urban traffic system, how to improve the performance and accuracy of the prediction and evaluation in the light of uncertain factors is also a hot research area. Although this study provides a solution for local road network, there is still a need to continually improve the accuracy of prediction result.

Last but not least, urban roads are not independent during the process of traffic state aggregation in terms of human, vehicle, and environment interaction, the current traffic congestion states are often affected by previous moments in time and space scales. Thus, how to fuse the incomplete and complete traffic information to analyze the congestion mode is also an important problem in urban transport system. All this will be our continuous research orientation.
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