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ABSTRACT In real-time systems, the satisfaction of real-time properties is as important as the correct behavior of the function. There are many safety-critical systems among the real-time systems, thus the satisfaction of real-time properties is directly related to safety in those cases. By performing the schedulability analysis, we can predict the behavior of real-time systems and ensure real-time properties are met. In this paper, we propose the schedulability analysis of a real-time system through constraint solving approach, that is, by treating a scheduling problem as a constraint solving problem. To do this, we describe a method of representing the task behavior and schedulable properties of real-time tasks in the form of constraints and finding answers that satisfy all the constraints using a constraint solver.

INDEX TERMS Constraint satisfaction problem, Satisfiability modulo theories, Real-time schedulability analysis

I. INTRODUCTION

There are various safety-critical systems in modern society. The control systems used in automotive, railway, medical, and nuclear sector are all safety-critical systems. Errors or malfunctions in such safety-critical systems can result in property damage and loss of life. Most of these systems are real-time systems with real-time properties. In a real-time system, not only the correct behavior of the function, but also the satisfaction of real-time properties is very important [1]. That is, the timing of the results, as well as the results of the functions, must be correct. A real-time system is defined by a set of tasks and a scheduling policy, where a task is given by a triple of a period, computation time, and deadline [2]. In a hard real-time system, tasks that miss deadlines are no different than tasks with incorrect results, which can cause the function to fail. In order to guarantee the real-time properties of a system, it is necessary to be able to predict system behavior, which is possible through the schedulability analysis of the system tasks [3].

Since the pioneering work by Liu and Layland [4], there have been many studies on schedulability analysis [5]–[10]. In addition to these, other studies based on formal techniques such as process algebra [2], [11]–[13], state machine [14], [15] and constraint solving [16], [17] have been conducted. These studies, which are based on formal techniques, have tended to focus on specific task sets or specification techniques. Our motivation of this paper is to present how to transform a real-time system into a set of constraints, and that a real-time schedulability can be analyzed by showing satisfiability of such a set of constraints. In the constraint solving approach proposed in this paper, the real-time scheduling problem is represented in the form of simple, clear, and strict logical expressions using first-order logic. In particular, we represent task behavior and schedulability conditions as logical expressions for later input into SMT solver.

First, we will define the tasks in real-time systems and define the behavior of those tasks. Here, we use a state-based framework to describe how a task behaves. In this case, the behavior of a task can be expressed as a transition between states, and a state transition can be further defined as a relation between states. Once transition relations are defined, we can extract the rules from the transition relations and encode the rules into constraints. The conditions for schedulability are defined in a similar way. Based on the
state-based task behavior above, we extract rules that must be satisfied in order to allow scheduling and encode these rules as constraints. In doing so, we will have a set of constraints on task behavior and schedulability that we need to find solutions for. These constraints are then used as input into SMT solver to obtain a solution that satisfies all of the encoded constraints. SMT solver presents a corresponding model of evaluation if all of the constraints are satisfied, otherwise, it yields Unsatisfiable. We introduce a simple implementation of this proposed approach using Python with Z3Py which is SMT solver API.

We believe that it is meaningful to conduct schedulability analysis using a constraint solving approach. Representing problems using first-order logic, which is a formal modeling method, is widely used in the field of verification, equivalence checking, scheduling, and optimization [18], and enables the accurate understanding and expression of problems. In addition, the logical expressions represented in this way can be solved with a fully automated SMT solver. The contributions of this paper are 1) A method for transforming a real-time system into a set of constraints of simple, clear, and strict logical expressions is proposed, 2) A way to prove that a real-time schedulability can be analyzed by showing satisfiability of such a set of constraints is presented.

The remainder of this paper is structured as follows. We discuss different methods for schedulability analysis based on formal techniques in Section II. In order to express schedulability as a series of constraints, we explain our definition of a task and state-based task behaviors in Section III. Section IV identifies the constraints according to their definitions and constructs the constraints using first-order logic. The implementation and constraints of the proposed method are described in Section V. In Section VI, we present the conclusions of this paper and discuss future research.

II. RELATED WORK

Schedulability analysis methods based on mathematical approaches, such as Liu and Layland [4] and Zhang [10], do not allow much flexibility in expressing task behavior compared to behavior/simulation based approaches [2], [11]–[17]. In particular, in our proposed approach, the task behaviors are described as a set of constraints, so task behaviors can be defined as long as they can be represented by constraints. This gives us some flexibility to express various task behaviors.

Choi and Lee [2] propose an approach to the schedulability analysis of real-time systems based on a timed process algebra called ACSR-VP, which is an extension of ACSR [19] that includes value-passing communication and dynamic priorities. They describe a form of the schedulability analysis that checks for bisimulation. Kwak and Lee [11] also present schedulability analysis using ACSR-VP process algebra to produce linear equation constraints. However, they do not attempt to solve these constraints in their work. Our work therefore primarily focuses on expressing schedulability as a series of constraints and finding satisfactory answers that satisfy these constraints using appropriate constraint solvers.

Cheng and Zhang [17] address the scheduling problem of overloaded tasks using SMT solver with a goal to maximize the total number of tasks that meet their deadlines for a given set of tasks. In this case, they propose SMT-based scheduling algorithm that maximizes the number of schedulable tasks. However, our work is aimed at scheduling hard real-time tasks using conventional scheduling disciplines. Therefore, the tasks in our target hard real-time systems should not be so overloaded that they cannot all be scheduled. Our proposed approach focuses on the satisfiability of a task model for a certain scheduling discipline.

Our work follows a similar structure to that of the task model in Choi and Lee’s work [2], but uses a different form of logical representation. Unlike Cheng and Zhang’s work [17], the target of our approach is hard real-time tasks in safety-critical real-time systems.

III. SYSTEM DEFINITION AND BACKGROUND

A. TASK DEFINITION

A real-time system consists of a set of real-time tasks $T = (\tau_1, \tau_2, \cdots, \tau_n)$. Task $\tau_i$, where $\tau_i \in T$, can be denoted as $\tau_i = (p_i, c_i, d_i)$ in which $p_i$ is the period, $c_i$ is the worst-case computation time, and $d_i$ is the deadline for task $\tau_i$ respectively. If the deadline is equal to the period, the deadline can be omitted as $\tau_i = (p_i, c_i)$. The computation time is the number of jobs a task must perform within a given time (i.e., the deadline) and a job is a schedulable unit of work. The deadline is the time that the task should complete its jobs after the release of a task. If the execution of task $\tau_i$ must be completed by a given deadline $d_i$ (i.e., $c_i \leq d_i$), then task $\tau_i$ is considered a hard real-time task. The period is the minimum time interval between the release of jobs. A periodic task is that the task is regularly invoked with the interval of the fixed time term. There is a certain behavioral pattern that repeats infinitely when scheduling periodic tasks. This behavior pattern also has a period and is also known as a hyper-period [20]. The hyper-period is the minimum time interval in which the periodic pattern of all tasks is repeated. It is usually defined as the least common multiple (LCM) of all task periods.

Our assumption for the tasks are as follows:

- All tasks are periodic
- All tasks have the worst-case computation time
- All tasks arrive and are released at the same time
- All tasks are independent, with no shared resources

B. STATE-BASED TASK BEHAVIOR

The state of a system can be viewed as a snapshot of all of the variables and conditions that describe the system at any given moment [21]. In state-based task behavior, we define the state of a task as the current status of the accumulated execution time and the elapsed time of a task. We denote the variables that represent the accumulated execution time and the elapsed time of a task as $ac$ and $et$, respectively, and refer
We define state-based task behavior as follows:

\[ \text{CurrentState} \rightarrow \text{StatePriority} : \text{NextState} \]

The condition of \text{CurrentState} decides the \text{NextState} to follow, and the \text{NextState} of the task is determined after a comparison with \text{StatePriority} of tasks for a preemption.

The \text{CurrentState} of a task can be one of the following four states, depending on the state variables:

- **Start** state \((ac = c \land et = p)\) The task has completed its execution time and has reached the end of the current period. A task in this state can start a new period in the next state.
- **Deadlock** state \((ac < c \land et = d)\) The task has reached its deadline but has not completed its execution time. This indicates that the given task set is not schedulable under the specified scheduling algorithm because one task is not in a schedulable condition.
- **Wait** state \((ac = c \land et < p)\) The task has completed its execution time and has not reached the end of the current period. A task in this state has to wait until the end of the period to begin a new period.
- **Ready** state \((ac < c \land et < d)\) The task has not completed its execution time and the deadline has not been reached. A task in this state can execute its own jobs.

The \text{NextState} corresponding to each possible \text{CurrentState} is described below. Let \(ES^k_i\) denote the execution state of task \(\tau_i\) at certain point \(k\). We denote \text{CurrentState} as \(ES^k_i\), and \text{NextState} as \(ES^{k+1}_i\) for task \(\tau_i\).

1. [\text{Start}] \rightarrow [\alpha, 1 : \text{StartNext}] When a task in the \text{Start} state is selected, the state variables are initialized at \text{StartNext} and a new period is started. There are no changes to the state variables for other tasks. The \text{NextState} for the \text{Start} state can be defined as:

   \[-ES^{k+1}_i = (\ldots, ac_{i-1}, et_{i-1}, 0, 0, ac_{i+1}, et_{i+1}, \ldots)\]

   \[\text{[Deadlock]} \rightarrow [\alpha, 2 : \text{DeadlockNext}]\] When a task in the \text{Deadlock} state is selected, the task execution cannot proceed any further. The given set of tasks can not be scheduled. \text{DeadlockNext} is:

   \[-ES^{k+1}_i = \text{DEADLOCK}\]

   \[\text{[Wait]} \rightarrow [\beta, 0 : \text{WaitNext}]\] When a task in the \text{Wait} state is selected, the task only consumes the elapsed time at \text{WaitNext}. All other tasks also only consume the elapsed time. \text{WaitNext} is:

   \[-ES^{k+1}_i = (\ldots, ac_{i-1}, et_{i-1} + 1, ac_i, et_i + 1, ac_{i+1}, et_{i+1} + 1, \ldots)\]

   \[\text{[Ready]} \rightarrow [\beta, \pi_i : \text{ReadyNext}]\] When a task in the \text{Ready} state is selected, the task uses both the execution time and the elapsed time at \text{ReadyState}. All other tasks are blocked. \text{ReadyNext} is:

   \[-ES^{k+1}_i = (\ldots, ac_{i-1}, et_{i-1} + 1, ac_i + 1, et_i + 1, ac_{i+1}, et_{i+1} + 1, \ldots)\]

We have described the state-based task behavior for each possible configuration of the state variables. In a uniprocessor environment, only one task can be executed at a time. In the case of \text{NextState} described above, only one task can transition to \text{NextState}.

The preemption rule of \text{StatePriority} ultimately determines the task to be transitioned to \text{NextState}. A task that is assigned \text{StatePriority} \(\alpha\) takes precedence over \(\beta\) regardless of \(N\) in \text{StatePriority}. If two tasks are assigned the same \text{StatePriority} \((\alpha\ or\ \beta)\), the task with a higher \(N\) gets to transition. If there are more than two tasks assigned with exactly the same \text{StatePriority} and \(N\), then the task is chosen nondeterministically. \text{StatePriority} \(\pi_i\) in \text{ReadyState} is determined by the scheduling discipline.

Let the preemption rule of \text{StatePriority} be denoted as \(\gg\), \(<\). We write \((\alpha \gg \beta)\) to indicate \(\alpha\) preempts \(\beta\).
Algorithm 1 describes the overall state-based behavior of a task.

Timing graph presented as Fig. 1 shows the typical scheduling behavior for the example task set T₁ under Earliest Deadline First (EDF) scheduling algorithm where, T₁ = (τ₁, τ₂), τ₁ = (2, 1), τ₂ = (3, 1). The task set T₁ is supposedly schedulable under an EDF because the utilization bound [4] of task set T₁ is sufficient, where U = 1/2 + 1/3 = 5/6 = 0.83 ≤ 1.

Table 2, describes the state-based behavior of task set T₁. The scheduling starts at ES₀, (0, 0, 0, 0). To briefly describe the state-based behavior of T₁, the scheduling starts at the initial step, where all state variables are at their default value. At this step, both tasks are in the Ready state, and τ₁ has a higher priority than τ₂. Therefore, NextState is selected as the ReadyNext state of τ₁, which is ES₁, (1, 1, 0, 1). This process is repeatedly executed following the behavior rules of Algorithm 1.

C. SCHEDULING DISCIPLINES

Scheduling disciplines are algorithms that determine how resources are allocated. Some examples are the Rate Monotonic (RM), Earliest Deadline First (EDF), and Least Laxity First (LLF) algorithms, the choice of which depends on the type of application being run on the system. RM is a scheduling algorithm that statically allocates the priority of tasks, whereas EDF and LLF are algorithms that dynamically allocate priorities. Task priority πᵢ in StatePriority is determined by the specific scheduling algorithm. The following formulas are used to calculate task priority:

- RM : \(d_{max} - p_i\)
- EDF : \(d_{max} - (d_i - et_i)\)

<table>
<thead>
<tr>
<th>Current State</th>
<th>(\tau_1) State</th>
<th>(\tau_2) State</th>
<th>State Priority</th>
<th>Next State</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES₀, (0, 0, 0, 0)</td>
<td>Ready</td>
<td>Ready</td>
<td>π₁ &gt; π₂</td>
<td>ES₁, (1, 1, 0, 1)</td>
</tr>
<tr>
<td>ES₁, (1, 1, 0, 1)</td>
<td>Wait</td>
<td>Ready</td>
<td>π₁ &lt; π₂</td>
<td>ES², (1, 2, 1, 2)</td>
</tr>
<tr>
<td>ES², (1, 2, 1, 2)</td>
<td>Start</td>
<td>Wait</td>
<td>π₁ &gt; π₂</td>
<td>ES³, (0, 0, 1, 2)</td>
</tr>
<tr>
<td>ES³, (0, 0, 1, 2)</td>
<td>Ready</td>
<td>Wait</td>
<td>π₁ &gt; π₂</td>
<td>ES⁴, (1, 1, 1, 3)</td>
</tr>
<tr>
<td>ES⁴, (1, 1, 1, 3)</td>
<td>Start</td>
<td>Wait</td>
<td>π₁ &lt; π₂</td>
<td>ES⁵, (1, 1, 0, 0)</td>
</tr>
<tr>
<td>ES⁵, (1, 1, 0, 0)</td>
<td>Wait</td>
<td>Ready</td>
<td>π₁ &gt; π₂</td>
<td>ES⁶, (1, 2, 1, 1)</td>
</tr>
<tr>
<td>ES⁶, (1, 2, 1, 1)</td>
<td>Start</td>
<td>Wait</td>
<td>π₁ &gt; π₂</td>
<td>ES⁷, (0, 0, 1, 1)</td>
</tr>
<tr>
<td>ES⁷, (0, 0, 1, 1)</td>
<td>Ready</td>
<td>Wait</td>
<td>π₁ &gt; π₂</td>
<td>ES⁸, (1, 1, 1, 2)</td>
</tr>
<tr>
<td>ES⁸, (1, 1, 1, 2)</td>
<td>Wait</td>
<td>Wait</td>
<td>π₁ = π₂</td>
<td>ES⁹, (1, 2, 1, 3)</td>
</tr>
<tr>
<td>ES⁹, (1, 2, 1, 3)</td>
<td>Start</td>
<td>Start</td>
<td>π₁ = π₂</td>
<td>ES¹₀, (0, 0, 1, 3)</td>
</tr>
<tr>
<td>ES¹₀, (0, 0, 1, 3)</td>
<td>Ready</td>
<td>Start</td>
<td>π₁ &lt; π₂</td>
<td>ES¹¹, (0, 0, 0, 0)</td>
</tr>
</tbody>
</table>

Table 2. State-based behavior of \(T_1\) under EDF

- LLF : \(d_{max} - (d_i - et_i) - (c_i - ac_i)\)
  where \(d_{max} = 1 + max(d_1, \ldots, d_n)\)

IV. ENCODING CONSTRAINTS

In this section, we describe constraint encoding for schedulability analysis. The encoding of constraints is divided into three steps. The first step is the encoding of constraints that limit the scope of the free variables used in the task behavior representation. The second step is the encoding of the state transitions rule according to the behavior rules defined in Algorithm 1. Finally, the third step is encoding constraints on the schedulability that a given set of tasks must ultimately satisfy.

A. VARIABLE BINDING CONSTRAINTS

The task information, such as the period, computation time and deadline (i.e., \(p, c, d\)), is given as constants. However, other variables that represent the behavior and constraints of the task are declared as free variables. These free variables need to be constrained in order to be executed accurately.

The free variables used to represent state-based task behavior are:

- Accumulated execution time \((ac)\)
- Elapsed time \((et)\)
- Step index \((k)\)
- Goal step index \((x)\)
- Deadlock flag \((dl)\).

The accumulated execution time is the number of jobs completed. Therefore, the variable representing the accumulated execution time cannot exceed the computation time or be
negative. Based on these attributes, the constraints on the accumulated execution time can be defined as (1):

$$acScope = \bigwedge_{i=1}^{n} \left( ac_i^k \leq c_i \land ac_i^k \geq 0 \right)$$  \hspace{1cm} (1)$$

Similarly, the variable representing the elapsed time cannot exceed the period or be negative. Based on these attributes, the constraint on the elapsed time can be defined as (2):

$$etScope = \bigwedge_{i=1}^{n} \left( et_i^k \leq p_i \land et_i^k \geq 0 \right)$$  \hspace{1cm} (2)$$

In state-based task behavior, the state of a task can be expressed by the status of the state variables. However, the state of a task only reflects the status of the state variables based on relative time rather than absolute time. Therefore, we use the step variables \( k \) and \( x \), representing the step index and the goal step index, respectively, to indicate the state transition. The step index cannot exceed the goal step index or be negative. Based on these attributes, the constraint on the step index can be defined as (3):

$$kScope = (k \geq 0 \land k \leq x)$$  \hspace{1cm} (3)$$

In addition to the state variables and step variables, we used a flag variable to indicate whether the state transition is in a Deadlock state. The variable used to represent the Deadlock state in the state transition is denoted as \( dl \). The deadlock flag can either be true or false. Based on this attribute, the constraint on the deadlock flag can be defined as (4):

$$dlScope = (dl^k \geq 0 \land dl^k \leq 1)$$  \hspace{1cm} (4)$$

So far, we have presented the constraint encodings for the variables used in the schedulability analysis. This constrains the scope of the variables that represent state-based behavior.

Suppose we have an example task set \( T_1 = (T_1^1, T_1^2) \), \( T_1^1 = (2, 1) \), \( T_1^2 = (3, 1) \). Let \( ES(T_1) \) denote a possible execution state for \( T_1 \). Based on a 32 bit integer, the total number of possible execution states for \( T_1 \) before variable binding would be \( |ES(T_1)| = 1.71986918 \times 10^{30} \), which represents the product of the four integer variables \((ac_1, et_1, ac_2, et_2)\), when each variable has the scope of the entire integer range. However, after constraining the free variables, the number of possible execution states reduces significantly. For task set \( T_1 \), the maximum number of possible states is 48, as shown in (5):

$$ES(T_1) = \begin{cases} (0,0,0,0) & (0,0,0,1) & (0,0,0,2) & (0,0,0,3) \\ (0,0,1,0) & (0,0,1,1) & (0,0,1,2) & (0,0,1,3) \\ (0,1,0,0) & (0,1,0,1) & (0,1,0,2) & (0,1,0,3) \\ (1,0,0,0) & (1,0,0,1) & (1,0,0,2) & (1,0,0,3) \\ (1,0,1,0) & (1,0,1,1) & (1,0,1,2) & (1,0,1,3) \\ (1,1,0,0) & (1,1,0,1) & (1,1,0,2) & (1,1,0,3) \\ (1,1,1,0) & (1,1,1,1) & (1,1,1,2) & (1,1,1,3) \\ (1,2,0,0) & (1,2,0,1) & (1,2,0,2) & (1,2,0,3) \\ (1,2,1,0) & (1,2,1,1) & (1,2,1,2) & (1,2,1,3) \end{cases}$$

In the next section, constraints on state-based behavior are encoded to determine legitimate cases of transition between the possible states.

### B. STATE-BASED BEHAVIOR CONSTRAINTS

All tasks behave according to Algorithm 1 rules at all steps. The behavior of a task can be expressed by the state transition, that is, the relationship between the \( CurrentState \) and the \( NextState \); this state transition must also satisfy all of the rules of Algorithm 1. First, we specify the initial step for the state-based behavior of task scheduling.

**Constraining the Initial Step.** The initial step of task scheduling refers to the point at which scheduling begins (i.e., when the step variable \( k \) is zero). In this step, the state variables of all tasks must be initial values because the task has not been executed, and deadlock flag must be set to its default value. Based on these attributes, the constraint on the initial step can be defined as (6):

$$InitialStep = (k == 0) \rightarrow \bigwedge_{i=1}^{n} \left( ac_i^k == 0 \land et_i^k == 0 \land dl^k == 0 \right)$$  \hspace{1cm} (6)$$

**Constraining the State Transition.** As described earlier, in state-based task behavior, the task transition from \( CurrentState \) to \( NextState \) depends on the state variables and the state priority. There are certain relations that can occur between \( CurrentState \) and \( NextState \), and we can encode these as constraints. The constraints for \( NextState \) corresponding to each possible state in \( CurrentState \) are as follows:

1) If task \( \tau_i \) in a \( Start \) state at step \( k \) is chosen, the constraint for \( StartNext \) can be defined as (7):

$$StartNext = (ac_i^{k+1} == 0 \land et_i^{k+1} == 0) \land \bigwedge_{i \neq j, j=1}^{n} \left( ac_j^{k+1} == ac_j^k \land et_j^{k+1} == et_j^k \right)$$  \hspace{1cm} (7)$$

2) If task \( \tau_i \) in a \( Deadlock \) state at step \( k \) is chosen, the constraint for \( DeadlockNext \) can be defined as (8):

$$DeadlockNext = (dl^{k+1} == 1)$$  \hspace{1cm} (8)$$

3) If task \( \tau_i \) in a \( Wait \) state at step \( k \) is chosen, the constraint for \( WaitNext \) can be defined as (9):

$$WaitNext = \bigwedge_{i=1}^{n} \left( ac_i^{k+1} == ac_i^k \land et_i^{k+1} == et_i^k + 1 \right)$$  \hspace{1cm} (9)$$
4) If task \( \tau_i \) in a Ready state at step \( k \) is chosen, the constraint for ReadyNext can be defined as (10):

\[
\text{ReadyNext} = (n_i^k \geq p_i^k) \rightarrow \left( \left( ac_i^{k+1} = ac_i^k + 1 \right) \land \left( et_i^{k+1} = et_i^k + 1 \right) \right)
\]

The constraints on the initial steps and the state transitions defined above determine where to start scheduling and what the next state will be. Considering the example task set \( T_1 \) and the possible states described in the previous section, the set of states that satisfy the initial step constraint is shown in (11). Let \( ES^k(T_1)_p \) denote the possible execution state of \( T_1 \) at step \( k \).

\[
ES^0(T_1)_p = \{(0,0,0,0)\} \tag{11}
\]

In addition, the set of states satisfying the state transition constraints at the initial step and the next step is shown in (12).

\[
ES^1(T_1)_p = \{(1,1,0,1)\}, \quad ES^2(T_1)_p = \{(1,2,1,2)\} \tag{12}
\]

If states have the same StatePriority, such as the 9th step of Fig. 1, then the next state is chosen nondeterministically. The set of states satisfying the state transition constraints at such step is shown in (13).

\[
ES^q(T_1)_p = \{(0,0,1,3), (1,2,0,0)\} \tag{13}
\]

### C. SCHEDULABILITY CONSTRAINTS

A given set of tasks can be scheduled if all the tasks are able to execute their computation time within the deadline for all their respective periods. Also, following the previous definition of the hyper-period, a given set of tasks can be scheduled infinitely if it can be scheduled within the hyper-period.

**Lemma 1.** If a real-time periodic task set \( T \) is schedulable, then the state-based behavior of \( T \) does not include any Deadlock state.

**Proof.** Let \( T \) be a real-time periodic task set. To prove Lemma 1, assume \( T \) is a schedulable task set. Following the schedulability definition, for every \( \tau \), if \( \tau \in T \), then \( \tau \) should execute the computation time within the deadline. Therefore, \( \tau \) does not transition into a Deadlock state.

**Lemma 2.** If a periodic task set \( P \) can be scheduled up to the hyper-period, then \( P \) is infinitely schedulable.

**Proof.** Let \( P \) be a periodic task set. To prove Lemma 2, assume \( P \) is a schedulable task set to the hyper-period. Following the definition of the hyper-period, the scheduled periodic pattern repeats infinitely. Therefore, a periodic task set \( P \) is schedulable infinitely. \( \square \)

**Constraining the Goal Step.** The goal step in task scheduling refers to the point at which the schedulability analysis ends. Following Lemma 2, this point is the hyper-period in which all tasks have completed their computation time and period. Therefore, a given set of tasks is schedulable if the goal step can be found (or reachable) without violating the NoDeadlock constraint (14). Based on these attributes, the constraint on the goal step can be defined as (15).

\[
\text{NoDeadlock} = (dl^k = 0) \tag{14}
\]

\[
\text{GoalStep} = (k = x) \rightarrow \left( \bigwedge_{i=1}^n (ac_i^k = c_i \land et_i^k = p_i) \right) \tag{15}
\]

All encodings for the schedulability constraints have thus been completed, and all of the constraints for the schedulability analysis of state-based task behavior have been also encoded. By putting all of these constraints together, the constraints on the schedulability analysis of a given task set can be defined as (16):

\[
\text{SCHEDCSTR} = \text{InitialState} \land \text{GoalStep} \land \forall k, (k\text{Scope}) \rightarrow \text{dlScope} \land \text{NoDeadlock} \land \left( \bigwedge_{i=1}^n (\text{StartNext} \land \text{DeadlockNext} \land \text{WaitNext} \land \text{ReadyNext} \land \text{acScope} \land \text{etScope}) \right) \tag{16}
\]

**Theorem 3.** The real-time periodic task set \( T \) is schedulable iff the state-based behavior of \( T \) satisfies the set of constraints SCHEDCSTR.

**Proof.** (\( \Rightarrow \)) : Let \( T \) be a real-time periodic task set. To prove Theorem 3, assume \( T \) is a schedulable task set. Following the Lemmas 1 and 2, the state-based behavior of \( T \) does not include any Deadlock state up to the hyper-period. Because the constraints, GoalStep and NoDeadlock in SCHEDCSTR do not allow any Deadlock state within the hyper-period, the state-based behavior of \( T \) does not contain any Deadlock state if SCHEDCSTR is satisfied.

(\( \Leftarrow \)) : Let a state-based behavior of \( T \) satisfy the set of constraints SCHEDCSTR. Following the definition of SCHEDCSTR in this section, the schedulability constraints GoalStep and NoDeadlock should also be satisfied. Then, the state-based behavior of \( T \) does not contain any state transition to a Deadlock state within the hyper-period. Thus, by Lemmas 1 and 2, the given set of tasks \( T \) is schedulable. \( \square \)
V. IMPLEMENTATION AND EXPERIMENTS

We implemented schedulability analysis using the constraint solving approach and related encoding mechanisms presented in the previous section. We used Python with Z3Py as the implementation language, which is the Python API for SMT solver Z3 [22]. Z3Py allows us to use logical expressions to represent the constraints in Python. Once the constraints are given, the solver returns an answer on whether the given constraints can be satisfied or not. If they can, the solver then provides an evaluation of the variables that satisfy all the constraints, referred to as the Model. Otherwise, the solver returns Unsatisfiable. This indicates that there is no evaluation of the variables that satisfy all the constraints.

The source code presented in Fig. 2 represents part of a simple implementation example for the schedulability analysis of task set $T_1$ using Python with Z3Py. It includes the function and variable declarations, and the constraints on the behavior rules of the task. The results of the schedulability analysis for $T_1$ is shown in Fig. 3, indicating that $T_1$ satisfies all of the constraints. The corresponding evaluation model is represented at each step index. Another example task set $T_2$ is shown in Table 3, where $T_2 = (\tau_3, \tau_4)$, $\tau_3 = (2, 1)$, $\tau_4 = (3, 2)$. The task set $T_2$ is supposedly not schedulable under EDF because the utilization bound of task set $T_2$ is insufficient, $U = 1.16 \geq 1$. In Table 3, the state-based behavior indicates that the task state is in a Deadlock state in either step 9 or step 9’ (i.e., either of the two nondeterministic choices), which is a violation of the schedulability constraints. Because, the solver cannot find a satisfying evaluation for $T_2$, it outputs Unsatisfiable as a result.

A. PERFORMANCE EVALUATION

We performed schedulability verification experiments on several sample tasks. All experiments were performed in...
the following system environments: Intel i7 CPU 3.40GHz Octacore CPU with 8 GB RAM, Linux kernel 3.19.0-32-generic x86_64, Z3 version 4.4.2, Python 2.7.6. 

Table 4 shows the task set information used in the experiments. A total of 12 task sets are used, each with a different number of tasks and utilization. Fig. 4, Fig. 5, and Fig. 6 show the time spent, the max memory used, and the number of decisions made in the experiment for every task set, respectively. In Fig. 6, the decision indicates that the number of tries on variables, when traversing state-space to find a satisfying answer. Within each graph, the different shaded bars represent the minimum utilization to the maximum utilization of the experiment task set.

We observed several points on following aspects through the experiment. Firstly, the performance values, such as the time spent, the maximum memory used and the number of decisions made, are proportional to the number of tasks. As the number of tasks increases, the number of combinations of states to be represented also increases, which then affects the size of the state space to be searched. With regard to task utilization, it is difficult to know how task utilization affects overall performance. The results of all experiments using the four tasks were somewhat proportional to the task utilization, but not the results for the other number of tasks. To sum up the experiment results, the memory used and the time spent indicate the size of the state space and the cost of searching that space. Even though SMT solver explores state space in efficient manner, eventually, the size of this state space depends on how effectively the constraints are expressed.

B. APPLICABILITY TO MULTICORE SYSTEM ENVIRONMENTS

Although the method proposed in this paper is based on the assumption of a uni-processor environment, it can still be extended to apply to multicore system environments.

For example, in the case of a partitioned scheduling [23]–
VI. CONCLUSION AND FURTHER WORK

A schedulability analysis can be used to predict the behavior of a system to ensure that its behavior satisfies real-time properties. In this paper, we have described the schedulability analysis of real-time system tasks using a constraint solving approach. In order to express the scheduling problem as a series of constraints, the scheduling problem can be divided into two major sections, one focusing on the behavior of the task that is being scheduled and the other on the attributes that these tasks must meet in order to be scheduled. We have encoded these constraints in first-order logic form for use as input into SMT solver, and have let SMT solver find an answer. Several experiments were conducted to investigate the performance of the proposed method and the factors affecting performance were examined. We observed that the time spent and the memory used for the schedulability analysis increased in proportion to the number of tasks.

The proposed method in this paper is one of several methods for schedulability analysis that uses the constraint solving approach. However, even if the same method is used, it will be possible to express task behavior in more detailed ways with more sophisticated formulas and expressions. In this paper, we focused more on the overall method itself than on comparing the various ways to express the associated constraints. In terms of future work, our plan is to extend and optimize the constraints on task behavior, so that we can 1) reduce the size of the state space, 2) increase performance to a sufficient level and 3) support tasks under multicore system environments.
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<table>
<thead>
<tr>
<th>Utilization</th>
<th>2 Tasks</th>
<th>3 Tasks</th>
<th>4 Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>(16,1), (16,1)</td>
<td>(16,1), (16,1)</td>
<td>(16,1), (16,1)</td>
</tr>
<tr>
<td>50%</td>
<td>(16,3), (16,3)</td>
<td>(16,2), (16,2)</td>
<td>(16,2), (16,2)</td>
</tr>
<tr>
<td>75%</td>
<td>(16,6), (16,6)</td>
<td>(16,3), (16,3)</td>
<td>(16,3), (16,3)</td>
</tr>
<tr>
<td>100%</td>
<td>(16,8), (16,8)</td>
<td>(16,4), (16,4)</td>
<td>(16,4), (16,4)</td>
</tr>
</tbody>
</table>

TABLE 4. Experiment task set information
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