Mapping Functions Driven Robust Retinal Vessel Segmentation via Training Patches
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ABSTRACT Vein occlusions and diabetic retinopathy are two of many retinal pathologies affecting the retina. Understanding robust vessel segmentation of fundus images is of vital importance of improving the diagnosis results of these diseases. For the first time, this paper proposes a new approach of computing the minimum distance for each test patch via the distance comparison within the test patch and cluster centres. The numerous patches are calculated via the manual segmentations through K-means algorithm. We demonstrate the efficiency of learning the simple pattern from each cluster, meanwhile, the mapping function for each cluster is determined by the patches in training images and their corresponding manual segmentation patches. Two publicly recognized benchmark datasets DRIVE and STARE are used in our experimental validation. Experimental results show that our methodology achieves a modest performance for vessel segmentation on public datasets in comparison with the recent state-of-the-art methods.
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I. INTRODUCTION

DIABETIC retinopathy, one of retinal pathologies, is reported as the leading cause of blindness for the aged population worldwide, though other retinal pathologies include retinopathy of prematurity, retinoblastoma and vein occlusions are also reported in the literature as the supplementary causes. In this paper, we focus on providing the suitable approach for vein occlusions and diabetic retinopathy via the new segmentation method and the flowchart of our method is shown in Figure 1.

It is known that color fundus imaging assists in retinal disease diagnosis through portraying an image of the retina. However, the difficulty of this research is to find a suitable classifier to enable further analysis of the color fundus imaging by adjusting retinal vein segmentation to generate accurate blood vessel binary images [1]. It is argued that through comprehensive design of feature extraction, a new classifier can better classify color fundus images.

In particular, taken the fundus images as an example of retinal pathologies, the solutions for these images mainly suffer from low resolution and noise. While big vessels can be segmented accurately, tiny vessels remain a challenge as they cannot be distinguished from the noisy background. Machine learning techniques can help overcome the tiny vessel challenge in fundus images [2] [3] [4] [5] [6] [7]. Vessel pixels can be distinguished from other pixels using classifiers. However, this process is tedious, slow and inefficient due to several issues. First of all, due to the characteristics of the device, the fundus image is low contrast, which will lead to the degradation of the discriminator’s discriminative power. Second, several retina structures such as drusen and macula interfere with the fundus image [8]. Pixels generated by interfering structures and pixels generated within the vessel area have almost identical distribution in terms of intensity. Recently, some researchers applied deep learning to improve the performance of the accuracy of the edge detection, and achieved good results [9] [10] [11] [12] [13]. These methods take advantages of deep learning to find better feature representations for edges. They aim to build a general model to address the edge detection problems in natural images. Although some of these methods give segmentation results on fundus images [10], these methods based on deep learning mainly work on the edge detection in natural images, which is true that many edge detection problems encountered in
computer vision are almost related to natural images. Compared with fundus images, natural images indeed have more complex structure, but they have less background noise and high contrast relatively. First of all, due to the characteristics of the device, the fundus image is low contrast, which will lead to the degradation of the discriminator’s discriminative power. Especially in Super Resolution construction [14] [15] [16]. Learning a priori knowledge without any supervision to effectively represent the main structure of the object. Although clustering in large-scale training data is time consuming, it can be calculated offline and usually only needs to be run once for the application. In the test phase, The computational load is relatively low because this method only needs to determine which cluster the local data belongs to. However, the challenge is how to segment the blood vessels of the fundus image by cluster-based methods. This method has not been explored many times in the literature. Continuous development of image transform methods has acted as the main motivation for this research. The primary contributions of this paper are threefold. 1) We implement the new classification approach by extending more work on our early stage preliminary work significantly [17]. 2) New results are presented on STARE database, and we give a comparison of our method and six other methods on DRIVE and STARE datasets. 3) The simple and fast mapping functions and processing steps are proposed and validated, this work facilitates the segmentation of the vessel in fundus images. The results show that our method outperforms others on the benchmark DRIVE database and STARE database. The organization of our paper is as follows. Section 2 provides an overview of classic approaches for the vessel segmentation problem. Section 3 presents the framework of our method in details. The experimental results are given in section 4 and the conclusions are summarized in section 5.

II. RELATED WORK

The unsupervised algorithms have been well recognised in terms of their efficiency of segmenting the vessels in fundus images, such as matched filtering [18], line detectors [19], morphological transformations [20], model-based methods [21], or multiscale vessel segmentation methods [22]. Ran-gayyan et al. [23] designed a set of Gaussian filters to detect and extract the blood vessels. Miri et al. [24] used multiple structuring elements to extract vessel ridges. Al-Diri et al. [25] improved the traditional active contour model to segment the vessels. Though these algorithms are easily modeled, they are computationally complex. In contrast, the supervised machine learning has been widely studied in many fields related to image processing. Classic classifiers such as the KNN [26], Gaussian mixture model (GMM) [27], support vector machine (SVM)[22], neural networks [4], and extreme learning machine (ELM) [5] have been applied to distinguish vessel pixels from nonvessel pixels. Staal et al. proposed a ridge-based blood vessel segmentation method in combination with a supervised classification technique [28]. Another SVM-based algorithm, which was also trained on the DRIVE database, was proposed by Ricci and Perfetti [2]. Lupascu et al. [3] proposed an AdaBoost-based classifier to segment the retinal vessels. Fraz et al. used an ensemble system of bagged and boosted decision trees and utilized a feature vector based on the orientation analysis of gradient vector field, morphological transformation,
line strength measures, and Gaussian filter responses [29]. Roychowdhury et al. presented a novel three-stage blood vessel segmentation algorithm, which used a Gaussian mixture model (GMM) classifier to combine a set of eight features [30]. Franklin et al. presented a retinal vessel segmentation technique which identified and segmented retinal blood vessels by making use of a multi-layer perception neural network [31].

Finally, structure edge (SE) method proposed by Dollár et al. [32] formulated the problem of predicting local edge masks in a structured learning framework applied to random decision forests. Like in our work, we also attempt to capture local patterns. Instead of computing local edge structures directly from the color image patches, we find the local patterns from the manual segmentation patches. Zhang et al. [12] extended SE method to the field of semi-supervised learning by presenting an effective sparse representation to enable the incorporation of abundant unlabeled patches with their estimated structure labels. Sparse representation is really an effective way to represent local image patches, which has been proven by [33] [34]. We use sparse representation to find a better and compact way to represent the patches in each cluster. In this way, the test patches only need to compute sparse codes among all the dictionaries and choose the one which has the minimal sparse code error. Ganin et al. [10] proposed a new architecture based on a simple combination of convolutional neural network with the nearest neighbor search. This method bears resemblance to our method on image patch transformation. But our patch transform is more simple and straightforward.

To take the advantages of the unsupervised and the supervised algorithms, we came out with a new method that uses sparse representation and clustering to robustly segment retinal blood vessels. Patch mapping can be seen in many Super-Resolution methods [15] [14] [16]. A large number of patches are randomly extracted from a set of manual segmentation images and clustered into several groups where each group contains a specific local pattern and a mapping function can be learned from corresponding group patch pairs. To reduce the computational complexity, Yang et al. proposed to split the feature space into numerous subspaces and collect exemplars to learn priors for each subspace, thereby creating effective mapping functions [14]. Inspired by Yang et al., We have devised a way to explore the mapping function from the training patch to the corresponding patch by manual segmentation.

III. MAPPING VIA CORRESPONDING PATCH PAIRS

For simplicity and efficient, only the green channel of an color fundus image is used because of its highest contrast among the three channels. Then, Gaussian filters are applied to the green channel with a size of 13*13 Gaussian core and the angle resolution of 15 degrees.
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**Figure 2.** Patches overlap (Dark area shows the overlap occurred in each patch).

A. IMAGE PATCHES

Figure 2 shows how to divide the images and their corresponding manual segmentations into a lot of patches. To improve the performance, the image is divided in a way that neighbor patches have limited overlaps. If the patch is set to a proper size, it should contain a simple vessel pattern. In Figure 2, the point O is the top-left corner of one image. The patches are extracted from the top-left corner to the lower-right corner with a limited overlap.

B. PATCH CLUSTERING

Vessels in a single patch have limited patterns. Therefore, each image can produce a large number of patches. The bigger the patch is, the more patterns it produces. In theory, the number of patterns grows exponentially with the size of the patch. Fortunately, only a small number of the patterns can represent the structure of the whole patches, especially in the case of big patch. Then the question is how to find these representative patterns?

Here, we use a similar method described in [35], which used a data-driven way to capture the edge structures. For the issues of vessel segmentation in fundus image, the focus is the whole vessel segmentation. It has some difference between edge detection and vessel segmentation. The fundus image has a lot of tiny vessels and most of the tiny vessels has only a few pixels wide. Under the noisy background, the tiny vessels are easily regarded as non-edge pixels. So, we choose to find the vessel patterns not just edge structures in patches. To find the vessel patterns, the patches can be clustered under some metric. A easy way is to make use of Euclidean distance by grouping the patches from the manual segmentations.

Referring to clustering, there are many published clustering algorithms. Here, we take the classic K-means clustering algorithm. More details of K-mean can be found in [36]. Figure 3 shows an example of grouping results using 20 training images of size 565 * 584. The number of clusters...
is set to 256, the size of the patch is set to 10 * 10, and 20 images are used for clustering. Extracted more than 60,000 patches from training images. Each cluster has an average of more than 200 patches. From Figure 3, we can see that the patches in one cluster share the similar pattern as we expect. In the experiment analysis, as we know the largest cluster has more than 500 patches, while the smallest cluster contains less than 100 patches. This is because some shapes in the fundus image appear more often than others. Patches in the same row mean they are selected from the same cluster.

C. PATCH MAPPING FUNCTIONS

One patch in the training image and its corresponding patch in the manual segmentation is named as a pair. Finding the mapping function for the pair, is a major step in vessel segmentation. To find the mapping function, we denote the training patches in cluster $i$ with the matrix $M_i$, and we denote the corresponding patches from their manual segmentations with the matrix $M_{GT,i}$, while the mapping function of cluster $i$ is represented by $f_i$. By mapping function $f_i$, a relationship between training patches and their corresponding ground truths can be established. The formula is shown below:

$$f_i \times M_i = M_{GT,i}$$

(1)

where $f_i$ is a $k^2 \times k^2$ matrix, $M_{GT,i}$ and $M_i$ have the size of $k^2 \times n_i$, $k$ is patch size, and $n_i$ is the total number of patches in cluster $i$.

Given that $n_i$ is considerably sizeable than $k^2$, the result for the mapping function $f_i$ in equation (1) is transformed to get the minimal square result of an over-determined equation where the condition number is good. The final equation can be written as:

$$f_i = M_{GT,i} \times (M_i)^T \times [M_i \times (M_i)^T]^{-1}$$

(2)

Even though the minimal square result is delicate to the outliers. The results of mapping function could be acceptable and it could be determined in the analysis. Therefore error to be solved can be computed using:

$$E_{error} = \sum \| f_i \times M_i - M_{GT,i} \|^2$$

(3)

IV. VESSEL SEGMENTATION

Group of clusters with a large number of patches having the same structure are obtained after clustering. To segment vessels in the fundus image, mapping functions of clusters are used. After that, finding the mapping function for each test patch will become the next key question.

In that part, the optimization algorithm of vessel segmentation that based on the nearest centers has been described. To convert the test image into patches, preprocessing and division described in section 3 are used to a test image. Three measures are important to fragment the vessels for patch and $p_{ij}$ is converted into a vector $m_i$.

1) Interval $D$ between the cluster centers $C$ and the vector $m_i$, is calculated to know that the cluster of the vector $m_i$ with minimum interval $d_i$ for each independent vector. The computation formula is described as:

$$d_i = \min D = \min (m_i - c_j)$$

(4)

where $c_j \in C = \{c_1, c_2, \ldots, c_j, \ldots, c_{num}\}$, cluster centers are represented as $C$, and the number of clusters is $num$.

2) After getting the cluster center $c_j$, the mapping function $f_j$ of vector $m_i$ is used to fragment the vessels in the above vector. The fragmentation could be known by the equation (5).

$$m_i^{seg} = f_i \times m_i$$

(5)

where $m_i^{seg}$ represents the segmentation result for vector $m_i$.

3) The vector $m_i^{seg}$ is restored into a patch $p_{ij}^{seg}$

V. EXPERIMENTAL RESULTS

The performance of our proposed method performance is assessed on both the DRIVE and STARE databases. DRIVE contains a group of 40 images with the size of 565*584, which has been categorised into a training set and a test set equally. For STARE database, it contains 20 images and half of these images are used for training and half are used for test. These experiments were managed in Matlab version 2010a, which has a 3.5GHz Intel Core processor and 4GB of RAM. Here Gaussian filters are used firstly to process the vessel pixels in green channel. In the following experiments, 12 selected angles were used to filter the image.

A. EXPERIMENTAL SETTINGS

Three parameters should be carefully chosen in our performance analysis to achieve better results in the segmentation results. Sensitivity(SE), specificity(SP), accuracy(ACC) has been handpicked as the key performance indicators in this analysis.

$$SE = \frac{TP}{P} = \frac{TP}{TP + FN}$$

(6)

$$SP = \frac{TN}{N} = \frac{TN}{TN + FP}$$

(7)

$$ACC = \frac{TP + TN}{TP + TN + FP + FN} = \frac{TP + TN}{P + N}$$

(8)

where: $TP$ — The number of true vessel pixels segmented; $FP$ — The number of false vessel pixels segmented; $TN$ — The number of true background pixels segmented;
FN — The number of false background pixels segmented; 
P — A total number of vessel pixels in the ground truth; 
N — A total number of background pixels in the ground truth.

**Patch Size:** Structure complexity is directly related to patch Size. The more complex the patch structure is, the larger the patch is. Consequently, the patch size is analyzed to determine the appropriate size for 1*1, 2*2, 3*3, 4*4, 5*5, 7*7, 9*9 and 11*11, where the overlapped pixels are zero pixel, one pixel, two pixels, three pixels and four pixels. The clusters set to 16, 32, 64, 128 and 256 according to the patch size. The performance of our proposed method under various patch sizes are shown in Table 1. The observations shown that, there really has some improvement in SE but no improvement in SP and ACC with the increase of patch size. That is because the bigger the patch size is, the more patterns it contains, so it need more clusters to get satisfactory result. Considering the computing capability of our computer, the patch size is set to 5*5.

**Number of Clusters:** In this theory, there are 25625 distribution from a patch with size 5*5. The possibility exhaustively exploring are limited due to the memory on a machine with a 4GB RAM. The performance has been analyzed based on different number of clusters, in order to get the relationship between segmentation quality and computational load. The segmentation results of different number of clusters are showed in Column 7 in Table 1. From Column 7 in Table 1, the conclusion of the clusters that we set based on the computer capability will be archived, and the better segmentation could be obtained. Therefore, the 256 clusters have been set that are the highest number we can afford. From Table 1, we also can conclude that SE and ACC have a positive correlation with the patch size and the number of clusters. As for SP, it shows a positive correlation with the increasing of the patch size and the number of clusters at the beginning. When the patch size and the number of clusters comes to a limit, it gives a negative correlation.

**Overlap:** Overlapping is a simple and useful method for smoothing joint blood vessels and suppressing noise when the image is converted into patches to be processed, and after treatment these patches are converted to images. Overlap improves the performance of Super Resolution shown in the work of Yang [14]. There are four kinds of overlap with the patch of size 5*5: one pixel, two pixels, three pixels and four pixels. In addition to performance, the changes in the number of patches have been analyzed by us with different overlapping pixels. Table 2 is the analysis of the result done by us. Without overlap, extract 262,160 patches from 20 train images and extract 262,160 patches from the corresponding ground truth. Number of patches for one pixel of overlap is 408900. For two pixels and three pixels overlap, the numbers are 725560 and 1629800 respectively. Four pixels has the largest number of patches that is 6507600. In Table 2, as the number of overlapping pixels increases, we can see that performance is growing steadily. Although the number of patches varies greatly from one size to another, the four pixels have been selected by us to overlap for better segmentation. In our analysis, the results is beyond our expectation that the best performance comes from four pixels overlap. To achieve better vessel segmentation, the enough patches are needed by our method. There are only 20 images have been used to train our model (memory limitation). In order to increasing the overlap pixels, the test image with one pixels may have many outputs. Therefore, the final segmentation that is formed from outputs will be more accurate and robust than the method that without overlap. To some extent, overlap may compensate the loss caused by memory limitations.

**B. EXPERIMENTAL EVALUATION AND ANALYSIS**

The effect of our method on the segmentation performance is evaluated in two ways: the qualitative analysis and the quantitative analysis. The segmentation performance has
TABLE 1. The performance of our method under different patch sizes and different clusters

<table>
<thead>
<tr>
<th>The number of clusters</th>
<th>1*1</th>
<th>2*2</th>
<th>3*3</th>
<th>4*4</th>
<th>5*5</th>
<th>7*7</th>
<th>9*9</th>
<th>11*11</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>0.7296</td>
<td>0.7419</td>
<td>0.7525</td>
<td>0.7639</td>
<td>0.7641</td>
<td>0.7632</td>
<td>0.7649</td>
<td>0.7665</td>
</tr>
<tr>
<td>SP</td>
<td>0.9668</td>
<td>0.9674</td>
<td>0.9713</td>
<td>0.9728</td>
<td>0.9744</td>
<td>0.9743</td>
<td>0.9738</td>
<td>0.9728</td>
</tr>
<tr>
<td>ACC</td>
<td>0.9431</td>
<td>0.9448</td>
<td>0.9476</td>
<td>0.9502</td>
<td>0.9501</td>
<td>0.9501</td>
<td>0.9499</td>
<td>0.9496</td>
</tr>
<tr>
<td>SE</td>
<td>0.7383</td>
<td>0.7469</td>
<td>0.7562</td>
<td>0.7637</td>
<td>0.7645</td>
<td>0.7649</td>
<td>0.7650</td>
<td>0.7717</td>
</tr>
<tr>
<td>SP</td>
<td>0.9665</td>
<td>0.9683</td>
<td>0.9728</td>
<td>0.9732</td>
<td>0.9767</td>
<td>0.9745</td>
<td>0.9763</td>
<td>0.9772</td>
</tr>
<tr>
<td>ACC</td>
<td>0.9440</td>
<td>0.9458</td>
<td>0.9487</td>
<td>0.9497</td>
<td>0.9512</td>
<td>0.9511</td>
<td>0.9508</td>
<td>0.9504</td>
</tr>
<tr>
<td>SE</td>
<td>0.7432</td>
<td>0.7502</td>
<td>0.7623</td>
<td>0.7636</td>
<td>0.7725</td>
<td>0.7729</td>
<td>0.7711</td>
<td>0.7739</td>
</tr>
<tr>
<td>SP</td>
<td>0.9672</td>
<td>0.9712</td>
<td>0.9732</td>
<td>0.9755</td>
<td>0.9783</td>
<td>0.9753</td>
<td>0.9755</td>
<td>0.9746</td>
</tr>
<tr>
<td>ACC</td>
<td>0.9449</td>
<td>0.9473</td>
<td>0.9495</td>
<td>0.9508</td>
<td>0.9528</td>
<td>0.9516</td>
<td>0.9515</td>
<td>0.9513</td>
</tr>
<tr>
<td>SE</td>
<td>0.7462</td>
<td>0.7638</td>
<td>0.7708</td>
<td>0.7731</td>
<td>0.7743</td>
<td>0.7741</td>
<td>0.7745</td>
<td>0.7744</td>
</tr>
<tr>
<td>SP</td>
<td>0.9682</td>
<td>0.9719</td>
<td>0.9743</td>
<td>0.9762</td>
<td>0.9798</td>
<td>0.9795</td>
<td>0.9790</td>
<td>0.9786</td>
</tr>
<tr>
<td>ACC</td>
<td>0.9456</td>
<td>0.9492</td>
<td>0.9510</td>
<td>0.9530</td>
<td>0.9536</td>
<td>0.9534</td>
<td>0.9533</td>
<td>0.9531</td>
</tr>
<tr>
<td>SE</td>
<td>0.7464</td>
<td>0.7660</td>
<td>0.7709</td>
<td>0.7733</td>
<td>0.7744</td>
<td>0.7742</td>
<td>0.7746</td>
<td>0.7749</td>
</tr>
<tr>
<td>SP</td>
<td>0.9696</td>
<td>0.9739</td>
<td>0.9779</td>
<td>0.9797</td>
<td>0.9802</td>
<td>0.9804</td>
<td>0.9801</td>
<td>0.9797</td>
</tr>
<tr>
<td>ACC</td>
<td>0.9462</td>
<td>0.9503</td>
<td>0.9524</td>
<td>0.9526</td>
<td>0.9538</td>
<td>0.9538</td>
<td>0.9537</td>
<td>0.9536</td>
</tr>
</tbody>
</table>

Next, the performance and computational complexity of our approach are shown in Table 4 compared to some typical vessel segmentation methods. Due to time constraints, we are unable to reproduce the segmentation results of typical methods. The results are taken from the work done by Staal et al. [28], Soares et al. [27], Miri et al. [24], Fraz et al. [29], Roychowdhury et al. [30] and Franklin et al. [31]. We tested the segmentation performance of our method and the six typical tasks of the DRIVE database and the STARE database using the same measurement method.

On the DRIVE database, the better segmentations have been achieved by our method in terms of SE and ACC that shown in Table 4. In particular, for SE, our approach improved 8.7 percent for Franklin et al., improved 5.9 percent for Miri et al., improved 5.5 percent improvement for Staal et al., improved 4.9 percent for the GMM-based approach by Roychowdhury et al., improved 4.1 percent for the supervised approach by Soares et al. and improved 3.4 percent for Fraz et al. Significant improvements in SE mean that our approach can divide more of the vascular pixels. With reference to SP, our approach is better than Staal et al., Soares et al. And Miri et al. Our method and the six typical works have been compared to other classical methods, including the Hessian matrix method, the Gaussian filter, and a mixture of Hessian matrix and Gaussian filter. The results of our method and others are showing in Figure 4. The comparative analysis shows that our method is outstanding than others in terms of the segmentation effect. It performs more better in small vessel. Figure 4 shows the zoom details, our method is more fluid and clear, closer to the actual situation.

Table 3 gives the specific segmentation results for our method and the other three methods including the quality analysis and the time cost using the six images in Figure 4. From Table 3, we can know exactly that the segmentation accuracy of our method is better than the other three methods in terms of SE, SP and ACC. In addition, we also can see that the performance of four methods have a big fluctuation in SE and have a relative small fluctuation in SP and ACC. Referring the time cost, our method has two stages: training stage and test stage. Because the training stage can be realized offline, we only consider the test time cost. Although our method is slower than the Hessian matrix method, the Gaussian filter method and the hybrid method of the Hessian matrix and the Gaussian filter, the segmentation accuracy is much better than other methods.

Table 3 gives the specific segmentation results for our method and the other three methods including the quality analysis and the time cost using the six images in Figure 5. From Table 3, we can know exactly that the segmentation accuracy of our method is better than the other three methods in terms of SE, SP and ACC. In addition, we also can see that the performance of four methods have a big fluctuation in SE and have a relative small fluctuation in SP and ACC. Referring the time cost, our method has two stages: training stage and test stage. Because the training stage can be realized offline, we only consider the test time cost. Although our method is slower than the Hessian matrix method, the Gaussian filter method and the hybrid method of the Hessian matrix and the Gaussian filter, the segmentation accuracy is much better than other methods.
<table>
<thead>
<tr>
<th>Image NO.</th>
<th>Gaussian</th>
<th>Hessian</th>
<th>Gaussian+Hessian</th>
<th>Our Method</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(01_test)</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
</tr>
<tr>
<td>2(02_test)</td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
</tr>
<tr>
<td>3(14_test)</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
<tr>
<td>4(15_test)</td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td>5(16_test)</td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
<td><img src="image25.png" alt="Image" /></td>
</tr>
<tr>
<td>6(18_test)</td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
</tr>
</tbody>
</table>

**FIGURE 4.** Results by our method and the other three methods with adequate zoom level.
have very small total variance of SP. However, for the one image, the vessel pixels only account for a small part. The great impact on the segmentation performance may be caused by a small variance in SP. Depending on the advantages of SE, our approach is still superior to other methods in the ACC.

On STARE database, we compare our method with four works done by Staal et al., Soares et al., Fraz et al., and Roychowdhury et al.. The performance of our method in ACC is better than the three others except the work done by Fraz et al. Although The performance of our method in SE is better than the performance done by Fraz et al., the performance of our method in SP is lower than the performance done by Fraz et al.. Compared the results of our method on DRIVE database with the results on STARE database, the improvement on DRIVE is much better than the improvement on STARE database. That is because the images in STARE database is more clear and has less abnormality than the images in DRIVE database. So classical methods can also get relatively better results.

VI. CONCLUSIONS

In this paper, we propose a novel approach to robustly segment the retinal blood vessels using the cluster-based patch mapping function and test them on the DRIVE database and the STARE database. The mapping functions can be used as a bridge between color fundus images and its ground conditions. To some extent, our approach is a supervised algorithm that uses a mapping function to learn local patterns from the training data to map the test image to its segmentation. In the experimental analysis, the average time cost is 60 seconds, and our method is superior to the typical method in terms of segmentation accuracy. Thus, it is useful for automated algorithms that detect the density, tortuosity, or width of these peripapillary vessels for severity analysis of pathologies such as vein occlusions and glaucoma. In addition, future work will focus on more standard databases with a variety of related attributes.
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