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Abstract: Hierarchical Identity-Based Broadcast Encryption (HIBBE) organizes users into a tree-like structure, and it allows users to delegate their decryption ability to subordinates and enable encryption to any subset of users while only intended users can decrypt. However, current HIBBE schemes do not support efficient revocation of private keys. Here, a new primitive called Revocable Hierarchical Identity-Based Broadcast Encryption (RHIBBE) is formalized that allows revocation of the HIBBE. Ciphertext indistinguishability is defined against the selectively Bounded Revocable Identity-Vector-Set and Chosen-Plaintext Attack (IND-sBRIVS-CPA). An IND-sBRIVS-CPA secure RHIBBE scheme is constructed with efficient revocation on prime-order bilinear groups. The unbounded version of the scheme is also shown to be secure but a little weaker than the former under the decisional n-Weak Bilinear Diffie-Hellman inversion assumption.
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1 Introduction

Hierarchical Identity-Based Broadcast Encryption (HIBBE), first proposed by Liu et al.[1] in 2014, combines the function of Hierarchical Identity-Based Encryption (HIBE) and Broadcast Encryption (BE). In a HIBE system, users are organized into a tree-like structure, and they can delegate their private keys to lower-level users, which reduces the workload of the Private Key Generator (PKG). If senders need to encrypt the same message to a large number of recipients, they do not have to separately encrypt for each recipient. They encrypt the message only once, which reduces computation costs and saves communication bandwidth. For example, consider the scenario where a message is sent by email to Alice, Bob, and so on. One can encrypt this message using their public keys, i.e., Alice@mail.com, ..., Bob@mail.com, and broadcast the ciphertext. Only the intended recipients can decrypt this message.

In some cases, if a user’s private key is leaked or a user is cheating, their private key should be revoked. If there is no revocation mechanism in the HIBBE system, he/she has to change their identity to apply for a new private key. It takes a great deal of effort to convince all the other users of this alteration. Two kinds of mechanisms are commonly used to achieve revocation in HIBE, namely direct and indirect revocations[2]. In direct revocation, senders directly specify the revocation list and have to always confirm the private keys of revoked users are invalid when encrypting, which makes the efficiency of encryption relatively low. Indirect revocation also consists of two kinds of revocation. In the first kind of indirect revocation, a PKG keeps the revocation list and they can transmit private keys to all non-revoked users at intervals. As PKG has to compute new keys frequently for all non-revoked users, so this puts a heavy burden on the PKG. In addition, a secure channel is required to transmit private keys to each user every time. The second kind of indirect revocation was proposed by Boldyreva et al.[3] in a Revocable Identity-
Based Encryption (RIBE). Here, the private key of each user is divided into a secret key and an update key based on the idea of the fuzzy Identity-Based Encryption (IBE)[4], where the identity is contained in a secret key and the time is contained in an update key. With this method, the PKG just publicly publishes the update keys but does not need a secure channel. Moreover, the subset-cover revocation framework plays an important role in reducing the number of executions in updating keys from linearly to logarithmically correlated with the number of users.

Seo and Emura[5, 6] developed a RIBE scheme to Revocable Hierarchical Identity-Based Encryption (RHIBE), where the users can delegate secret keys and update keys for their child users in the tree-like structure and share the burden with the PKG. However, HIBBE does not have efficient and secure mechanism for revocation. Inspired by these revocation mechanisms, a HIBBE with a new primitive that can execute revocation much more efficiently has been developed.

1.1 Contributions

A new cryptographic primitive was defined, called Revocable Hierarchical Identity-Based Broadcast Encryption (RHIBBE), to meet the functional requirements in the above scenarios. The main contributions of this work are summarized as follows:

(1) The security notion is formalized with ciphertext indistinguishability against selectively Bounded Revocable Identity-Vector-Set and Chosen-Plaintext Attack (IND-sBIVS-CPA) for RHIBBE. In this security notion, an adversary should declare an identity vector set that he/she will attack, and they can make private key queries with some restrictions. In addition, the order of the identity vector set that an adversary queries is bounded. They still cannot distinguish which plaintext is encrypted by the selected identity vector set. This security notion already captures many powerful attacks to RHIBBE in reality.

(2) A concrete RHIBBE scheme is constructed on prime-order bilinear groups, which has an efficient performance in revocation and encryption. Inspired by HIBE, the broadcast identity vector set in RHIBBE is taken as the single identity vector in HIBE to execute the encryption with similar principles. When decrypting, the redundant identity in the identity vector set would be cancelled out to make sure the ciphertext can be decrypted by the corresponding decryption keys. In HIBE, the public parameter is related to the total hierarchy in the scheme. However, the method would bring many security problems to RHIBBE. For example, a ciphertext is encrypted by an identity vector set that contains two identity vectors, and then if an adversary exchanges one identity from an identity vector into another at the same hierarchy, it can decrypt the ciphertext successfully. Thus, the public parameter is related to the total number of users in the scheme, which means the elements in the broadcast identity vector set is in order so as to avoid such a trivial attack.

(3) The RHIBBE scheme is proven to be IND-sBRIVS-CPA secure based on the decisional weak Bilinear Diffie-Hellman Inversion (wBDHI) assumption, where the target identity vector set selected to be attacked is bounded. This attack can capture the most realistic attack types. If the broadcast set is required to be unbounded to improve the broadcast performance, the scheme is indistinguishable against selectively Revocable Identity-Vector-Set and static Chosen-Plaintext Attacks (IND-sRIVS-sCPA), which are also secure but a little weaker than the former.

This new revocation strategy is efficient and flexible. The subset-cover revocation framework is used and a secret key is separated into two parts related to identity and time. This will reduce the workload and bandwidth of the PKG and negate the need to issue secret keys to all non-revoked users every time with a highly secure key transmission channel in the normal HIBBE. The PKG shares its burden with higher-level users, who can delegate the secret keys and update keys for the corresponding lower-level users. The number of update keys, which can be broadcasted publicly, is a logarithm with the number of non-revoked users.

1.2 Related work

IBE was first proposed in 1984 by Shamir[7]. However, it was first practically constructed in 2001 based on bilinear groups by Boneh and Franklin[8], which proved to be secure in the random oracle model. Since then, many IBE schemes with different properties have been proposed[9–12]. HIBE was first introduced by Horwitz and Lynn[13], and was first achieved in the random oracle model by Gentry and Silverberg[14]. Then Boneh et al.[15] presented a more efficient HIBE with constant-size ciphertext in a selective security model. Boyen and Waters[16] proposed an anonymous HIBE. Waters[11]
proposed the dual system encryption to realize fully secure HIBE under simple assumptions. Since then, many fully secure IBE and HIBE schemes have been constructed\cite{11, 12, 17, 18}.

BE was first proposed in 1993 by Fiat and Naor\cite{19}, where a dealer can encrypt messages to a subset of the users and only the assigned users can decrypt to get the messages. Dealers only need to execute the encryption procedure once for each broadcast, which greatly reduces the workload. The fully functional Identity-Based Broad Encryption (IBBE) was constructed by Delerablé\cite{20}, which allows the identity to represent a receiver’s public key and dealers only need to encrypt messages by using a set of identities as the public key. HIBBE was first proposed by Liu et al.\cite{21} to share the burden of the PKG. However, the scheme is constructed on composite bilinear group. To improve the efficiency of HIBBE, Liu et al.\cite{22} presented a practical chosen-ciphertext secure HIBBE scheme. Since then, several subsequent works focused on improving efficiency or security of HIBBE\cite{22–25}.

There are many direct methods to achieve revocable IBE with a third party to help users decrypt\cite{26–30}, but the third party should be disallowed to collude with the users or it must hold the shares of all users’ private keys, which is difficult to achieve in reality\cite{2}.

IBE with an indirect revocation method was first proposed by Boneh and Franklin\cite{8} in a trivial way, where a PKG had to issue new keys every time to each non-revoked user. It required secure channels between the PKG and every non-revoked user. Thus, this kind of revocation puts a heavy burden on the PKG and occupies significant bandwidth to transmit the keys to all non-revoked users securely. Another kind of indirect revocation method for IBE was put forward by Boldyreva et al.\cite{3} that improves the key-update efficiency on the side of the trusted party from linear to logarithmic in the number of users. Based on this, Seo et al.\cite{5, 6, 31} constructed a series of revocation scheme for HIBE. They took advantage of the subset-cover revocation framework to update keys for as few as possible nodes in a binary tree to improve the revocation efficiency. Besides, there have been many revocable HIBE schemes with different properties\cite{11, 12, 17, 18}. To revoke the recipients for HIBBE, Susilo et al.\cite{24} presented the notion of recipient-revocable IBBE scheme.

1.3 Organization

Necessary preliminaries are introduced for RHIBBE in Section 2, including the prime-order bilinear groups, decisional weak bilinear Diffie-Hellman inversion assumption, and the subset-cover revocation framework, which is the basis of this scheme. Then the RHIBBE definition is presented in Section 3, where the correctness and security notion IND-sBRIVS-CPA are described. Based on all of the above, a concrete RHIBBE scheme is constructed in Section 4, which is verified to be correct according to the correctness definition. Finally, in Section 5, the security of the RHIBBE scheme is analyzed and shown that it is IDN-sBRIVS-CPA secure.

2 Preliminaries

2.1 Prime-order bilinear groups

Let \( p \) be a large prime number, and \( \mathbb{G} \) and \( \mathbb{G}_T \) be two cyclic groups of order \( p \). If \( g \) is a generator of \( \mathbb{G} \), and \( e : \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_T \) is a bilinear map, then \( \mathbb{G} \) and \( \mathbb{G}_T \) are bilinear groups if \( e \) satisfies all of the properties\cite{34}:

- Bilinearity: \( \forall u, v \in \mathbb{G} \) and \( \forall a, b \in \mathbb{Z}_p, e(u^a, v^b) = e(u, v)^{ab} = e(u^b, v^a) \).
- Non-degeneracy: \( e(g, g) \neq 1 \).
- Computability: group operation \( e(u, v) \) for \( u, v \leftarrow \mathbb{G} \) can be efficiently computed.

2.2 Decisional weak bilinear Diffie-Hellman inversion assumption

2.2.1 n-wBDHI problem

Let \( \mathbb{G} \) and \( \mathbb{G}_T \) be the bilinear groups of order \( q \), \( e : \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_T \), \( g \) and \( h \) be generators of \( \mathbb{G} \), and \( \alpha \in \mathbb{Z}_p \). The n-wBDHI problem is as follows. Given the tuple \((g, g', y_1 = g^a, \ldots, y_n = g^{an})\), an algorithm \( A \) computes \( e(g, g')(\alpha^{n+1}) \). It is defined that \( A \) has advantage \( \epsilon \) in solving n-wBDHI problem if

\[
\Pr[A(g, g', y_1, \ldots, y_n) = e(g, g')(\alpha^{n+1})] \geq \epsilon,
\]

where the probability is over the random choice of \( g, h \in \mathbb{G}, \alpha \in \mathbb{Z}_p \) and random bits used in \( A \).

2.2.2 Decisional n-wBDHI problem

The decisional n-wBDHI problem is as follows. Given the tuple \((g, g', y_1 = g^a, \ldots, y_n = g^{an}, e(g, g')(\alpha^{n+1})\) or \((g, g', y_1 = g^a, \ldots, y_n = g^{an}, R)\), in which \( R \leftarrow \mathbb{G}_T \), an algorithm \( B \) outputs a bit \( b \in \{0, 1\} \). It is defined that \( B \) has advantage \( \epsilon \) in solving decisional n-wBDHI problem if
where the probability is over the random choice of \( g, h \in \mathbb{G}, R \in \mathbb{G}_T, a \in \mathbb{Z}_p \), and random bits used in \( B \).

### 2.2.3 Decisional \( n \)-wBDHI assumption

The \((t, \epsilon, n)\)-decisional \( n \)-wBDHI assumption holds in \( \mathbb{G} \) if there is no algorithm that has advantage of at least \( \epsilon \) in solving the decisional \( n \)-wBDHI problem in polynomial time \( t^{21} \).

### 2.3 Subset-cover revocation framework

The subset-cover revocation framework was proposed by Naor et al.\([35]\), for which the Complete Subtree (CS) and Subset Difference (SD) are instances used in practice\([6]\). The revocation in this paper is mainly based on CS method. Upon input of a binary tree, \( BT \) on \( CS \) method. Upon input of a binary tree, \( BT \), the current time, \( T \), and a revocation list, \( RL \), the algorithm outputs a set of users that has not been revoked until time \( T \). What’s more important, this set allows to update keys for the least nodes, which is logarithmic in the number of users.

Let \( v \) denote a non-leaf node, and let \( v_L, (v_R) \) denote the left (right) child of \( v \). In the binary tree \( BT \), each user is assigned to a leaf node, and if it is revoked on time \( T \), it will be added into the revocation list \( RL \). The \( KUNode(BT, RL, T) \) function is defined as follows:

\[
\begin{align*}
KUNode(BT, RL, T) &= X, Y \\
\forall (v_l, T_l) \in RL \\
&\quad \text{if } T_l \leq T \text{ then add } \text{Path}(v_l) \text{ to } X \\
&\quad \forall x \in X \\
&\quad \text{if } x_L \neq X \text{ then add } x_L \text{ to } Y \\
&\quad \text{if } x_R \neq Y \text{ then add } x_R \text{ to } Y \\
&\quad \text{if } Y = \emptyset \text{ then add root to } Y \\
&\text{Return } Y
\end{align*}
\]

### 3 Revocable Hierarchical Identity-Based Broadcast Encryption

#### 3.1 RHIBBE

A RHIBBE scheme consists of the following seven polynomial-time algorithms: \( SETUP, SK, KU, DK, ENC, DEC, \) and \( REV \).

- \((mpk, msk) \leftarrow \text{SETUP}(1^n, n, \ell)\): The setup algorithm is executed by the PKG to initialize the system. Upon input, a security parameter, \( \lambda \), is expressed in the unary representation, a maximum number of users \( n = O(poly(\lambda)) \), and a maximum hierarchical depth \( \ell = O(poly(\lambda)) \). Next, a master public key, \( mpk \), and a master secret key, \( msk \), are output. The master public key, \( mpk \), contains the initial system state information, \( st_0 \), and an empty revocation list, \( RL \). The PKG publishes \( mpk \) and keeps \( msk \) for itself.

- \( sk_{ID_k} \leftarrow \text{SK}(st_{ID_k-1}, ID_k)\): The secret key generation algorithm is executed by \( ID_{k-1} \) for \( k = 1, 2, \ldots, n \) to generate the secret key for its branch \( ID_k \). The state information \( st_{ID_{k-1}} \) of the binary tree kept by \( ID_{k-1} \) and the identity \( ID_k \) are input and the secret key \( sk_{ID_k} \) is output.

- \( ku_{ID_{k-1}, T} \leftarrow \text{KU}(dk_{ID_{k-1}, T}, st_{ID_{k-1}}, RL_{ID_{k-1}}, T)\): The key update algorithm is executed by \( ID_{k-1} \) to generate the update key for its non-revoked branch, where the ID_0 represents the PKG. The current decryption key, \( dk_{ID_{k-1}, T} \), which is equal to \( msk \) for \( k = 1 \), state information \( st_{ID_{k-1}} \), revocation list \( RL_{ID_{k-1}} \) and the time \( T \) are input, and the update key \( ku_{ID_{k-1}, T} \) is output.

- \( dk_{ID_k, T} \leftarrow \text{DK}(sk_{ID_k}, ku_{ID_{k-1}, T})\): The decryption key generation algorithm is executed by a user with identity \( ID_k \) to compute its decryption key. A secret key, \( sk_{ID_k} \), and current update key, \( ku_{ID_{k-1}, T} \) are input, and a decryption key, \( dk_{ID_k, T} \), which can be used for decryption and key update is output.

- \( C \leftarrow \text{ENC}(M, S, T)\): This algorithm is executed by senders to encrypt message into ciphertext. A message, \( M \), a set of receiver’s identity, \( S \), and current time, \( T \), are input, and a ciphertext, \( C \), is output.

- \( M \leftarrow \text{DEC}(C, S, dk_{ID_k}, T)\): The decryption algorithm is executed by a user with identity \( ID_k \) to decrypt ciphertext into message. A ciphertext, \( C \), a set of receiver’s identity, \( S \), and a decryption key, \( dk_{ID_k}, T \), are input. Only if \( ID_k \in S \), a message, \( M \), is output.

- \( RL_{ID_{k-1}} \leftarrow \text{REV}(ID_k, RL_{ID_{k-1}})\): The revocation algorithm is executed by a user with identity \( ID_{k-1} \) to revoke \( ID_k \). A revocation list, \( RL_{ID_{k-1}} \), kept by \( ID_{k-1} \), an identity \( ID_k \) that needs to be revoked, and a time, \( T \), are input, and an updated revocation list, \( RL_{ID_{k-1}} \) is the output.

#### 3.2 Correctness

A RHIBBE scheme is said to satisfy the correct condition if the correctness-game in Fig. 1 returns true with overwhelming probability for \( k, j = 1, \ldots, \ell \) and \( T \leftarrow Z_p \).
3.3 Security model

We define the security model, indistinguishability against selectively Bounded Revocable-Identity-Vector-Set and Chosen-Plaintext Attack (IND-sBRIVS-CPA) for RHIBBE. Let $\Pi = \{\text{SETUP}, \mathcal{SK}, \mathcal{DK}, \mathcal{KU}, \mathcal{ENC}, \mathcal{DEC}, \mathcal{REV}\}$ be a revocable HIBBE scheme. $A = \{A_0, A_1, A_2\}$ is the adversary who can capture realistic attacks on RHIBBE. There are four oracles in this system, including $\mathcal{SK}(\cdot)$, $\mathcal{DK}(\cdot)$, $\mathcal{KU}(\cdot)$, and $\mathcal{REV}(\cdot)$.

- $\mathcal{SK}(\cdot)$: Upon inputting an identity $ID_k$, this oracle outputs a secret key $sk_{ID_k}$ and its state information $sh_{ID_k}$.
- $\mathcal{DK}(\cdot)$: Upon inputting an identity $ID_k$ and a time $T$, this oracle outputs a decryption key $dk_{ID_k,T}$.
- $\mathcal{KU}(\cdot)$: Upon inputting identity $ID_k$ and a time $T$, this oracle outputs an update key $ku_{ID_k,T}$.
- $\mathcal{REV}(\cdot)$: Upon inputting an identity $ID_k$ and a time $T$, this oracle adds $ID_k$ to a revocation list $RL_{ID_k}$.

Let $O$ represent a set of oracles $\{\mathcal{SK}(\cdot), \mathcal{DK}(\cdot), \mathcal{KU}(\cdot), \mathcal{REV}(\cdot)\}$, and let $S^*$ represent the identity vector set that adversary selects to attack. Note that $S^*$ is abridged by the method if an identity and its ancestor are both in the set, then the ancestor is omitted. In reality, however, the identity vectors in the set $S^*$ that an adversary would attack cannot be infinite, because the total number of identities at all levels $\ell = O(poly(\lambda))$ is not greater than $n = O(poly(\lambda))$. Thus the number of identity vectors in $S^*$ is bounded such that $|S^*| = O(poly(\lambda))$ to ensure security, which is huge enough to satisfy the broadcast function to realize the reduction in computation and bandwidth.

The security model is defined through the following experiment $\text{EXP}^{\text{IND-sBRIVS-CPA}}_{\Pi, A}(1^\lambda, n, \ell)$:

\begin{align*}
\text{EXP}^{\text{IND-sBRIVS-CPA}}_{\Pi, A}(1^\lambda, n, \ell) = \begin{cases}
\text{true, if } M' = M \land \bot \leftarrow \mathcal{DK}(ID_j', ku_{ID_j',T}) \\
\text{false, otherwise}
\end{cases}
\end{align*}

The following conditions must always hold to avoid trivial attacks:

1. $|M_0| = |M_1|$.
2. $A$ must query to $\mathcal{KU}(\cdot)$ and $\mathcal{REV}(\cdot)$ in an increasing order of time, which means that adversary $A$ cannot query to $\mathcal{REV}(\cdot)$ for time $T_1$ earlier and then $\mathcal{KU}(\cdot)$ for time $T_2$, or query to $\mathcal{KU}(\cdot)$ for time $T_1$ earlier and then $\mathcal{REV}(\cdot)$ for time $T_2$, where $T_1 \geq T_2$.
3. $A$ cannot query decryption key $dk_{ID_k^*,T}$ for each $ID_k^* \in S^*$ or their ancestors.

4. If $A$ has query a secret key $sk_{ID_k^*}$ for some $ID_k^* \in S^*$ or their ancestors on time $T \leq T^*$, $A$ has to revoke $ID_k^*$ or its ancestor on time $T'$, where $T \leq T' \leq T^*$.

The advantage that adversary $A$, has in the experiment is defined as $\text{Adv}^{\text{IND-sBRIVS-CPA}}_{\Pi, A}(1^\lambda) = |\Pr[\text{EXP}^{\text{IND-sBRIVS-CPA}}_{\Pi, A}(1^\lambda, n, \ell) = 1] - \frac{1}{2}|$.

**Definition 1** Let $\Pi = \{\text{SETUP}, \mathcal{SK}, \mathcal{DK}, \mathcal{KU}, \mathcal{ENC}, \mathcal{DEC}, \mathcal{REV}\}$ be a RHIBBE scheme with maximum $n$ users and maximum $\ell$ hierarchies. We say $\Pi$ is IND-sBRIVS-CPA secure if for any Probabilistic Polynomial Time (PPT) adversary $A$, the advantage $\text{Adv}^{\text{IND-sBRIVS-CPA}}_{\Pi, A}(1^\lambda, n, \ell)$ is negligible w.r.t security parameter $\lambda$.

4 Concrete Scheme

Several notations are introduced to simplify the description of the scheme. Each user in the tree-like structure would have a unique identity vector denoted as $\text{ID}_i = (\text{ID}_1, \ldots, \text{ID}_i)$ and $\text{ID}_{i-1}$ is used to represent its parent node. However, the figures $i$ and $i + 1$ are not in the relationship of digital addition, but just represent the inheritance relation. Let $\text{pref}(\text{ID}_i) = \{\text{ID}_1, \ldots, \text{ID}_i\}$ denote a set of all ancestors of an identity vector. In addition, all users are in a binary tree whose root is their parent, and they also have their position in the hierarchical tree whose root is the PKG. For the $\text{ID}_{i-1}$ that can normally decrypt the message that is sent to its child $\text{ID}_i$, the identities like $\text{ID}_{i-1}$ in $S$ are omitted and only the $\text{ID}_i$ are maintained. $S$ is used to represent the set of ancestors of all elements and themselves in
an identity vector set $S$. Note that $I_S$ denotes a set of index of all elements in $\mathfrak{S}$, while $I_{TD}$ represents the index set of all ancestors of $ID_i$ and itself. Path($ID_i$) denotes all ancestor nodes and itself of $ID_i$ in a binary tree $BT_{I_{TD}^{-1}}$. An example is given in Figs. 2 and 3 for explanation. Thus $ID_0 = (ID_1, ID_8, ID_9)$, and $I_{TD} = \{1, 8, 9\}$. pref($ID_9$) = $\{ID_1, ID_8, ID_9\}$

Suppose a vector set is $S = \{ID_4, ID_5, ID_6\}$, $\mathfrak{S} = \{ID_1, ID_2, ID_4, ID_5, ID_8, ID_9\}$, and $I_S = \{1, 2, 4, 5, 8, 9\}$. In the binary tree $BT_{ID_2}$, Path($ID_4$) = $\{\theta_1, \theta_2, \theta_4\}$.

- $(mpk, msk) \leftarrow \text{Setup}(1^k, n, \ell)$: It picks a prime order bilinear group generator $g$, and runs $(G, p, g) \leftarrow G(1^k)$. It picks random $g, h, g_2, u_1, \ldots, u_n, u'$, $h' \leftarrow G$ and $\alpha \leftarrow \mathbb{Z}_p$, then it publishes $mpk = \{n, t, g, g_1 = g^\alpha, h, g_2, u_1, \ldots, u_n, u', h', RL\}$ and keeps $msk = g_2^{\alpha}$ by itself.

- $sk_{ID_k} \leftarrow SK(st_{ID_k^{-1}}, ID_k)$: Each user $ID_{k-1}$ for $k = 1, 2, \ldots, n$ can act as a key generator for its son users which are assigned as leaf nodes in the binary tree, thus the state information $st_{ID_k^{-1}}$ includes the binary tree $BT_{k-1}$ and the $msk$-shade $P_\theta$ for each node $\theta$. When generating secret key $sk_{ID_k}$ for $ID_k = (ID_1, ID_2, \ldots, ID_k)$, $ID_{k-1}$ runs the algorithm. For each node $\theta \in \text{Path}(ID_k)$, it picks $P_\theta$ from $st_{ID_k^{-1}}$ or picks random $P_\theta \overset{R}{\leftarrow} G$ if $P_\theta$ has not been assigned and then the algorithm picks random $r_\theta \overset{R}{\leftarrow} \mathbb{Z}_p$ to compute $sk_{ID_k} = \{P_\theta(h \prod_{i \in I_{TD}} u_i^{\theta_i})^{\alpha_1} h'^r, (u^T h', \theta_{ID_k})^{\alpha_1} \theta_{ID_k}\}$.

- $K_{U_{ID_k}} \leftarrow KU(msk, st_0, RL_0, T)$: It keeps $msk$, the state information $st_0$, the revocation list $RL_0$ and time $T$. For each node $\theta \in \text{KUNode}(BT_0, RL_0, T)$, this algorithm recalls $P_\theta$ if it has been defined or assigns a random $P_\theta \overset{R}{\leftarrow} G$ if it has not been defined. It picks random $\theta_{ID_k} \overset{R}{\leftarrow} \mathbb{Z}_p$ for each node $\theta \in \text{KUNode}(BT_0, RL_0, T)$, and computes $K_{U_{ID_k}} = \{P_\theta^{-1}(g_2^\alpha (u^T h')^{\alpha_1}, g_2^{\alpha_1} h'^{\alpha_1}) \theta_{KUNode}(BT_0, RL_0, T)\}$.

- $dk_{ID_k, T} \leftarrow DK(dsk, k_{ID_k}, T)$: For $ID_k = (ID_1, ID_2, \ldots, ID_k)$, if $RL_k \neq \emptyset$, then compute the secret key $sk_{ID_k} = \{a_{\theta_0, a_{\theta_1}, \{b_{\theta_j}\}} \{i | [n], \theta_{ID_k^{-1}} \theta_{ID_k} \theta_{KUNode}(BT_k, RL_k, T), where a_{\theta_1} = b_{\theta_1} = \ldots = b_{\theta_1} = 1, k \}$.

Compute $(a_0, a_1, a_2, \{b_{\theta_j}\}) \{i | [n], \theta_{ID_k^{-1}} \theta_{ID_k} \theta_{KUNode}(BT_k, RL_k, T)$ and the update key on time $T$ is $K_{U_{ID_k}} = \{a_{\theta_0, a_{\theta_1}, \{b_{\theta_j}\}} \{i | [n], \theta_{ID_k^{-1}} \theta_{ID_k} \theta_{KUNode}(BT_k, RL_k, T)$. Then for $K_{U_{ID_k}}$, $\text{rev}$ re-randomize with the random integer $r'v', r' \overset{R}{\leftarrow} \mathbb{Z}_p$ to get the encryption key $dk_{ID_k, T} = (a_0(h \prod_{i \in I_{TD}} u_i^{\theta_i})^{\alpha_1} a_1 g_2^{r'}, a_2 h^r, (b_{\theta j} u_i^{\theta_i}) \theta_{KUNode}(BT_k, RL_k, T)$.

- $K_{U_{ID_k^{-1}}, T} \leftarrow KU(dk_{ID_k^{-1}, T}, st_{ID_k^{-1}}, RL_{ID_k^{-1}}, T)$: This algorithm first runs the algorithm KUNode to get the nodes $\theta \in \text{KUNode}(BT_{k-1}, RL_{k-1}, T)$, and recalls the $P_\theta$ if it has been defined, or picks a random $P_\theta \overset{R}{\leftarrow} G$ otherwise. Then for $K_{U_{ID_k^{-1}, T}} = (a_0, a_1, a_2, \{b_{\theta_j}\} \{i | [n], \theta_{ID_k^{-1}} \theta_{KUNode}(BT_k, RL_k, T)$ and the update key on time $T$ is $K_{U_{ID_k^{-1}, T}} = \{a_0, a_1, a_2, \{b_{\theta_j}\} \{i | [n], \theta_{ID_k^{-1}} \theta_{KUNode}(BT_k, RL_k, T)$ to get the re-randomized decryption key $\{a_{\theta_0, a_{\theta_1}, a_{\theta_2}, \{b_{\theta_j}\}} \{i | [n], \theta_{ID_k^{-1}} \theta_{KUNode}(BT_k, RL_k, T) = \{h \prod_{i \in I_{TD}} u_i^{\theta_i} (u^T h')^{\alpha_1} a_1 g_2^{r'}, a_2 h^r, (b_{\theta j} u_i^{\theta_i}) \theta_{KUNode}(BT_k, RL_k, T)$. The update key is $k_{U_{ID_k^{-1}, T}} = P_\theta(a_0, a_{\theta_1}, a_{\theta_2}, \{b_{\theta_j}\} = \theta_{KUNode}(BT_k, RL_k, T)$.

- $C \leftarrow ENC(M, S, T)$: Let the receivers identity set be $S$, and the encryption algorithm picks random $s \overset{R}{\leftarrow} \mathbb{Z}_p$ and output the ciphertext $C = (C_0, C_1, C_2, C_3) = (M \cdot e(g_1, g_2)^s, g^{h}, (h \prod_{i \in I_S} u_i^{\theta_i})^{\alpha_1} (u^T h')^{\alpha_1})$. 

---

**Fig. 2** The structure of a RHIBBE.

**Fig. 3** The binary tree structure of the node $ID_2$.
Theorem 1 Let $G$ be a prime-order bilinear group generator and $\Pi = \{S \in \mathcal{U}d \mathcal{P}, SK, DK, KL, \mathcal{E}, \mathcal{N}, C, D\mathcal{E}, \mathcal{R} \mathcal{E}V\}$ be a concrete RHIBBE scheme constructed in Section 4 with maximum $n$ users and maximum $\ell$ hierarchies. Assume that the Decision n-wBDHI assumption holds on $G$. Then the proposed RHIBBE scheme $\Pi$ is IND-sBRIVS-CPA secure where the order of the selected identity vector set is bounded that $\ell(S^*) = O(poly(\lambda))$.

Proof In the following part of this section, we prove the RHIBBE scheme is IND-sBRIVS-CPA secure under the Decision n-wBDHI assumption.

Init. Suppose the challenger tuple for Decision n-wBDHI problem is $(g, g', y_1, \ldots, y_n, R)$. $B$ and $A$ should obey all of the rules in security model. Adversary, $A$, first selects a target identity vector set $S^* = \{ID_1^*, \ldots, ID_{N^*}\}$ and the time $T^*$ that it will attack, where $\ell(S^*) = O(poly(\lambda))$. This gives $S^*$, $T^*$, together with an initial system state, $state_0$, to the simulator, $B$. Let $\overline{S}^* = \{ID_1^*, \ldots, ID_N\}$ be the set of ancestors of all elements and themselves in $S^*$, where there must be $N \leq n$, and $I^* = \{i : ID_i^* \in \overline{S}^*\}$.

Setup. Simulator $B$ picks random $y_0, y_1, \ldots, y_n, \delta, c, d \xleftarrow{\$} \mathbb{Z}_p$, and sets $g_1 = y_1 = g^{y_0}, g_2 = y_n g^{y_0 + y_1}, h = g^\delta \prod_{i \in I^*} Q_{ID_i^*}$. Besides, it sets $u' = g_2^c$ and $h' = u'^{-T^t}g^d$. For $i \in I^*$, set $u_i = g^{y_i}y_{m-i+1}^{y_0}$. Finally, $B$ derives an initial revocation list $RL$ from $state_0$ and outputs the public parameter $mpk = (g, g_1, g_2, h, u_1, \ldots, u_n, u', H, RL)$. The master key $msk = g_2^g = (y_n g^{y_0})^a = y_{n+1}^y$. This cannot be computed by $B$ because the $y_{n+1}$ part is not known to $B$.

Phase 1. Adversary $A$ makes $SK(\cdot), DK(\cdot, \cdot), KL(\cdot, \cdot), \mathcal{R} \mathcal{E}V(\cdot, \cdot)$ queries to simulator $B$ by the rule that is the same as it in security model. $B$ responds to $A$ by the following methods.

$\mathcal{DK}(\cdot, \cdot)$ query: Adversary $A$ can not query for $dk_{ID_i^*, T^*}$ in time $T^*$ by the rule, in which $ID^* \in \overline{S}^*$.

(1) If the queried identity $ID_i^*$ and its ancestors are not in $\overline{S}^*$, $B$ picks random $r, t \xleftarrow{\$} \mathbb{Z}_p$ and computes the decryption key $dk_{ID_i^*, T^*}$. $B$ sorts the $S^*$ by the identity index, which can be denoted as $\{t_1^*, \ldots, t_m^*\}$ and extends the set by adding $n - m$ zeroes to the right. $I_{\ell_2}^*$ denotes the set $\{t_1^*, \ldots, t_k^*\}$. For $dk_{ID_i^*, T^*} = (a_0, a_1, a_2, \{a_j\}_{j \in [1, n]} \setminus I_{\ell_2}^*) = (g_2^g \cdot (h \cdot \prod_{j \in I_{\ell_2}^*} u_{ID_j^*})^{y_{r'}}, (u^T h')^{y_{r'}}, g^{y_{r'}}, u_0 / g_{ID_i^*})_{j \in [1, n]} \setminus I_{\ell_2}^*)$, where $r' = \frac{u^k}{ID_{\ell_2}^* - t_k} + r$. All parts of the $dk_{ID_i^*, T^*}$ can be computed by $B$ using the known parameters.

For example, $a_0 = y_{n+1}^y, a_1 = (g_2^g \cdot (h \cdot \prod_{j \in I_{\ell_2}^*} u_{ID_j^*})^{y_{r'}}, (u^T h')^{y_{r'}}, g^{y_{r'}}, u_0 / g_{ID_i^*})_{j \in [1, n]} \setminus I_{\ell_2}^*)$, where $r' = \frac{u^k}{ID_{\ell_2}^* - t_k} + r$. All parts of the $dk_{ID_i^*, T^*}$ can be computed by $B$ using the known parameters. As for $a_2 = y_{n+1}^y, a_1 = (g_2^g \cdot (h \cdot \prod_{j \in I_{\ell_2}^*} u_{ID_j^*})^{y_{r'}}, (u^T h')^{y_{r'}}, g^{y_{r'}}, u_0 / g_{ID_i^*})_{j \in [1, n]} \setminus I_{\ell_2}^*)$, where $r' = \frac{u^k}{ID_{\ell_2}^* - t_k} + r$. All parts of the $dk_{ID_i^*, T^*}$ can be computed by $B$ using the known parameters.
algorithm.

The adversary can be divided into \( L + 1 \) types including the type-\(^*\) adversary and the type-i adversaries for \( i \in [1, L] \). The adversary is defined as type-\(^*\) if all of the SK queries identified by \( ID \notin S^* \). The type-i adversary means that \( \{ID_{i,1}^*, \ldots, ID_{i,|S^*|}^* \} \) are the oldest ancestor identities \( A \) queries to SK for each element in \( S^* \) before time \( T^* \), where \( ID_{i,j}^* \) is an identity element in \( ID_{i,j}^* \) of \( S^* \). If there are some identities in \( \{ID_{i,1}^*, \ldots, ID_{i,|S^*|}^* \} \) that have inheritance relation such that \( ID_{i,j}^* \in pref(ID_{i,j}^*) \), just keep the oldest one. The \( |S^*| \) identity vectors are treated separately and just use ID\(^*\) to denote the oldest ancestor identities \( A \) queries each element in \( S^* \). Thus, the number of adversary type would be \( L + 1 \leq |S^*| + 1 = O(poly(\lambda)) + 1 \).

If \( B' \)'s guess is not correct, it will output a random bit. If \( B' \)'s guess is correct, then \( B' \) generates the secret key and update key for the children of \( ID^* \in pref(ID^*) \) whose level is not greater than \( i \) by the following method. While for the others \( B \) can generate the keys with the normal algorithm.

\( SK(\cdot) \) query: Suppose that \( A \) queries for the identity \( ID \) which is a child of \( ID_{i-1}^* \), where \( j \in [1, i] \).

1. If \( j < i \), \( B \) generates the secret key by computing \( \{Po_{theta_{a_0,a_1},[b_h]_k \in [1,n]|ID_{i-1}| \} \theta \in Path(ID_{i-1}) = \{Po_{theta}(g_2^{a_0} * (h \cdot \prod_{k \in ID_{i-1}} u_k^{ID_{i-1}})^{r_0}, g^{r_0}, \{u_k^{ID_{i-1}} \}_k \in [1,n] | ID_{i-1}) \} \theta \in Path(ID_{i-1}) \), and re-randomization it, in which all elements can be computed by the known parameters just as it shown in \( DK(\cdot) \) query, and \( Po_{theta} \) can be recalled from the storage if it has been stored before, otherwise it should be randomly picked by \( B \).

2. If \( j = i \) and \( ID_{i-1} \neq ID^* \), \( B \) computes \( \{Po_{theta}(g_2^{a_0} * (h \cdot \prod_{k \in ID_{i-1}} u_k^{ID_{i-1}})^{r_0}, g^{r_0}, \{u_k^{ID_{i-1}} \}_k \in [1,n] | ID_{i-1}) \} \theta \in Path(ID_{i-1}) \) \( Path(ID^*) \) and computes \( \{Po_{theta}(h \cdot \prod_{k \in ID_{i-1}} u_k^{ID_{i-1}})^{r_0}, g^{r_0}, \{u_k^{ID_{i-1}} \}_k \in [1,n] | ID_{i-1}) \} \theta \in Path(ID_{i-1}) \) \( Path(ID^*) \), and re-randomization it after all.

3. If \( j = i \) and \( ID_{i-1} = ID^* \), \( B \) computes \( \{Po_{theta}(h \cdot \prod_{k \in ID_{i-1}} u_k^{ID_{i-1}})^{r_0}, g^{r_0}, \{u_k^{ID_{i-1}} \}_k \in [1,n] | ID_{i-1}) \} \theta \in Path(ID^*) \) and returns it to \( A \).

\( KU(\cdot, \cdot) \) query: Suppose that \( A \) queries for \( (ID_{i-1}^*, T) \), in which \( ID_{i-1}^* \) has not been revoked at time \( T \), and \( j \in [1, i] \).

1. If \( j < i \), \( B \) computes the update key \( k_{\theta(ID_{i-1})} = \{Po_{theta}(h \cdot \prod_{j \in ID_{i-1}} u_j^{ID_{i-1}})^{r_0}, g^{r_0},\{u_j^{ID_{i-1}} \}_j \in [1,n] | ID_{i-1}) \} \theta \) for \( j = 1 \) and computes \( (P_0 \cdot (h \cdot \prod_{j \in ID_{i-1}} u_j^{ID_{i-1}})^{r_0} \cdot (u^T h')^{r_0}, g^{r_0}, g^{r_0}, g^{r_0}) \).

2. If \( j \leq i \) and \( T \neq T^* \), for \( j = 1 \) \( B \) computes \( k_{\theta(ID_{i-1})} = \{(Po_{theta}(h \cdot \prod_{j \in ID_{i-1}} u_j^{ID_{i-1}})^{r_0}, g^{r_0},\{u_j^{ID_{i-1}} \}_j \in [1,n] | ID_{i-1}) \} \theta \) for \( 1 < j < i \).

3. If \( j = i \) and \( T \neq T^* \), for \( j = 1 \) \( B \) computes \( k_{\theta(ID_{i-1})} = \{(Po_{theta}(h \cdot \prod_{j \in ID_{i-1}} u_j^{ID_{i-1}})^{r_0}, g^{r_0},\{u_j^{ID_{i-1}} \}_j \in [1,n] | ID_{i-1}) \} \theta \) for \( 1 < j < i \).

\( KU(\cdot, \cdot) \) query: Suppose that \( A \) queries for \( (ID_{i-1}^*, T) \), in which \( ID_{i-1}^* \) has not been revoked at time \( T \), and \( j \in [1, i] \).

1. If \( j < i \), \( B \) computes the update key \( k_{\theta(ID_{i-1})} = \{(Po_{theta}(h \cdot \prod_{j \in ID_{i-1}} u_j^{ID_{i-1}})^{r_0}, g^{r_0},\{u_j^{ID_{i-1}} \}_j \in [1,n] | ID_{i-1}) \} \theta \) for \( j = 1 \) and computes

\( C = (C_0, C_1, C_2, C_3) = (M \cdot R \cdot e(y_1, g^{r_0}), g', (g')^{\sum_{i=1}^{s} y_i} \cdot u^{-T-T^*} g^{r_0}, g') \),

where \( R \) and \( g' \) are delegated from the Decision n-wBDHI challenge tuple. Because \( g' \) is an element in \( G \), we can say \( g' = g^s \) in which \( s \) is not known. Thus the ciphertext \( C \) is correct distributed as in

\( (C_0, C_1, C_2, C_3) \leftarrow \mathcal{E}(\mathcal{N}(M_b, S^*, T^*)) \).

If \( R = e(g, g')^{(\omega + 1)} \), \( C \) is the valid ciphertext encrypted from \( M_b \), while if \( R \notin G_T \), the \( C_0 \) part of the ciphertext is randomly picked. After all, \( B \) returns \( C \) to \( A \).
Phase 2. Adversary $A$ queries just like it does in Phase 1.

Guess. Finally, $A$ outputs the bit $b' \in \{0, 1\}$.

Analysis. If $R = e(g, g')(g^{n+1})$, $A$ can attack the RHIBBE scheme successfully, thus the advantage that $A$ wins the game is $\text{Adv}_{A}^{\text{RHIBBE}} = |\Pr[b = b'] - \frac{1}{2}| \geq \epsilon$. If $R \overset{R}{\sim} G_{\mathcal{T}}$, the advantage that $A$ succeeds is $\Pr[b = b'] = \frac{1}{2}$. The simulator $B$ would guess out the adversary’s type with the probability at least $\frac{1}{1+\epsilon}$, where $L+1 \leq \ell^{\mathcal{S}^*} + 1 = O(\text{poly}(\lambda) + 1)$. Then $B$ can break Decision $wBDHI$ assumption with the advantage $\text{Adv}_{B} = |\Pr[B(g, g', y_1, \ldots, y_n, e(g, h^{y})^{n+1}) = 0] - \Pr[B(g, g', y_1, \ldots, y_n, R) = 0]| \geq \epsilon \frac{1}{1+\epsilon}$.

5.2 IND-sRIVS-sCPA secure

Theorem 2 Let $\mathcal{G}$ be a prime-order bilinear group generator and $\Pi = \{\mathcal{SEI}, \mathcal{P}, \mathcal{SK}, \mathcal{DK}, \mathcal{KU}, \mathcal{EN}, \mathcal{DEC}, \mathcal{REV}\}$ be a concrete RHIBBE scheme constructed in Section 4 with maximum $n$ users and maximum $\ell$ hierarchies. Assume that the Decision $n$-wBDHI assumption holds on $\mathcal{G}$. Then the proposed RHIBBE scheme $\Pi$ is IND-sRIVS-sCPA secure.

Proof. The security proof of Theorem 2 is the same as it of Theorem 1, except the following aspects:

1. In the $\text{Init}$ stage, the order of the selected identity vector set is not bounded.

2. At the beginning of Phase 1 and Phase 2 stages, adversary $A$ should make $\mathcal{SK}(\cdot)$ and $\mathcal{KU}(\cdot)$ queries in a static way, which means $A$ outputs a list $L$ that contains all elements that it would query in the game, and gives it to $B$.

3. To reply the $\mathcal{SK}(\cdot)$ and $\mathcal{KU}(\cdot)$ queries in Phase 1 and Phase 2 stages, $B$ needs not guess the adversary’s type, because $A$ can judge the adversary’s type by analyzing the queried list $L$.

Analysis. If $R = e(g, g')(g^{n+1})$, $A$ can attack the RHIBBE scheme successfully, thus the advantage that $A$ wins the game is $\text{Adv}_{A}^{\text{RHIBBE}} = |\Pr[b = b'] - \frac{1}{2}| \geq \epsilon$. If $R \overset{R}{\sim} G_{\mathcal{T}}$, the advantage that $A$ succeeds is $\Pr[b = b'] = \frac{1}{2}$. Then $B$ can break Decision $wBDHI$ assumption with the advantage $\text{Adv}_{B} = |\Pr[B(g, g', y_1, \ldots, y_n, e(g, h^{y})^{n+1}) = 0] - \Pr[B(g, g', y_1, \ldots, y_n, R) = 0]| \geq \epsilon$.

6 Conclusion

A new cryptographic primitive was formalized and is referred to as a revocable hierarchical identity-based broadcast encryption. This method allows an identity in a broadcast encryption scheme to be revoked efficiently. Messages can be broadcast to a set of receivers with the encryption being executed only once, which makes the encryption and transmission much more manageable. Then, the IND-sBRIVS-CPA security is defined for this primitive. A concrete scheme of RHIBBE is proposed on the prime-order bilinear groups that have efficient performance for revocation. Finally the RHIBBE scheme was shown to be IND-sRIVS-CPA secure under the decisional $n$-wBDHI assumption. The RHIBBE scheme was shown to be IND-sRIVS-sCPA secure when the restriction on broadcast set is removed to improve performance. This scheme provides a new method to achieve efficient revocation for hierarchical identity-based broadcast encryption and can be deployed in practice.
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