Abstract—Inspired by the behavior of humans talking in noisy environments, we propose an embodied embedded cognition approach to improve automatic speech recognition (ASR) systems for robots in challenging environments, such as with ego noise, using binaural sound source localization (SSL). The approach is verified by measuring the impact of SSL with a humanoid robot head on the performance of an ASR system. More specifically, a robot orients itself toward the angle where the signal-to-noise ratio (SNR) of speech is maximized for one microphone before doing an ASR task. First, a spiking neural network inspired by the midbrain auditory system based on our previous work is applied to calculate the sound signal angle. Then, a feedforward neural network is used to handle high levels of ego noise and reverberation in the signal. Finally, the sound signal is fed into an ASR system. For ASR, we use a system developed by our group and compare its performance with and without the support from SSL. We test our SSL and ASR systems on two humanoid platforms with different structural and material properties. With our approach we halve the sentence error rate with respect to the common downmixing of both channels. Surprisingly, the ASR performance is more than two times better when the angle between the humanoid head and the sound source allows sound waves to be reflected most intensely from the pinna to the ear microphone, rather than when sound waves arrive perpendicularly to the membrane.

Index Terms—Automatic speech recognition, behavioral robotics, binaural sound source localization (SSL), bioinspired neural architectures.

I. INTRODUCTION

HUMANS routinely perform complex behaviors that are important for surviving in dynamic environments. This range of conducts is supported by an internal representation of the world acquired through our senses. Even though the information we receive is subject to noise from several sources, integration of different sensory modalities can provide the necessary redundancy to perceive the environment with consistency. In the case of auditory perception, our nervous system is capable of extracting different kinds of information contained in sound. We perform low-level processing of sound in the first layers of our auditory pathway. These initial stages allow us to segregate individual sound sources from a noisy background, localize them in space, and detect their motion patterns [1, Ch. 5]. Afterwards, in latter stages of auditory processing, we are able to accomplish high-level auditory tasks such as understanding natural language [1, Ch. 4].

Although the neurophysiology of the mammalian auditory pathway has been extensively studied in the past decades, few research has been done about sound source localization (SSL) and automatic speech recognition (ASR) inside the framework of embodied cognition [2]. Particularly, further research is needed to integrate the cues used by human listeners that are not present in traditional ASR methods [3], e.g., emergent language segmentation and multimodal integration. Nevertheless, ample literary resources already provide a solid basis for bioinspired technological applications [1], [4]–[6].

Our objective is to understand the influence of human physiognomy on SSL and ASR. If, from a Human–Robot Interaction point of view, a human is the best interface for another human [7], we should exploit the computational advantages that physiognomy brings in for free. For this reason, we use the iCub humanoid to measure the influence that the body has on our models of the auditory system. Afterwards, we compare the results obtained with a dummy head designed for binaural recordings.

Once the anthropomorphic geometry of the robot produces the spatial cues, we want to find a principled method to integrate them, as they are complementary sensory modalities. Recent work from our group shows that neural methods can achieve near-optimal integration of multiple sensory modalities [8], so we integrate the spatial cues following the same principles. Eventually, this should lead to the use of robotic SSL for improving the accuracy of ASR systems. A common challenge with robotic platforms is the presence of noise produced by the robot’s cooling system. Hence, it is also important to develop a system that can overcome interference of such ego noise near the microphones.

In order to construct a bioinspired model for SSL, it is necessary to examine the current theories about the neural encoding of auditory spatial cues. More specifically, it is important to understand how our nervous system represents and integrates such cues along the auditory pathway. In Section I-A, we further describe the neuroanatomy and neurophysiology relevant for SSL.
A. Neural Correlates of Sound Source Localization

When sound waves approach our body, they are affected by the absorption and reflection of our torso, head, and pinnae. This interaction modifies the frequency spectrum of sound reaching our ear canal in different ways, depending on the spatial location of the sound source around our body. Once the sound waves reach our inner ear, they produce vibrations inside the cochlea. The information contained in these vibration patterns is then encoded by the organ of Corti, where mechanical vibrations in the basilar membrane are transduced into neural spikes. Afterward, these spikes are delivered through the auditory nerve to the cochlear nucleus, a relay station that forward information to the medial superior olive (MSO) and to the lateral superior olive (LSO). The MSO and LSO are of particular interest because they extract interaural time differences (ITDs) and interaural level differences (ILDs) respectively. The waves shown in Fig. 1 represent vibrations in the left (L) and right (R) basilar membranes at a section resonant to a given sound frequency component $f$. The markers above the maximum amplitudes of the waves represent the point in time with the maximum probability of a neural spike to be produced by the hair cells in the organ of Corti.

The MSO performs the task of a coincidence detector, where different neurons represent spatially different ITDs [9]. Neurons in the MSO encode ITDs more effectively from the low-frequency components of sound. This representation can be achieved by different delay mechanisms, such as different thicknesses of the axon myelin sheaths, or different axon lengths from the excitatory neurons in the ipsilateral and contralateral cochlear nucleus [10]. The principle behind these mechanisms is represented in Fig. 2. In the case of level differences, different neurons in the LSO represent spatially different ILDs. Due to the shadowing effect of the head, the LSO encodes ILDs more effectively from the high-frequency components of sound [11]. The mechanism underlying the extraction of ILDs is less clear than the one of ITDs. Nevertheless, it is known that LSO neurons receive excitatory input from the ipsilateral ear and inhibitory input from the contralateral ear. From this input, different neurons in the LSO display a characteristic spiking rate when the sound sources are located at specific angles along the azimuthal plane. Finally, the output from the MSO and the LSO are integrated in the inferior colliculus (IC) [12], where neurons show a more coherent spatial representation across the entire audible frequency spectrum. The combination of both spatial cues can be seen as a multimodal integration process, where ITDs and ILDs are the modalities to be integrated in order to sharpen the neural representation of sound sources in the environment.

The importance of integrating ITDs and ILDs can be understood further by observing the topology of the IC, more specifically, by noting the overlap of MSO excitatory connections and LSO excitatory and inhibitory connections. On the one hand, the MSO can extract information about the sound source location from all sound frequencies, but it also produces noisy activity in higher frequencies. On the other hand, the LSO alone can extract information only from higher frequencies. For this reason, LSO excitatory connections to the IC reinforce informative activity from high frequencies in the MSO, while LSO inhibitory connections to the IC remove the noise produced by the MSO with high frequencies [14].

B. Computational Background and Related Work

Large microphone arrays of different sizes and geometries are a common approach to SSL as they provide precise localization in multiple planes. These arrays can be designed to surround the space where the sound sources are located as in [15] and [16], or to be surrounded by the environment as it is the case of natural systems. The aim of our work is to explore the advantages of humanoid robotic platforms, hence, we focus on the latter case. The architecture proposed in [17] is an immersed array and can achieve a remarkable angular resolution of $3^\circ$ with eight microphones. Similarly, the system described in [18] is designed with an array of 32 microphones and it is capable of localizing sound sources with an accuracy of $5^\circ$ on the azimuth and elevation. The drawback of many approaches with large microphone arrays is that they only use the time difference of arrival (TDOA) between microphones for the estimation of sound sources. Since the information obtained from TDOAs is encoded most accurately in the low frequency components of sound, the performance of these systems depends on a small region of the audible sound spectrum. Furthermore, as these approaches use beamforming for speech segregation, the number of sound sources must be known in advance and the number of microphones has to be larger than the number of sound sources.

Acoustic daylight imaging [19] is an interesting approach that does not rely on TDOAs and can be used for SSL. However, similar to vision, this technique relies on the sound scattered by an object immersed in the noise field and is not capable of localizing the objects from directions where the array is not “looking” at. More recently, other SSL systems have been developed that can perform SSL robustly under a variety of noise and reverberation [20]–[22]. The architecture...
Fig. 2. Diagram of the MSO modeled as a Jeffress coincidence detector for representing ITDs [13]. This comparison is made between the spikes produced by the same frequency components $f$ when the time difference $\delta t$ between spikes is smaller than half a period, i.e., when $2f \cdot \delta t < 1$.

Fig. 3. (a) Interaction of a head structure and low frequency components in sound. (b) Interaction of a head structure and high frequency components in sound. Notice that a considerable shadowing effect is produced by the head only with high frequencies [4, Ch. 2.2.2].

introduced in [22] is particularly interesting, as it has the ability to estimate the number of sound sources present in the environment. Part of their suggested future work includes an adaptive width for the window analyzing the input signals, as counting sound sources at a low signal-to-noise ratio (SNR) requires different parameters than at a high SNR. Yet, these systems also neglect the spatial information encoded in high frequencies of sound sources.

An alternative to large microphone arrays is binaural SSL. With only one pair of microphones separated by a headlike structure, an SSL system can use ITDs and ILDs to locate sound sources in space. Both spatial cues are complementary, as ITDs convey more accurate information in low frequencies and ILDs in high frequencies. Fig. 3 shows the interaction between a headlike structure and different frequency components in sound. Integration of ITDs and ILDs is known as the Duplex Theory of SSL, and it places the boundary between low and high frequencies around 1500–3000 Hz [23]. The duplex theory can explain how the redundancy of information is achieved in natural SSL systems, as sounds in real-world environments are often rich in harmonic components. This redundancy can help to segregate information in noisy scenarios, such as outdoor environments or robotic platforms with intense ego noise [14].

The work introduced in [24] comes closer to the group of bioinspired binaural algorithms as the authors implement a multiple-delays model to estimate ITDs using artificial spiking neural networks (ASNN). Their system can localize broadband and low-frequency sounds with 30° accuracy, although its performance decreases for high-frequency sounds. An important advantage of ASNN is that they exploit the temporal dynamics in the sound signal, as the activation of a neuron depends on its current input and its previous activation state [25]. Furthermore, ASNN are biologically more plausible than other temporal neural models, and therefore, better suited for testing neurophysiological theories [26].

Rodemann et al. [27] developed a system that overcomes this limitation by including additional spatial cues. Their algorithm integrates ITDs, ILDs, and interaural envelope differences, and can localize the sound sources with a resolution of 10°, i.e., with three times finer granularity than the system in [24] using only one spatial cue. Nevertheless, the model in [27] shows high sensitivity to the ego noise produced by the robotic platform and requires further improvements to tackle this problem. Making use of neurophysiological principles from the mammalian auditory system, [28] and [29] describe probabilistic models of the MSO, LSO, and IC. Both systems show high SSL accuracy and can reach a resolution of 15°. A possible extension of this research is their implementation with ASNN in order to explore the dynamics of neural populations and to exploit their robustness against noise.

Liu et al. [30] model the MSO, LSO, and IC using ASNN, and the connection weights are calculated using Bayesian inference. Their system performs SSL with a resolution of 30° under reverberant conditions. In [14], we adapt the approach of [30] to the NAO robotic platform with $\sim 40$ dB of ego noise. This neural model is capable of handling such levels of ego noise and even increases the resolution of SSL to 15°. In more recent work, we compare several neural and statistical methods for the representation, dimensionality-reduction, clustering, and classification of auditory spatial cues [32]. The evaluation of these neural and statistical methods follows a tradeoff between computational performance, training time, and suitability for lifelong learning. However, the results of this comparison show that simpler architectures achieve the
same accuracy as architectures with an additional clustering layer. Fig. 4 shows an overview of the best performing SSL architecture. We found that a neural classifier on the top layer of our architecture is important to increase the robustness of the system against the reverberation and ∼60 dB of ego noise produced by the humanoid iCub [33]. For this purpose, we include a feedforward neural network to handle the remaining nonlinearities in the output from the IC model. Finally, in order to improve the robustness of the system to data outliers, we extend our previous SSL system with softmax normalization on the output of the IC model and on the final layer of the SSL architecture.

The following step in our research is to explore the use of SSL for improving the performance of ASR. Some interesting examples in this direction are presented in [35], [36], and [37]. These approaches make use of microphone arrays to localize the speech sources in the environment. Afterward, they use information about the sound source to separate the speech signals from noise in the background. The drawback of these methods is that they require prior knowledge about the presence and number of sound sources. [38] and [39] present two alternative approaches that make use of binaural robotic platforms. Yet, both systems suffer from the same limitations of the binaural SSL methods discussed before, as they mainly rely on information contained in low frequencies for SSL. Woodruff and Wang [40] present an interesting architecture, where they use ITDs and ILDs for SSL and can perform segregation of an unknown number of sources. Nevertheless, the reported results consider at most two sound sources, and segregation is performed offline due to the time required for computation. The approaches mentioned above rely on the construction of ideal binary masks for segregating speech. This presents an additional challenge because these methods are considerably affected when the sound source differs from the set of trained angles. Therefore, such approaches rely on an SSL system capable of tracking a human speaker almost instantly and with high accuracy. Our approach is focused on increasing the SNR of speech by continuously localizing the most intense sound source and reorienting the robot toward the speaker. In other words, we completely replace the use of ideal binary masks with a perception-action loop that maximizes the SNR of sound arriving from the direction of the speaker. Inspired by the paradigm of embodied cognition [41], [42], a key contribution from our work resides in shifting the focus of research toward maximizing the use of the humanoid embodiment: the robot can continuously increase the SNR of speech with the reflection from its pinnae to the microphone. This approach considerably reduces the computation by eliminating the use of binary masks and is feasible, given that our ASR system can recognize full sentences even if utterances have lower SNR at the beginning [43]. In order to compare more clearly the performance of ASR with and without the support of SSL, we constrain the domain-independent output of an ASR system to a domain-dependent set of sentences.

The paper is structured in the following way: in Section II, we describe in more detail each layer of our computational model for SSL and in Section III, we describe our experimental setup for testing SSL and ASR. More specifically, in Section III-A, we present the robotic platforms, in Section III-B, we introduce our virtual reality setup designed for experiments in cognitive robotics, and in SubSection III-C, we explain the mechanisms of our ASR system. In Section IV, we discuss the results of our experiments with static ASR and dynamic SSL and finally in Section V, we present our conclusions and future work.

II. BIOINSPIRED COMPUTATIONAL MODEL

In this section, we briefly describe the SSL architecture based on our previous work in [30] and [14]. SSL is improved by applying a softmax normalization layer on the output of the IC model and a feedforward network for classifying the output.
of the IC model. Both are detailed at the end of this section. Further details on the virtual environment and the parameters of the architecture can be found in [44] and [32].

The first stage of our SSL architecture, shown in Fig. 4, consists of a gammatone filterbank modeling the frequency decomposition performed by the human cochlea [34]. This is, the signals produced by the microphones in the robot’s ears are decomposed in a set of frequency components \( f_i \in F = \{f_1, f_2, \ldots, f_I\} \). This tonotopic arrangement is preserved in all the subsequent layers in our SSL architecture. As we are mainly concerned with the localization of speech signals, we constrain the elements in \( F \) to the frequency range where most speech harmonics are found, between 200 and 4000 Hz. Once both signals are decomposed into \( I \) components (20 components as defined in [30]), each wave of frequency \( f_i \) is used to generate spikes mimicking the phase-locking mechanism of the organ of Corti, i.e., a spike is produced when the positive side of the wave reaches its maximal amplitude.

In the following layer of the SSL architecture, we model MSO, where ITDs are represented. As depicted in Fig. 2, the computational principle observed in the MSO is modeled as a Jeffress coincidence detector [13] for each \( f_i \). The MSO model has \( m_j \in M = \{m_1, m_2, \ldots, m_J\} \) neurons for each \( f_i \). The value of \( m_j \) is constrained by the robot’s interaural distance and the audio sampling rate. Each neuron \( m_{i,j} \in \mathbb{N}^0 \) is maximally sensitive to sounds produced at angle \( \alpha_j \). Therefore, \( S^{\text{MSO}} \) is the array of spikes produced by the MSO model for a given sound window of length \( \Delta T \). The mammalian auditory system relies mainly on delays smaller than half a period of each \( f_i \) for the localization of sound sources [1, Ch. 5.3.3]. For this reason, the MSO model only computes ITDs when the time difference \( \delta t \) between two incoming spikes is smaller than half a period, i.e., when \( 2f_i \cdot \delta t < 1 \).

Inspired by the mammalian neuroanatomy, the MSO model projects excitatory input to all \( f_i \in F \) of the IC model [45, Ch. 4, 6].

At the same level of the SSL architecture, the LSO model represents ILDs. These are computed by comparing the L and R waves from each \( f_i \) at the same points in time used for computing ITDs. Following the notation in Fig. 1, the \( \log(A_1/A_2) \) of the amplitude values at times \( t_1 \) and \( t_2 \) determine the neuron in the LSO model that will fire. The LSO model has \( l_j \in L = \{l_1, l_2, \ldots, l_J\} \) neurons for each \( f_i \). As the value of \( l_j \) is limited by the bit depth of the sound data, it is possible to have many more neurons in the LSO model than in the MSO model. For the sake of simplicity, we chose to have the same number of neurons in the MSO and LSO models by setting \( l_j = m_j \). This decision does not have an impact on the system performance and establishes a clear boundary for the SSL granularity as the localization bins are the same for both spatial cues. Each neuron \( l_{i,j} \in \mathbb{N}^0 \) is maximally sensitive to sounds produced at angle \( \alpha_j \). Therefore, \( S^{\text{LSO}} \) is the array of spikes produced by the MSO model for a given sound window of length \( \Delta T \). Also inspired by the mammalian neuroanatomy, the LSO model projects excitatory and inhibitory input only to the highest frequencies of the IC model \( f_i \in F \) for \( f_i \geq f_i \); where the threshold \( f_i = 1400 \) Hz [45, Ch. 4, 6].

Then, we arrive at the layer modeling the IC, where ITDs and ILDs are integrated. The topology of the connections between the MSO and LSO models to the IC model can be seen in Fig. 5. Bayesian classifiers allow the continuous update of probability estimations and are known to have good performance even under strong independence assumptions. Furthermore, Bayesian classifiers allow fast computation as they can extract information from large dimensional data in a single batch step. For this reason, we estimate the connection weights assigned to the excitatory and inhibitory output of the MSO and LSO layer using Bayesian inference [30]. The IC model has \( c_k \in C = \{c_1, c_2, \ldots, c_K\} \) neurons for each \( f_i \). Each neuron \( c_{i,k} \in \mathbb{R} \) is maximally sensitive to sounds produced at angle \( \theta_k \in \Theta_K = \{\theta_1, \theta_2, \ldots, \theta_K\} \), where \( K \) is the total number of angles around the robot where sounds were presented for training. \( E^{\text{MSO}} \) and \( E^{\text{LSO}} \) are the ipsilateral MSO and LSO excitatory connection weights to the IC, and \( I^{\text{LSO}} \) are the contralateral LSO inhibitory connection weights to the IC. Therefore, \( S^{\text{IC}} \) is the array of spikes produced by the IC model for a given sound window of length \( \Delta T \). More
precisely, $S^{IC}$ is computed by adding the elementwise product of the following matrices:

$$S^{IC} = S^{MSO} \odot E^{MSO} + S^{LSO} \odot E^{LSO} - S^{LSO} \odot I^{LSO}. \quad (1)$$

In order to estimate the connection weights $E^{MSO}, E^{LSO}$, and $I^{LSO}$, we perform Bayesian inference on the spiking activity $S^{MSO}$ and $S^{LSO}$ for the known sound source angles $\Theta_k$.

We define the set of training matrices obtained for each $\theta_k$ as $s_n \in S = \{s_1, s_2, \ldots, s_N\}$, where $N$ is the total number of training instances. We describe first the Bayesian process used to estimate the connection weights between the MSO and the IC, where $s_n = S_n^{MSO}$. Let $p(S^{MSO}|\theta_k)$ be the likelihood that a sound that occurs at angle $\theta_k$ produces the spiking matrix $S^{MSO}$. As we assume Poisson distributed noise in the activity of neurons $m_{i,j}$ in the MSO model

$$p(S^{MSO}|\theta_k) = \frac{\lambda_k \exp(-\lambda_k)}{S^{MSO!}} , \quad \forall k \in \Theta, \quad (2)$$

where $\lambda_k$ is a matrix containing the expected value and variance of each neuron $m_{ij}$ in $S^{MSO}$, and it is computed from the training set $S$ for each $\theta_k$. In a Poisson distribution, the maximum likelihood estimation of $\lambda_k$ is equal to the sample mean and is calculated as

$$\lambda_k = \frac{1}{N} \sum_{n=1}^{N} s_n^{MSO}, \quad \forall s_n \in S | \theta_k. \quad (3)$$

As we assume a uniform distribution over all angles in $\Theta_k$, we assign the same prior $p(\theta_k) = 1/K$ to each $\theta_k$. In order to normalize the probabilities to the interval $[0, 1]$, we compute the evidence $p(S^{MSO})$ as

$$p(S^{MSO}) = \frac{1}{K} \sum_{k=1}^{K} p(S^{MSO}|\theta_k) p(\theta_k). \quad (4)$$

Afterward, the posterior $p(\theta_k|S^{MSO})$ is computed using Bayes rule

$$p(\theta_k|S^{MSO}) = \frac{p(S^{MSO}|\theta_k) p(\theta_k)}{p(S^{MSO})} = p_k^{MSO}. \quad (5)$$

The same Bayesian inference process described so far is used for computing the LSO inhibitory and excitatory connections to the IC. Finally, the connection weights for each neuron $m_{i,j}$ in $P^{MSO}_{k}$ and $l_{i,j}$ in $P^{LSO}$ to neuron $c_{i,k}$ in the IC are set according to the following functions:

$$E^{MSO} = \begin{cases} P^{MSO}_{k}, & \text{if } P^{MSO}_{k} > (\omega^{MSO}_{E} \cdot \arg \max_{\theta_k} (P^{MSO}_{k})) \\ 0, & \text{otherwise} \end{cases} \quad (6)$$

$$E^{LSO} = \begin{cases} P^{LSO}_{k}, & \text{if } P^{LSO}_{k} > (\omega^{LSO}_{E} \cdot \arg \max_{\theta_k} (P^{LSO}_{k})) \\ \land f_i \geq f_t, & \text{otherwise} \end{cases} \quad (7)$$

$$I^{LSO} = \begin{cases} 1 - P^{LSO}_{k}, & \text{if } P^{LSO}_{k} < (\omega^{LSO}_{E} \cdot \arg \max_{\theta_k} (P^{LSO}_{k})) \\ \land f_i \geq f_t, & \text{otherwise}, \end{cases} \quad (8)$$

where $\omega^{MSO}_{E} \leq \omega^{LSO}_{E} \leq \omega^{IC}_{SO} : \mathbb{R} \in [0, 1]$ are scalar thresholds that determine which connections will be pruned. In accordance to known neuroanatomy, such pruning avoids interaction between the neurons sensitive to distant angles [46]. The value of $f_t$ marks the transition between the lower and higher frequency spectra.

Finally, we use a feedforward neural network in the last layer of our SSL system for the classification of $S^{IC}$. This layer is important for providing the system robustness against ego noise and reverberation. The output of the IC layer still shows nonlinearities that reflect the complex interaction between the robot’s embodiment and sound in the environment. Some of the elements that influence this interaction include the sound source angle relative to the robot’s face, the head material and geometry, and intense levels of noise produced by the cooling system inside the robot’s head. In previous work, we compare several neural and statistical methods [32] and found that a multilayer perceptron (MLP) was the most robust method for representing the nonlinearities in $S^{IC}$. The hidden layer of the MLP performs compression of its input as it has $|S^{IC}|/2$ neurons, and similar to the IC neurons analyzing a single $f_i$, the output layer of the MLP has $c_k \in C$ neurons. In order to improve the robustness of the system against data outliers, we perform softmax normalization on $S^{IC}$ before training the MLP

$$S^{IC} = \left( \frac{\exp^{S^{IC}_{\omega_k}}}{\sum_{\omega^k=1}^{K} \exp^{S^{IC}_{\omega_k}}} \right), \quad \forall f_i \in F, \quad (9)$$

and also on the output $S^{MLP}$ of the MLP

$$S^{MLP} = \max_k \left( \frac{\exp^{S_{\omega_k}^{MLP}}}{\sum_{\omega^k=1}^{K} \exp^{S_{\omega_k}^{MLP}}} \right), \quad \forall c_k \in C. \quad (10)$$

Fig. 6 shows the output of all layers in our SSL architecture after training it with a subset of utterances from the Texas Instruments—Massachusetts Institute of Technology (TIMIT) speech data set [47]. The figures show the spiking matrices produced with white noise in order to depict more clearly the stereotypical patterns of each $f_i$. Notice that the hypotheses generated by most neurons in the IC layer agree on the sound source angle, irrespective of the frequency component $f_i$ they receive input from. In this case, it is not surprising that the MLP classifies correctly $S^{IC}$, since using the winner-takes-all rule along each $f_i$ would suffice for correct classification. Further details about the parameters of the SSL architecture and the training methodology can be found in [30] and [32].

III. EXPERIMENTAL SETUP AND BASIS METHODOLOGIES

A. Humanoid Robotic Platforms

In our experiments, we use two different humanoid robotic heads: iCub [33] and Soundman [48]. A lateral view of both platforms and their pinnae can be seen in Fig. 7. The iCub is a humanoid robot designed for research in cognitive developmental robotics. Its head is made of a plastic skull and contains electronic and mechanical components, including a fan that continuously produces ~60 dB of ego noise. Soundman is
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Fig. 6. Output of all the layers in the SSL architecture for white noise presented in front of the robot (90°). Notice that for this angle, most of the IC frequency components agree on the sound source angle, and the MLP correctly classifies the IC output.

Fig. 7. Left: audio-visual virtual reality experimental setup. The light blobs show the curvature of the half-cylinder projection screen surrounding the iCub humanoid head and represent the location of sound sources behind the screen. Right: both humanoid robotic heads used during our experiments and a zoom to their ears. The robots' ears consist of microphones perpendicular to the sagittal plane and are surrounded by pinnae. Further details about the VR setup and the principles that guide its design can be found in [44].

A commercial dummy head designed for the production of binaural recordings that increase the perception of spatial effects. This head is made of solid wood, has no interior components, and hence, does not produce ego noise. We added a motor to the head that allows it to rotate on the yaw axis. Sound spatial cues are produced by the geometric and material properties of the humanoid heads, and both platforms allow the extraction of sound spatial cues from binaural recordings. The objective of using both heads is to measure the performance of SSL and ASR with Soundman, and use these measurements as a performance baseline for the iCub. This comparison allows to determine if the resonance from the skull and components inside the iCub head reduce the performance of SSL and ASR.

B. Virtual Reality Setup

We perform the experiments in an audio-visual virtual reality (VR) setup designed by our group for the development of multimodal integration systems. In the VR setup, it is possible to control the temporal and spatial presentation of images and sounds to different robotic platforms. As we see in Fig. 7, the humanoid is located at the radial center of a projection screen shaped as a half cylinder and...
the noise produced by the projectors is below 30 dB at the location of the robot. The auditory stimuli used for the experiments described in this paper are described in Section III-C. These auditory stimuli are presented from 13 loudspeakers evenly distributed on the same azimuth plane at angles \( \theta_{\text{spk}} \in \{0^\circ, 15^\circ, \ldots, 180^\circ\} \) and the loudspeakers are placed behind the screen at \( \sim 1.6 \) m from the robot. The room acoustics are partially damped by corrugated curtains in order to approach a reverberation time (0.25–0.5 s) and an inner sound pressure level (20–40 dB) with studio quality. When we perform ASR experiments with iCub \textsc{off} or when we use Soundman, the same pair of balanced microphones is mounted on either head and the sound stimuli have an intensity of \( \sim 60 \) dB. When we perform SSL experiments with iCub \textsc{on}, the intensity of the sound stimuli are increased to \( \sim 80 \) dB due to the high levels of ego noise produced by the robot. Further details about the VR setup and the principles that guide its design can be found in [44].

C. Automatic Speech Recognition System

We use a system developed by our group for ASR [43]: Domain- and Cloud-based Knowledge for Speech Recognition (DOCKS). The DOCKS system has two main components: 1) a domain-independent speech recognition module and 2) a domain-dependent phonetic postprocessing module. The need for domain-dependent ASR arises from the intense noise of the cooling system in humanoid platforms commonly used for research in academia (NAO, iCub). In such conditions, sentences are more easily recognizable than words, which is analogous to the British Royal Air Force alphabet used in aviation to communicate under low SNR conditions. The domain-dependent output of the DOCKS system does not impede generalisation from our experimental results, as our objective is not to develop a novel ASR system. Our goal is to compare the performance of any existing ASR system with and without the support of SSL.

To test the DOCKS ASR system, Heinrich and Wermter [49] created a corpus that contains 592 utterances produced from a predefined grammar. The corpus was recorded by female and male nonnative speakers using headset microphones, and it is especially useful as the grammar for parsing the utterances is available. Two commercial ASR platforms were chosen as the domain-independent component of the DOCKS system: Google ASR [50] and Sphinx [51]. Both are compared by measuring the word error rate (WER) and sentence error rate (SER) under four different configurations. In Table I, we compare the performance of: 1) the raw output of Google ASR (Go); 2) Sphinx ASR (Sp) with an N-Gram (NG) language model, with the corpus finite state grammar (FSG) and with the domain sentences (DoSe); 3) Go plus the Sphinx Hidden Markov Model (Sp-HMM) with NG, with FSG and with DoSe; and 4) Go with the domain word list (WoLi) and with the domain sentence list (SeLi).

During the domain-independent speech recognition, the DOCKS system uses Go. As in previous work [52], it has shown better performance than Sp. In our experiments, we use the TIMIT core-test-set (TIMIT-CTS) [47] as speech stimuli. The TIMIT-CTS is formed by the smallest TIMIT subset that contains all the existing phonemes in the English language. It consists of 192 sentences spoken by 24 different speakers: 16 male and 8 female pronouncing 8 sentences each. Further details about the DOCKS architecture can be found in [43] and [32].

During the domain-dependent phonetic postprocessing, the DOCKS system maps the output of Go to the sentences in the TIMIT-CTS. Whenever a sound file is sent to Go, a list with the 10 most plausible sentences (G10) is returned. First, the system transforms the G10 and the TIMIT-CTS from grapheme representation to phoneme representation [53]. Then, the system computes the Levenshtein distance [54] between each of the phoneme sequences in the G10 and the TIMIT-CTS. Finally, the phoneme sequence in the TIMIT-CTS with the smallest distance to any of the phoneme sequences in the G10 is considered the winning result. The sentence corresponding to the winning phoneme sequence is considered correct when it matches the ground truth sentence presented to the robot.

<table>
<thead>
<tr>
<th>System</th>
<th>WER in %</th>
<th>SER in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go</td>
<td>50.230</td>
<td>97.804</td>
</tr>
<tr>
<td>Sp + NG</td>
<td>60.462</td>
<td>95.101</td>
</tr>
<tr>
<td>Sp + FSG</td>
<td>65.346</td>
<td>85.980</td>
</tr>
<tr>
<td>Sp + DoSe</td>
<td>65.346</td>
<td>85.980</td>
</tr>
<tr>
<td>Go + Sp-HMM + NG</td>
<td>7.962</td>
<td>27.703</td>
</tr>
<tr>
<td>Go + Sp-HMM + FSG</td>
<td>6.038</td>
<td>19.257</td>
</tr>
<tr>
<td>Go + Sp-HMM + DoSe</td>
<td>5.846</td>
<td>18.581</td>
</tr>
<tr>
<td>Go + WoLi</td>
<td>23.231</td>
<td>57.432</td>
</tr>
<tr>
<td>Go + SeLi (DOCKS)</td>
<td>3.077</td>
<td>11.993</td>
</tr>
</tbody>
</table>

**TABLE I**

Performance of ASR Systems

Best results are marked in boldface. Terminology can be found in the text.

IV. Experimental Results and Discussion

A. Optimal Sound Source Direction for Speech Recognition

The objective of this experiment is to compare the effect of shadowing from both humanoid heads on the SNR of speech stimuli and to find the optimal facing angle for ASR. In addition to our architecture proposed in [32], we added a softmax normalization to the output of the IC model and to the feedforward network in the last layer of the architecture. These extensions increase the robustness of the system against outliers. Let \( \theta_{\text{neck}} \) be the angle faced by the robot at any given time, \( \theta_{\text{spk}} \) the fixed angle of the loudspeakers producing the stimuli, and \( \delta_{\text{diff}} \) is the angular distance between \( \theta_{\text{spk}} \) and \( \theta_{\text{neck}} \). We hypothesise that there is a subset of angular distances \( \delta_{\text{best}} \subset \delta_{\text{diff}} \) for which the SNR of sensed speech is highest, and hence, for which the DOCKS system performs the best when using the humanoid heads. In order to find \( \delta_{\text{best}} \), we present 10 times the entire TIMIT-CTS corpus around the humanoid heads from each of the loudspeakers at angles \( \theta_{\text{spk}} \) while keeping \( \theta_{\text{neck}} \) fixed. Then, we measure the DOCKS system performance as
the average SER of speech recognition for each $\delta_{\text{diff}}$. We define SER as the ratio of incorrect recognitions (false positives) over the total number of recognitions (true positives + false positives). It is also interesting to compare this binary measure with a continuous measure of performance. We can make such comparison by observing the Levenshtein distance between the output of the DOCKS system and the ground truth sentences.

As most ASR engines, the DOCKS system requires monaural files as input. Therefore, the stereo recordings made with the robotic heads are reduced to one channel. There are three possible downmixing procedures: 1) using the sound wave from the left channel only (LCh); 2) using the sound wave from the right channel only (RCh); or 3) averaging the sound waves from both channels (LRCh). Fig. 8 shows the average SERs of the DOCKS system with the three downmixing procedures using both humanoid heads. The bars at each point represent the standard deviation over the 10 trials. Similarly, Fig. 9 shows the average Levenshtein distances between the output of the DOCKS system and the ground truth sentences. These are the distances that were used to produce the binary results shown in Fig. 8, which explains the resemblance of their shape and confirms the close relation between SERs and distances in the Levenshtein space.

The smoothness and symmetry of the curves is possibly affected by several factors including: varying reverberation, different fidelity of each loudspeaker, asymmetry between the left and right pinnae of the iCub and imbalances between the left and right microphones. Nevertheless, the results obtained with the three downmixing procedures corroborate the existence of similar $\delta_{\text{best}}$ for both robotic heads. More specifically, the DOCKS system has a considerably better performance at $\delta_{\text{best}} \in \{\sim 45^\circ, \sim 150^\circ\}$. The performance of speech recognition is affected by the SNR of speech, and the SNR of speech is affected by the directional shadowing produced by the head. Therefore, as the performance curves of the DOCKS system are very similar with the recordings from both heads, we conclude that the structural, geometrical, and material properties of the iCub head produce a directional shadowing very similar to the one produced by Soundman. These results confirm the effectiveness of the iCub for the production of spatial cues.

Before running the experiment, we expected the speech SNR to be maximal when the sound source is parallel to the interaural axis, i.e., for $\theta_{\text{lspk}} \in \{0^\circ, 180^\circ\}$. Surprisingly, both angles $\delta_{\text{best}}$ are located $\sim 45^\circ$ to the left and right of the sagittal plane. This effect could be produced by the reflection of sound waves from the pinna toward the microphone closest to the sound source. In this case, $\delta_{\text{best}}$ could be the angles where such reflection is most intense. Due to the head shadowing, recordings only have the same SNR on both channels when the sound source is placed exactly in front of the robot. In all other angles $\delta_{\text{diff}}$, the microphone closest to the sound source records with higher SNR than the other one. For this reason, the LRCh downmixing diminishes the SNR of speech after both signals are averaged. Together, the head shadowing and the pinnae reflection explain why the DOCKS performs best at $45^\circ$, $90^\circ$ and $150^\circ$ in the LRCh downmixing.

It is also important to note that the lowest SERs from the LCh and RCh downmixings are about twice as large as the lowest SERs from the LRCh downmixing. This substantial increase in performance is possible because in the LCh and RCh downmixings, the channel with higher SNR remains uncorrupted by the signal from the channel with lower SNR. It is interesting to note that all figures of the LCh and RCh downmixings show a periodical shape. This phenomenon could be caused by the circular shape of the humanoid heads and the position of the microphones. As both pinnae are placed slightly behind the midcoronal plane, the distance traveled by sound waves from the sound source to the furthest ear is maximal at $\sim 45^\circ$ or at $\sim 150^\circ$. This configuration explains the slight SER decrease after $135^\circ$ with LCh and before $30^\circ$ with RCh.

### B. Dynamic Sound Source Localization

When we say that SSL can help to improve the performance of the DOCKS system, we assume that the robot will turn to the optimal listening angle in a small number of localization steps or SSL iterations. Furthermore, once the robot is optimally oriented it should remain stable in such position, or proceed to track the speech source closely as soon as it moves around it. The objective of this experiment is to
find how many SSL iterations it takes the system to face a sound source, starting from different angles between the sound source and the direction faced by the robot. Once the robot is facing directly at the sound source, we can measure the stability of the SSL system for locking on the speech target. It is important to measure this locking on each of the 13 loudspeakers in the VR setup at angles $\theta_{\text{lspk}}$ in order to verify that the SSL system is robust to the reverberation produced in different room locations around the robot. During the experiment, we present the robot with a sound composed of utterances from 24 different speakers: 16 males and 8 females. More specifically, the longest sentence from each speaker in the TIMIT-CTS corpus is appended in a single sequence of utterances to form a 106 s compound sound. Once a compound sound is formed, the last two sentences of the sequence of utterances are moved to the beginning, creating another compound sound. By repeating the same procedure, 12 compound sounds are produced in total.

At the beginning of each trial, the robot turns to a starting neck angle $\theta_{\text{neck}} \in \{45^\circ, 15^\circ, \ldots, 135^\circ\}$ on the azimuth plane. The starting angles $\theta_{\text{neck}}$ are constrained by the turning limitations of the yaw joint in the robot’s neck. Once the robot is oriented in the first $\theta_{\text{neck}}$, the first compound sound is reproduced from the loudspeaker at angle $\theta_{\text{lspk}}$ and the robot starts tracking the sound source. The trial ends when the sound finishes. Then, the robot head returns to the same angle $\theta_{\text{neck}}$ and the same compound sound is now presented at the following loudspeaker. This procedure is repeated until all angles $\theta_{\text{lspk}}$ are covered. Afterward, the same routine over all angles $\theta_{\text{lspk}}$ is repeated for each starting angle $\theta_{\text{neck}}$. Finally, the entire process is repeated for each of the 12 compound sounds. This procedure is necessary in order to discard the possibility that the voice of a particular speaker systematically affects the SSL system at the same point in time.

The results of the dynamic localization task are summarized in Fig. 10(a) for iCub and in Fig. 11(a) for Soundman. The figures show the performance of the SSL system in consecutive iterations and from a range of starting angular differences between $\theta_{\text{neck}}$ and $\theta_{\text{lspk}}$, where $\delta_{\text{start}} \in \{0^\circ, 15^\circ, \ldots, 90^\circ\}$. The dotted lines in both figures show the average SSL performance of trials with the same starting angular difference $\delta_{\text{start}}$. The continuous lines show the average and standard deviations of all starting angular differences $\delta_{\text{start}}$. In both figures, it can be seen that the localization error decreases as $\delta_{\text{start}}$ decreases from $90^\circ$ to $0^\circ$. The curves show that the system converges to the sound source angle in 3 iterations or less. Afterward, localization errors are close to zero with almost no variance. In other words, the SSL system is more robust for localizing sounds closer to the front of the head. As localization errors are smaller in the frontal angles, the SSL system converges to the sound source angle after successive localization steps. Once the robot is facing the sound source, it continues facing that direction, i.e., the SSL system successfully locks the auditory target. These results are consistent with our previous work on static SSL [14], [32] and with the performance observed in humans [23].

Figs. 10(b) and 11(b) show the angular error accumulated from all SSL iterations. During the experiments, many more data points were produced for angles $\delta_{\text{diff}}$ close to $0^\circ$. However, the variance of the accumulated errors also indicates better SSL performance when the sound source is close to the frontal angles. Importantly, this improvement applies to all angles $\theta_{\text{lspk}}$. This consistency in performance shows the robustness of our architecture against the changes in reverberation produced by presenting auditory stimuli from different room locations. Therefore, we conclude that the proposed SSL architecture successfully avoids overfitting to the training data from static sound sources and does not stagnate in poor local minima. It is also important to note that the magnitude of localization errors is related to the size of the chosen localization bins ($15^\circ$ of angular granularity). Nevertheless, some preliminary studies show that our system is capable of $1^\circ$ angular resolution in the frontal $40^\circ$. We could access this potential by performing SSL in a continuous space using the last layer for regression.
instead of classification. Verifying this hypothesis is part of our following work with the SSL architecture. Finally, we conclude that the difference in performance between both robotic heads reflects the additional challenges present in the iCub due to the intense ego noise. Nevertheless, the system reaches near-perfect accuracy once the sound source is located within 30° from the frontal angle with both platforms.

V. CONCLUSION AND FUTURE WORK

From the experimental results, we found that using information from SSL can improve considerably the accuracy of speech recognition for humanoid robots. As the humanoid platform provides signals from the left and right channels, SSL can indicate how to orient the robot, and then, select the appropriate channel as input to an ASR system. This approach is in contrast to related approaches where signals from both channels are averaged before being used for ASR. Our proposed method is capable of doubling the recognition rates at the sentence level when compared to the common averaging method. Interestingly, the performance of the ASR system is not highest when the sound source is facing directly to the microphone in one of the humanoid's ears, but at the angle where the pinna reflects most intensely the sound waves to the microphone. It is possible to measure the magnitude of this improvement by repeating the ASR experiment with the pinnae removed from the heads.
The results of the dynamic SSL experiment show that the architecture is capable of handling different kinds of reverberation. These results are an important extension from our previous work in static SSL and support the robustness of the system to the sound dynamics in real-world environments. Furthermore, our system can be easily integrated with recent methods to enhance ASR in reverberant environments [55]–[57] without adding computational cost. This is the intrinsic advantage of embodied embedded cognition. As another extension considering the dynamics of real-world scenarios, we plan to embed the SSL architecture into a probabilistic framework. In this framework, time will be integrated in the estimation of sound source angles by using calculations from previous time steps to increase the confidence of the system estimations. This probabilistic model will also benefit from a parallelised version of the MSO and LSO spiking neural layers. In a preliminary GPU implementation, we have already reached 12 times more SSL iterations in the same amount of time than the current CPU version.

An important advantage of our biomimetic neural representation of spatial cues is that it can be directly integrated with vision for audio-visual spatial attention [58]. In this scenario, vision can be used to disambiguate the location of a sound source of interest in a cluttered auditory landscape. As each frequency component generates a spatial hypothesis in our IC model, vision can be used to perform auditory grouping in the time and frequency domains [59], [60]. Furthermore, vision can also be used as a bootstrapping mechanism for training the neural layers in an online fashion. In this way, the entire architecture can be trained with an unsupervised learning approach. This is the main direction of our current research toward multimodal speech recognition.
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