Clinical Pilot Application of Super-resolution US Imaging in Breast Cancer
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Abstract—Recently, we proved in first measurements of breast carcinomas the feasibility of super-resolution US imaging by motion-model ultrasound localization microscopy in a clinical set-up. Nevertheless, pronounced in-plane and out-of-plane motion, a non-optimized microbubble injection scheme, the lower frame rate and the larger slice thickness made the processing more complex than in preclinical investigations. Here, we compare the results of state-of-the-art contrast-enhanced to super-resolution US imaging and systematically analyze the measurements to get indications for the improvement of image acquisition and processing in future clinical studies. In this regard, the application of a saturation model to the reconstructed vessels is shown to be a valuable tool not only to estimate the measurement times necessary to adequately reconstruct the microvasculature but also for the validation of the measurements. The parameters from this model can also serve to optimize contrast agent concentration and injection protocols. Finally, for the measurements of well-perfused tumors, we observed between 28% and 50% filling for 90 s examination times.

Index Terms—cancer, clinical imaging, localization, measurement times, microbubbles, MIOT, motion, saturation model, super-resolution, tumors, vasculature.

I. INTRODUCTION

With super-resolution US imaging based on the detection and localization of microbubbles (MB), termed as ultrasound localization microscopy (ULM), the microvasculature can be visualized below the diffraction limit of the imaging system [1], [2]. Furthermore, the emerging field of tracking the MB over several frames provides not only impressive reconstructions of the organization of microvessels, but even functional information on blood flow velocities and directions. In this context, Christensen-Jeffries et al. showed the blood supply in a mouse ear [3], Errico et al. the perfusion of a rat brain [4], and Ackermann et al. the microvasculature in murine xenograft tumors [5]. All these works reached resolutions beyond the resolution limits of the US devices, while applying different techniques in imaging (conventional line-by-line imaging [3], [5], or ultrafast plane-wave imaging [4]), in the detection of the MB (in B-mode images [3], [5], or in RF-single-channel-data [4]), and in the tracking of the MB (using nearest neighbor tracking [3], [4] or statistical approaches [5]). They also have in common, that their applications were focused on preclinical measurements that were used for proof-of-principle studies.

The clinical interest in the microvasculature of tissues is manifold because deviations from normal vessel growth play a role in numerous diseases, like inflammatory or ulcerative disorders, cancer, or blinding eye diseases [6]. Particularly for tumors, it is known that their vascularization is morphologically abnormal [7] and that features like the tortuosity of vessels, their branching, their irregular vessel diameters, and the inhomogeneity throughout the tumor contain vital information on its aggressiveness [7], [8]. For example, the microvascular density can be used to predict tumor invasion, metastasis, and patient prognosis [9]. However, for a routine examination of tumor microvasculature the established imaging techniques lack either non-invasiveness (e.g. histology, microscopy, µCT), imaging depth or volume (e.g. intravital microscopy, optical coherence tomography, optoacoustic imaging) or resolution (e.g. CT, MRT). Also, the state-of-the-art contrast-enhanced US imaging (CEUS) is limited by the spatial resolution of the conventional US devices. Thus, a comprehensive insight into the microvascular architecture is not possible because the voxels are usually much larger than the majority of tumor blood vessels. Therefore, also the relative blood volume (rBV) determined from the maximum intensity over time (MIOT) [10], [11] tends to be overestimated [2]. Functional parameters like the time-to-peak, peak enhancement and upslope of conventional time-intensity (TI) curves [10], [12] are limited to a global interpretation of perfusion. Furthermore, their assessment is difficult and unreliable at the single voxel level [13]. By revealing vascular features at super-resolution and quantifying even very low flow velocities of single vessels, ULM is expected to substantially improve the differential diagnosis, prognostication, and the monitoring and prediction of therapy responses. However, the potential of ULM is strongly interrelated with the technical feasibility in a clinical set-up.
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For the implementation of ULM on conventional clinical US devices, we already presented the Markov Chain Monte Carlo Data Association (MCMCDA) algorithm to track the MB [5]. By accounting for prior probabilities and a motion model, this statistical approach searches for associations of MB which maximize the posterior probability of track associations. We also demonstrated the advantages of this algorithm in terms of estimation accuracy of tracks and velocities in complex vessel morphologies and for difficult measurement conditions [14]. To distinguish this approach from others, we termed it motion-model-based ULM (mULM). Recently we showed, that different tumor types in mice could be classified based on the structural information obtained from mULM [15].

In [15] we also presented a first proof-of-principle of super-resolution US imaging in a clinical set-up by applying mULM to initial clinical measurements of breast cancer. Here, we systematically analyze these measurements in preparation of a larger clinical study. We report and discuss in detail the challenges we faced in the clinical set-up, like stronger motions, the increased slice thickness of the US imaging plane, highly varying MB concentrations during one measurement, or the necessity to use the contrast mode for displaying the MB and, thus, reducing the frame rate even further. Therefore, the section “Materials and Methods” is divided into two parts. The first part includes the general description of the clinical study design, image acquisition and processing, and the tracking of the MB. Here, also solutions for some of the abovementioned problems are proposed. The second part is focused on the evaluation of current limitations. Specifically, the measurement times necessary to extract reliable and meaningful parameters are investigated using an exponential saturation model. In the results, we report estimates of sufficient measurement times and compare the resulting super-resolution images of tumor vasculature to images acquired by the established maximum intensity over time (MIOT) method. These images exemplify the opportunities and challenges when translating ULM into clinical practice. Additional graphs are presented to visualize the difficulties due to highly varying MB concentrations and out-of-plane motion, and to outline possible strategies. Since this is not a clinical study, we will not discuss clinical findings.

II. MATERIALS AND METHODS

A. Clinical Measurements

The clinical CEUS data were acquired at the Department of Gynecology and Obstetrics at the University Medical Center of the RWTH University in Aachen, Germany. The study is registered at clinicaltrials.gov under the number NCT03385200 and was approved by the RWTH Aachen University ethics committee. Written informed consent was obtained from all participants for CEUS imaging and the use of data for studying neoadjuvant chemotherapy responses. Here, measurement data of a triple negative breast carcinoma in a patient treated with neoadjuvant chemotherapy were retrospectively evaluated. Measurements were performed before, and after the 1st, 2nd, 3rd cycle of chemotherapy.

For the measurements, the patient was lying supine in a stable position with the arm at the tumor side raised above the head. The CEUS measurements were performed hand-held in the contrast harmonic imaging mode with a 10 MHz PLT 1005BT linear transducer (bandwidth 7-14 MHz) connected to an Aplio 500 (Canon Medical Systems, Otawara, Japan). Ten seconds after the start of the recording, 0.5 ml of SonoVue (Bracco, Milan, Italy) were manually injected over 10 sec. The mechanical index during the examinations was 0.07 and thermal index was below 0.4. The elevational resolution at the elevational focus in 20 mm depth is 1 mm (communicated by Canon Medical Systems). Both, B-mode images and contrast mode images were recorded with a frame rate of 15 Hz. At each patient examination, two measurements each of 1350 frames (equivalent to 90 s) were carried out.

B. Image Processing

All following procedures were implemented in Matlab (Mathworks, Natick, MA, USA).

Although the clinical investigators were highly sensitized to minimize movement artefacts, the clinical data exhibited strong out-of-plane motion. Therefore, each measurement was subdivided into sub-sequences, each containing only similar image planes. This was done by a cross correlation of the B-mode images of an interactively selected region-of-interest (ROI) with sufficient contrast. The cross correlation between two frames had to be higher than 0.8 to be assigned into one sequence. Then, each sequence was evaluated separately. To ensure a precise motion compensation, an affine image registration proposed by Rueckert et al. [16] (available on [17]) was applied to the B-mode images (always the first frame of a sequence was the reference frame). This implementation allows translation, rotation, resizing, and shearing, and provides the transformation matrix. Because the MB were not visible in the B-mode sequences, the motion estimation was not disturbed.

C. Detection of Microbubbles

Because the MB were not visible in the B-mode images, they had to be detected in the contrast mode sequences. To lower the number of false detections, the contrast mode images were normalized to the maximum intensity of the sequence and all intensity values below 0.15 were set to zero. For a higher localization accuracy, the images were interpolated to a grid size of 5 μm (using the spline interpolation provided in the interp2.m function of Matlab). Then, a 2D convolution of the contrast mode images with a Gaussian kernel was applied. To match the point spread function of an MB in the images, the standard deviation of the Gauss-kernel was set to σ = 335 μm. By detecting the local maxima, the positions of the MB were determined with subpixel accuracy compared to the original data. Finally, these positions were corrected by the estimated motion in the B-mode images.

D. Tracking

For the reconstruction of the microvasculature, the detected MB were tracked over several frames. This can be achieved with a nearest-neighbor tracking in case of very high frame rates (ultrafast imaging) or in case of very low MB concentrations
and consequently long observation times. However, for the tracking of MB in complex vessel morphologies and under clinical measurement conditions, it is recommendable to use a more robust method [14]. Due to the elevational width of the imaging slice, an apparent crossing of capillaries is to be expected when capillaries of different directions are running in different planes within the slice. Additionally, the low applicable frame rate, the expected flow velocities, and the highly varying MB concentration may lead to false associations of detected positions when using a nearest-neighbor tracking because the detections can be associated to tracks in different ways. Therefore, the Markov Chain Monte Carlo Data Association (MCMCDA) algorithm [18] was applied [5] which aims to find the associations $\omega$ (assigning MB to tracks) of detected positions $Y$ that maximize the a-posteriori probability $P(\omega|Y)$

$$\omega_{\text{max}} = \arg \max_{\omega \in \Omega} P(\omega|Y).$$

(1)

By Bayes’ rule, this a-posteriori probability is proportional to

$$P(\omega|Y) \sim P(Y|\omega)P(\omega)$$

(2)

with the likelihoods $P(Y|\omega)$ of the detected positions $Y$ under the given track associations $\omega$. These are determined from a linear motion model realized with a Kalman filter, and with the a-priori probabilities $P(\omega)$ of track associations, which contain e.g. assumptions of the false alarm rate and the detection probability. Since trying all possible track combinations to find $\omega_{\text{max}}$ is an intractable combinatorial problem, the MCMCDA randomly draws associations with the probability distribution and the best association is kept.

Although the expected velocities in capillaries are below 2.5 mm/s, the maximum velocity was set to be 7 mm/s because in this study also larger vessels with higher velocities were imaged.

E. Visualization

Several options to illustrate the microvasculature arise from the gained tracking data. Generally, it needs to be decided whether new data should be overlaid on the standard B-mode images [2] (or volume [19]), or whether it should be shown separately [3], [4]. Already established are the so-called probability density $\text{[3]}$ or localization $\text{[4]}$ maps where the brightness represents the number of detections per pixel location. These are particularly applicable in case of a high number of detections. In case of short measurement times or low frame rates, these maps can be improved by not only counting the detections but also the passing of tracks through a pixel, called occurrence maps [15]. Alternatively, the detections $\text{[3]}$ or the tracks $\text{[4]}$, [15] can be color-coded by the determined flow velocities or directions of flow. Based on the direction information, also a coloring of the velocities comparable to Doppler-mode imaging is feasible [4], [15]. Furthermore, to improve image quality (reduce noise) or to highlight different aspects, several criteria can be combined for the imaging, e.g. only showing tracks with more than 3 detections [4] or the combination of certain velocities and directions [15]. Here, we computed occurrence, velocity and direction maps. For this, only tracks of more than 2 detections were plotted.

F. Saturation Model

The area in an image slice covered by the fully reconstructed vessel trees is expected to be proportional to the relative blood volume (rBV). Until now, due to the limited measurement times or, rather, the limited length of evaluable sequences in the clinical application, we could not extract the complete vasculature. However, to get an estimate of the final rBV, we introduced an exponential saturation model which is based on the assumption that the reconstruction of new vessels saturates over measurement time and proved it valid in a preclinical study [20]. For this, the coverage $C$ is defined as the ratio of the area filled with tracks to the total area of the tumor. After the coverage $C$ has been computed as a function of the tracked MB by charting the tracks frame by frame into a matrix of 10 µm resolution, the exponential saturation model

$$C(\text{MB}(t)) = C_{\text{final}}(1 - \exp(-\alpha \cdot \text{MB}(t))),$$

(3)

with the number of tracked MB($t$) until time $t$ was fitted to the curve of $C$. Thus, the saturation value final coverage $C_{\text{final}}$ is equivalent to rBV. Furthermore, the quality of fit ($R^2$) and the percentage of the reconstruction $pR$

$$pR = \frac{C(\text{MB}(t_{\text{meas}}))}{C_{\text{final}}}$$

(4)

after the measurement time $t_{\text{meas}}$ were evaluated.

To check the measurement times necessary to get a reliable estimate of rBV, also the estimated final coverage $eC_{\text{final}}$ for shortened measurement durations was investigated. For this, the measurement durations were increased step-wise by 50 frames until reaching the final $t_{\text{meas}}$.

G. Conventional CEUS: MIOT

Because MIOT showed a higher robustness and accuracy than other standard CEUS methods [10], it was used for the determination of rBV (reference method). To guaranty comparable preconditions, the images of the contrast mode were also motion corrected with the motion estimated in the B-mode images. Generally, for the generation of MIOT images, in each pixel of a sequence the median intensity value over time is subtracted from the maximum intensity value over time:

$$I_{\text{MIOT}}(x, z) = \max_{t} (I(x, z, t)) - \text{med}(I(x, z, t)).$$

(5)

This way, the background is suppressed in case of static structures. Here, the background suppression was not necessary because no static structures were existent in the contrast mode sequences. Applying an empirically determined threshold of 0.4 to the normalized MIOT data, the vessels were segmented and the rBV was calculated as the fraction of vessel area in the tumor area.
Since the computation of MIOT suffers from the same limitations as the tracking of MB due to the shortness of the evaluable sequences, again the exponential saturation model was applied. For this, the development of the calculated rBV over time \( t \) was computed by applying the same procedure to the measurement sequences reduced to the equivalent number of frames. This would generally be

\[
I_{\text{MIOT-sat}}(x, z, t_{\text{frame}}) = \max_t(I(x, z, t \leq t_{\text{frame}})) - \med_t(I(x, z, t \leq t_{\text{frame}})),
\]

(6)

but again, the background subtraction could be disregarded. Then, the equivalent saturation model

\[
rBV(t) = rBV_{\text{final}}(1 - \exp(-\alpha \cdot t)).
\]

(7)

was fitted to the derived rBV values.

In case of low MB concentration at the beginning of a measurement sequence the section selected for the exponential fit was chosen interactively. Just as for the mULM data, also the estimated final erBV\(_{\text{final}}\) for shortened measurement durations was investigated (see section II F).

### III. RESULTS

From the 8 measurements (2 per examination), the first measurement of the third examination could not be further processed because of too strong motion artefacts. From the remaining 7 measurements we could extract 11 sequences which were suitable for further evaluation and to which the saturation model was applied. Nevertheless, further 6 sequences were excluded, because they contained less than 675 frames (corresponding to half of the 1350 frames per measurement). This decision was taken because the comparison of sequences with very different frame numbers is critical and the stabilization of \( eC_{\text{final}} \) cannot always be reliably confirmed for very low frame numbers. Five sequences remained – 1 sequence for each examination, 2 sequences for the last examination. These numbers already highlight the high loss of data due to the measurement conditions not directly related to the tracking of the MB. In Table I the results of the remaining sequences are summarized. Nevertheless, an improvement of the investigator’s performance is recognizable: because of few out-of-plane movement, the number of frames that could be assigned to one sequence increases for the last examinations.

To complete the information also the motion estimated in the sequences and the number of tracked MB are given.

#### A. Saturation model and acquisition times

Applying the saturation model and evaluating the stabilization of the \( eC_{\text{final}} \) or erBV\(_{\text{final}}\), we found the following criteria to be suitable for the assessment of the sequences:

1. The quality of fit should be \( R^2 \geq 0.98 \).
2. The percentage of the reconstruction should be \( 25\% \leq pR \leq 100\% \).
3. The \( eC_{\text{final}} \) or erBV\(_{\text{final}}\) should stabilize for shortened measurement times.

To illustrate the application of the saturation model and for a better comprehension of the results given in Table I, the exponential fits to the MIOT and mULM data of the second examination (highest vascularization) are depicted in Fig. 1. In a) the rBV values derived from MIOT are plotted as function of the frame number (solid line) and the exponential fit to these values is plotted with a dashed line. In b) the erBV\(_{\text{final}}\) for shortened measurement times (step-wise by 50 frames) are visualized, showing no stabilization. Because of \( pR > 100\% \), \( R^2 < 0.98 \), and the missing stabilization, the rBV\(_{\text{final}}\) should be questioned. In c) and d) the corresponding results derived from the mULM are shown. Here, the \( eC_{\text{final}} \) already stabilized after 300 frames and \( pR \) and \( R^2 \) fulfill the described criteria.

However, from Table I it becomes clear, that both measurements of the last examination do not fulfill these criteria for the data based on the mULM and, therefore, they must be interpreted with care. For the MIOT results, the sequences of the first and second examination, and the second measurement of the last examination do not fulfill these criteria.

### TABLE I

<table>
<thead>
<tr>
<th>examination / measurement / sequence</th>
<th>( \text{e1} / \text{m2} / \text{s1} )</th>
<th>( \text{e2} / \text{m1} / \text{s5} )</th>
<th>( \text{e3} / \text{m2} / \text{s1} )</th>
<th>( \text{e4} / \text{m1} / \text{s1} )</th>
<th>( \text{e4} / \text{m2} / \text{s1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of frames</td>
<td>764</td>
<td>705</td>
<td>1349</td>
<td>1049</td>
<td>1349</td>
</tr>
<tr>
<td>motion in µm</td>
<td>277 ± 165</td>
<td>574 ± 339</td>
<td>222 ± 109</td>
<td>405 ± 179</td>
<td>475 ± 412</td>
</tr>
<tr>
<td>number of tracked MB</td>
<td>150</td>
<td>21483</td>
<td>8163</td>
<td>1061</td>
<td>2038</td>
</tr>
<tr>
<td>rBV(_{\text{final}}) in %</td>
<td>0.23</td>
<td>81.49</td>
<td>53.25</td>
<td>18.09</td>
<td>30.55</td>
</tr>
<tr>
<td>pR in %</td>
<td>65.9</td>
<td>103.7</td>
<td>95.6</td>
<td>85.1</td>
<td>77.8</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.977</td>
<td>0.97</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>C(_{\text{final}}) in %</td>
<td>0.02</td>
<td>8.48</td>
<td>3.27</td>
<td>0.84</td>
<td>1.43</td>
</tr>
<tr>
<td>mULM ( rBV(t_{\text{meas}}) ) in %</td>
<td>0.06</td>
<td>18.8</td>
<td>6.6</td>
<td>31.1</td>
<td>120.6</td>
</tr>
<tr>
<td>( pR ) in %</td>
<td>28.5</td>
<td>45.2</td>
<td>49.9</td>
<td>2.7</td>
<td>1.2</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.98</td>
<td>0.9997</td>
<td>0.9988</td>
<td>0.955</td>
<td>0.976</td>
</tr>
</tbody>
</table>

rBV: relative blood volume, pR: percentage of reconstruction, \( R^2 \): quality of fit, C: coverage.
From the \( pR \) values obtained applying the saturation model, a rough estimate of the acquisition times needed for the reconstruction of 90% of the vasculature can be derived. If a constant MB concentration during the measurement could be assumed and the measurements had not to be subdivided into sequences, the acquisition time \( t_{90\%} \) that is needed would be

\[
t_{90\%} = \frac{\text{frames}}{f_s} \ln\left(1 - \frac{0.9}{pR}\right)
\]

with the frame rate \( f_s \). For the examinations 1 to 3, the estimate of \( t_{90\%} \) is between 180 s and 350 s.

### B. Visualization

The images obtained from the second examination are exemplarily shown in Fig. 2. In a) a conventional B-mode image is depicted. The tumor ROI is marked in red. In b) the MIOT data is shown. In c) and d) information derived from the mULM are visualized: the occurrence and the velocity map, respectively. In e) four zoomed-in regions marked in c) and d) are presented showing the occurrences and the velocities and additionally the flow directions. It can be seen, that the marked tumor in the B-mode image is mainly characterized by a hypoechoic region providing no information about the vasculature. In contrast, the MIOT data totally overfill the B-mode image indicating a high rBV, but neither providing detailed information on the vascularization. On the other hand, the occurrence and velocity maps derived from mULM give an impression of the structuring and complexity of the vessels. They further better highlight the higher perfusion at the right border of the tumor. The zoomed-in regions further highlight the high resolution that can be obtained with mULM.

### C. MB concentration and tissue motion

In Fig. 3 the highly varying MB concentration during the measurements is exemplarily shown by plotting the number of detections per frame (again for the second examination). At the same time, the results of the processing described in section II B is shown. Due to the out-of-plane movements, the measurement had to be subdivided into 5 sequences. Here, the frames which were assigned to sequence 4 are coded in red, the frames assigned to sequence 5 in green (sequences 1-3 are not shown, because each contained only a few frames of few detections). Searching for correlating frames within the complete measurement allowed to extract longer sequences although the frames are not necessarily connected. Finally, only the results of sequence 5 were accepted in Table I. There, also the amount of compensated in-plane-motion is given for each sequence.
Fig. 2: (a) B-mode image with the tumor ROI marked in red, (b) image containing the MIOT data, (c) occurrence map and (d) velocity map derived from the mLULM for the second examination ($e_2/m_1/s_5$). (e) Zoomed-in regions marked in (c) and (d) showing the occurrence of the tracked MB (1st row), the flow velocities and directions (2nd and 3rd row, respectively).
of complex morphologies of vessel trees and for non-optimal measurement conditions the nearest neighbor tracking is more prone to errors and, therefore, the probabilistic approach should be preferred. The results of the implemented MCMCDA are promising, however, this algorithm would also benefit from higher frame rates. Furthermore, other probabilistic approaches [21] might perform faster. Generally, the highly varying velocities of capillaries vs. arterioles and venules or due to the change of in-plane to perpendicular flow are difficult to handle with linear motion models assuming constant velocity.

The overall computation time is composed of several processing steps. Dividing the sequences into sub-sequences took about 2 min, the motion estimation about 15 min, the MB detection 5 min. With regard to the tracking, the computation time strongly depends on the number of detections per frame: for 15 MB per frame it took about 0.4 s per frame, for 60 MB about 6 s, and for 150 MB about 35 s. Though, these processing steps were carried out separately and were not optimized regarding the processing times. Thus, the computation time should and could be reduced (e.g. with parallel computing).

B. Tissue motion

Other difficulties arise from tissue motion. The stronger and non-rigid movements need more general deformation models and advanced motion estimation techniques in the B-mode frames which often additionally have poor tissue contrast within the tumors. Therefore, it was necessary to apply an affine image registration as proposed by Rueckert et al. [16] (see section II B). This method worked well for the correction of in-plane-movements, although it would probably also benefit from higher frame rates. Even more difficult to handle were the strong out-of-plane movements which led to a reduction of usable measurement sequences. With the procedure described in section II B as many long sequences as possible were gained. Nevertheless, also with the experience of the clinical investigators the out-of-plane movement was reduced (longer sequences in the last examinations, see Table I).

C. Saturation model

To gain information of the vasculature and estimates on the...
necessary improvements, we applied the saturation model we proposed in [20]. It is motivated by the fact that in clinical applications the full vasculature often may not be reconstructed due to the short measurement times. The amount of filling of the vasculature necessary to derive clinically relevant parameters of the morphology will be of interest for future studies.

Applying the saturation model, the final rBV can be estimated, information on the percentage of reconstruction is gained, and the acquisition times needed for a stable prediction can be assessed. This way, also objective criteria can be derived about the suitability of measurements. For example, if only few MB are detected, this can be due to a very low MB concentration or due to a minor vascularization. However, if the rBV-value saturates, this is an indication for a minor vascularization (see Table I).

D. Frame-rate, MB concentration and acquisition times

As already mentioned above, higher frame rates can improve the motion correction and the tracking, however they will not have an impact on the acquisition times necessary for the full reconstruction. The total number of detected vessels within the acquisition time is influenced by the flow-rate of MB in the vessels which depends on the blood flow in the vessels, mainly capillaries, and on the MB concentration in the blood.

Here, it became apparent that the injection protocol, i.e. injection speed and MB concentration, needs to be improved. The highly varying MB concentrations (see Fig. 3) led to a reduction of meaningful sequences. Furthermore, an overall higher MB concentration would decrease the relatively long acquisition times estimated for the reconstruction of 90% of the vasculature. From the saturation model, it can be derived that e.g. a doubled dose leads to half of the acquisition time needed. From our observations of relatively few overlapping MB signals, we assume that a higher dose rate than 0.5 ml of SonoVue up to the maximum recommended dose of 2.4 ml should be manageable. This will be further supported by novel approaches for the MB separation (e.g. van Sloun et al. [22]).

To jointly advance the clinical application of super-resolution US imaging, the reporting on the injection scheme, on the number of detected and tracked MB, and on the measurement times should be standardized.

E. Comparison to MIOT

Although the established CEUS technique MIOT is stated to be robust [10], its analysis also suffers from the in-plane and out-of-plane movements. Furthermore, the truncation of sequences and the varying MB concentrations impede techniques like the calculation of replenishment kinetics or perfusion parameters, e.g. [23]. In case of the mULM data, the use of the saturation model compensates for a varying MB concentration during the measurement (independent variable of the exponential model is the number of detected MB). In case of the MIOT data, this is not possible (independent variable is the frame number/acquisition time), so usable segments must be chosen interactively (see Fig. 4) or even might not be available.

F. Pixel size

We decided to set the pixel size of the visualizations to 10 µm because of practical assumptions. The theoretical limit of the localization accuracy given by Desailly et al. [24] would be below 1 µm (rough estimation based on the limited information provided by Canon). Viesmann et al. [25] proved a localization precision of 4.7 µm and 2.0 µm in the lateral and axial directions, respectively, in an in vitro setup with a comparable US system (Toshiba Apio XG, PVT382BT). Measurements of the actual resolution without ground truth are difficult because estimating the resolution based on lateral profiles of small vessels [4], [15] is only applicable if a certain number of MB passed through the vessel: Only if two clear flow profiles are recognizable the existence of two vessels can be assumed, otherwise single tracks could belong to one larger vessel. These profiles are typically available for larger vessels which – on the other hand – might not provide the lower bound of accuracy.

However, since the MB detection is limited by the chosen resolution of 5 µm (see section II C), a pixel size of 10 µm seems to be reasonable for the super-resolution visualizations. This is substantially lower than the pixel size of 71 µm (lateral and axial) of the US device. Furthermore, the diameter of capillaries is typically between 5 and 10 µm. Thus, for the estimation of the rBV it is reasonable to model one track with an equivalent thickness. Finally, the capillaries might not be visible in the visualization if drawn thinner.

G. Clinical Interest

Super-resolution imaging can bridge the gap between the histological – and thus invasive – analysis of tumors and the poor resolution of the current non-invasive imaging techniques. The monitoring of antiangiogenic cancer therapy is already feasible with MIOT [11], but the more detailed morphological and the functional information (e.g. flow velocities) of super-resolution imaging could provide new insights into the angiogenesis of tumors and give essential information for the improvement of the therapeutic benefit. Besides, a radiomic analysis of various quantitative parameters that comprise very different morphological and functional aspects of the vasculature could enable the automated discrimination of different tumor types.

Moreover, super-resolution US imaging may not only be applied in oncology but could also be of interest for a multitude of other applications, e.g. for the characterization of inflamed tissues, risk assessment of atherosclerosis by imaging the vasa vasorum, the identification of immunological disorders or organ fibrosis, the monitoring of the revascularization in ischemic tissues, or the differentiation of benign and malign nevi.

H. Perspectives

Advancing super-resolution US imaging to 3D, some of the mentioned challenges could be overcome. For example, out-of-plane motion and slice thickness would become irrelevant. Furthermore, with 2D imaging only the in-plane flow velocities can be determined. In contrast, 3D techniques will allow the correct determination of the flow velocities and directions and
the reconstruction of vessel trees also for complex morphologies. Additionally, the relocalization of the imaged ROI for monitoring would be easier. We believe, that the prevalence of devices equipped with 2D matrix transducers will increase as soon as their benefit in clinical routine is proven.

In conclusion, we could show that clinical super-resolution imaging is feasible with a single contrast agent injection within measurement times of less than 5 minutes. Although vessel trees were not imaged completely with the statistical sampling by the MB, relevant parameters could be derived also from incomplete vessel trees by investigating their reconstruction over time. Additionally, the amount of coverage and the final coverage could be estimated and allowed to assess the quality of the vascular image.
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