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Abstract: In this paper, for the first time, we propose a nonparametric histogram estimation (NPHE) scheme for the nonuniform quantization in intensity modulated direct detection with filter bank multicarrier signal to improve system performance. By combining the NPHE scheme and the common nonlinear programming method, the distribution of offset quadrature amplitude modulation based optical orthogonal frequency division multiplexing (OQAM-OFDM) signal is accurately estimated and then it is used to achieve the optimal nonuniform quantization level. In this way, the low-level signal can achieve much more effective digitalizing bits, thereby significantly reducing the quantization noise. The numerical simulation and experiment with 10-Gb/s 16-order OQAM-OFDM signal over 20 km fiber are conducted to further verify the feasibility of our scheme. The results show that our scheme always outperforms the uniform quantization and Gaussian-like nonuniform schemes in terms of the signal to quantization noise ratio, error-vector-magnitudes, and bit error rate. Compared to the conventional method, our scheme also achieves received sensitivity improvement thereby improving the system power budget. So, it can support the low-bit resolution transmission in intensity modulated direct detection-based OQAM-OFDM system.

Index Terms: Nonparametric histogram estimation, nonlinear programming, optical OQAM-OFDM, clipping ratio (CR), the IFFT/FFT bit precision.

1. Introduction
Recently, the emergence of new and developing technologies such as machine learning, social networking and cloud computing cause the rapid growth of traffic throughput and bandwidth demands. To satisfy the requirements of high capacity, asynchronous transmission and considerable spectral efficiency, the Filter Bank based Multicarrier especially with the waveform of the offset quadrature amplitude modulation based optical orthogonal frequency division multiplexing (OQAM-OFDM) has
been widely demonstrated in optical and fiber-wireless communication systems [1]–[6]. Owing to its inherent merits such as high sidelobe suppression ratio, large asynchronous transmission feature, high spectrum efficiency due to the non-requirement of cyclic prefix (CP) and time-frequency domain well-localized pulse shapes, increasing system robustness against inter-carrier interference (ICI) and frequency offset due to lower out-of-band power leakage [6] etc., it has been considered as one of the most promising candidate waveform for intensity modulated direct detection-based (IMDD) optical network transmission system [7]. For the OQAM-OFDM, it is essential to employ a digital-to-analog convertor (DAC) to convert the OQAM-OFDM samples to time-domain waveforms. Apparently, a high bit resolution is desirable for DACs implement, but such a resolution would lead to high power consumption and cost [8], [9]. Besides, based on our previous work [10], it has been verified that, the bit precisions of inverse fast Fourier transform (IFFT) and FFT were also the important limiting factors, and the quantization noise caused by these operations would worsen the system performance.

To deal with these issues, the common amplitude limiting [10], and the encoded peak-to-average power ratio (PAPR) reduction [11], [12] schemes were proposed in IMDD-OFDM system to reduce the bit resolution. However, for these schemes, only few quantization bits were reduced or the limited performance improvements were achieved, and either extra complexity or clipping noises were introduced which would be not suitable for the practical system. In fact, it is easy to get that, the system performance strongly depends on the statistical distribution of the low-bit resolution multicarrier signals’ samples, namely the quantization bit of small signal [13]. To deal with this, the nonuniform quantization scheme with the Gaussian-like distribution assumption was proposed in OFDM-based and OQAM-OFDM system [14], [15]. Besides, different from the common OFDM, owing to the filtering effect of OQAM-OFDM signal a non-perfect Gaussian distribution of signal would be achieved, in which a sharp peak would occur on top of gaussian spectrum. In this way, the nonuniform quantization with the Gaussian-like assumption would not be the optimal selection for the IMDD-based OQAM-OFDM system.

Therefore, we propose the nonuniform quantization scheme with a novel nonparametric histogram signal sample estimation to quantify the signals for further reducing the DAC bits with the acceptable system performance in the IMDD-based system. Due to no any requirements of signal distribution in advance, this scheme would be more suitable for the irregular distribution OQAM-OFDM system. In addition, by selecting the appropriate kernel density function and window width, the OQAM-OFDM signals’ distribution can be accurately estimated. Then, by combining nonlinear programming technique, the optimal nonuniform-distributed discrete output levels of OQAM-OFDM signal are achieved. In this way, more effective quantization bits can be assigned to the small OQAM-OFDM signals hence reducing quantization noise and improving system performance. To verify the feasibility of this scheme, the simulation (the commercial software OptiSystem 13) and experiment with the 10-Gb/s 16-OQAM-OFDM signal for 20-km fiber transmission with different DACs and IFFT/FFT bit resolution is constructed. The simulation results show that, for the 4-bit and 6-bit DAC case, 9.1 dB and 3.4 dB receiver sensitivity improvement @BER = 3.8e-3 can be achieved in comparison with the common uniform scheme, and compared to the Gaussian-like distribution nonuniform method, our scheme also demonstrates better performance. Meanwhile, by experiment, we can easily get that, our scheme with the 5-bit DAC can achieve the same performance as the common scheme with 7-bit DAC. Therefore, our demonstrated scheme can be considered as a promising way to improve the performance of the IMDD-based OQAM-OFDM optical system, especially with the low-bit resolution DAC.

2. Principle

Firstly, we give the schematic diagram of IMDD OQAM-OFDM system to further illustrate the proposed NPHE scheme as shown in Fig. 1, which includes optical OQAM-OFDM transmitter, fiber transmission link and OQAM-OFDM receiver. At the transmitter, as configured in our previous work [15], the pseudo-random binary sequence (PRBS) data is firstly mapped into M-order offset quadrature amplitude modulation (M-OQAM) complex symbols, then is divided into the odd and
even subcarriers modules and phase shifted by 90 degrees. For the even subcarriers, they are delayed by a half symbol period $T/2$. After that, these two modules data are fed to the 128-point IFFT module whose bit precision varies from $m = 3$ to 17 bits at $T/2$-time interval. After IFFT, the in-phase and quadrature tributary samples are injected into the specially designed finite impulse response (FIR) filters [16] for pulse shaping. Then, after the parallel-to-serial (P/S) conversion, the data is clipped and scaled to interface with a k-bit DAC to generate the electrical OQAM-OFDM signals. In the DAC module, for sake of comparative analysis, the Gaussian-like nonuniform, the uniform and our proposed NPHE-based nonuniform quantization are also involved. Based on our previous work [15], the quantization noise $e_q$ is the key factor which is needed be minimized, and it is related to signal’s probability density function (PDF) $f(x)$ given by,

$$e_q = \int_{-\infty}^{+\infty} (x - x_q)^2 f(x) \, dx$$  \hspace{1cm} (1)$$

Where, $x_q$ is the discrete output of the digital sample $x$. From this equalization, we can easily get that, the $e_q$ depends strongly on the OQAM-OFDM signal’s distribution $f(x)$ and that of the output level of DAC $x_q$. Thus, we give the electronical waveforms and its PDF diagram of OQAM-OFDM signal as shown in insert (i) and (ii) of Fig. 1. It is observed that, the PDF of OQAM-OFDM signal has a large sharp value during the region of small distribution. Such distribution means that OQAM-OFDM signal cannot be considered as a Gaussian profile, and it has most waveforms samples constrained in this small amplitude region. Meanwhile, $f(x)$ of the signal is the same for symmetric positive and negative levels as shown in this figure. In this way, Eq. (1) can be rewritten as Eq. (2).

$$e_q \approx 2 \times \int_{0}^{+\infty} (x - x_q)^2 f(x) \, dx$$  \hspace{1cm} (2)$$

To estimate the distribution of OQAM-OFDM signal, the NPHE scheme is employed. For this scheme, the sample space is firstly divided into a number of bins, and the points in the training data approximate the density at the center of each bin. The PDF of signal quantized by NPHE scheme $p(x)$ is

$$\int_{x} p(x) \, dx = 1, \quad p(x) = \frac{\text{Number of observations in the same bin}}{N \times \text{Width of bin}}$$  \hspace{1cm} (3)$$

Where $N$ is the number of samples. In Eq. (3), $X$ represents the signals’ amplitude region. To summarize, the procedure of nonparametric histogram estimation is constructed as follows. Step 1,
Determine the range of bin due to the range of signals' value and divide the entire range into m bins which are consecutive and have the same width. Here, the width can be denoted as \( w = (\max(X) - \min(X))/m \). Step 2, Initialize the height of each bin to zero and calculate the number of the samples which is given as N. Step 3, Put one sample point into the corresponding bin and the height of this bin would add \( 1/N \). Step 4, Repeat step 3 for all the sample points, then each height of each bin divided by \( w \) to guarantee total probability equals one. Step 5, link the midpoint of each bin which is depicted as \( p(x) \). In this way, an approximate probability density function \( p(x) \) can be obtained. Here, the histogram method can provide an approximate density distribution estimation for the sample data. In fact, the bin width and the starting position of the first bin are two valid arguments of the histogram method. In this paper, the starting position of first bin is ascertained due to the range of signals' value, hence histogram bin size is a key factor for acquiring accurate \( f(x) \). Further, we plot the distribution profile of signals with NPHE method as shown in Fig. 2, in which the number of bins is set to 20 and 50 respectively. Here, the bar is the NPHE-based estimated signals and the line is referred as to the approximate PDF of original signals. From these figures, we can see that the small bin width can fit fine details of distribution, while the large one cannot emulate the details of distribution. Whereas, in practical system, the extremely small bin width would bring not only high calculation complexity but also abrupt jagged changes at bin boundaries due to a small amount of data in each bin. Therefore, the smaller bin width might overfit and lager one might underfit. For this consideration, by the simulated analysis, we can get that, one thousand bins are large enough to achieve the trade-off between system performance and complexity. 

For the NPHE-based estimated OQAM-OFDM signals, the properly DAC with output levels took into account the signals' distribution can better exploit all available signal levels thereby reducing the quantization noise namely improving the signal quantization noise ratio (SQNR). Here, the nonuniform quantization scheme is selected, and the corresponding quantization outputs of n-bit DAC with \( 2^n \) discrete output level can be expressed as:

\[
x_q(x) = \begin{cases} 
q_{2^n-1} + \frac{q_{2^n-1}}{2}, & x \geq q_{2^n-1} - 1 \\
\vdots & \\
q_{2}, q_{1} \geq 0 & \\
q_{2^{-1}}, q_{-1} \leq x < 0 & \\
\vdots & \\
q_{2^{(2^n-1)-1}} + \frac{q_{2-1}}{2}, & x \leq q_{-(2^{n-1}-1)} 
\end{cases}
\]

where, the \( \{q_{-(2^{n-1}-1)}, \ldots, q_{-2}, q_{-1}, 0, q_{1}, q_{2}, \ldots, q_{2^{n-1}-1}\} \) are the values of signal quantization interval endpoint, which is more densely assigned for the middle value in the nonuniform. In this way,
the output of OQAM-OFDM by DAC would achieve the significantly benefits for its waveforms mainly concentrated in small amplitude regions, resulting in the quantification noise reduction of the whole signals. To describe this principle, the mathematical derivation is given as following. Due to the output levels of OQAM-OFDM signals are symmetric for the negative and positive parts, the positive part of DAC is selected to be analyzed. Based on this assumption, by substituting Eq. (4) into Eq. (2), we define the formula $h(x) = \int_{0}^{x} f(t)dt$ and $g(x) = \int_{0}^{x} t(t)dt$ for simplicity, the detailed derivation is presented in the appendix. Then, the new expression of $e_q$ can be given as,

$$e_q \propto \frac{(0 - q_2) \times (0 + q_2 + 2q_1)}{4} g(q_1) + \frac{(q_1 - q_3) \times (q_1 + q_3 + 2q_2)}{4}$$

$$g(q_2) + \ldots + \frac{(q_{2^{n-1-2} - q_{2^{n-1-1}}}) \times (q_{2^{n-1-2} + q_{2^{n-1-1}} + 2q_{2^{n-1-1}}})}{4} g(q_{2^{n-1-1}})$$

$$+ \frac{(q_{2^{n-1-1} + q_{2^{n-1}}})^2}{4} g(+\infty) - [(0 - q_2)h(q_1) + (q_1 - q_3)h(q_2) + \ldots$$

$$+ (q_{2^{n-1-2} - q_{2^{n-1}}})h(q_{2^{n-1-1}}) + (q_{2^{n-1} + q_{2^{n-1-1}}})h(+\infty)]$$

(5)

From Eq. (5), the quantization noises turn out to be a function of the discrete output of $[q_1, q_2 \ldots q_{2^{n-1-1}}]$. So, to minimize the $e_q$, as in our previous work [15], a common nonlinear programming method is used by finding out the suitable discrete output levels $\left\{ \frac{q_1}{2}, \frac{q_1 + q_2}{2}, \ldots, \frac{q_{2^{n-1-1}} + q_{2^{n-1}}}{2} \right\}$, which is presented as,

$$\min e_q$$

s.t. $q_{j+1} > q_j > 0, j = 1, \ldots, 2^n - 1 - 1$

$$q_{2^{n-1-1}} + q_{2^{n-1}} = 2 \times CRn \times \sigma_s$$

(6)

Here, the PDF of the OQAM-OFDM signals can be achieved by the NPHE scheme and the signals’ standard derivation $\sigma_s$ is calculated by the training data. In this Eq. (6), minimizing the $e_q$ from the Eq. (5) is our goal. Moreover, from the basic principle of quantization process and the range of sampled signals, we can easily get two constraint conditions as presented in Eq. (6). As defined in the previous reports [10], [15], the $CR$ is introduced to imitate the clipping operation of DAC-modules, which is defined as the ratio of the maximum to the average output power and is used to reduce the peak-to-average power ratio (PAPR) of OQAM-OFDM signals. Here, $CRn$ is the $CR$ for n-bit DAC, which is normalized to $\sigma_s$ and is inversely proportional to the level of PAPR reduction brought by clipping. As implemented in our work [15], with the help of the Eq. (6), we conduct the simulation system by MATLAB to achieve the optimized $[q_1, q_2 \ldots q_{2^{n-1-1}}]$, which can minimize the quantization noise for the low-bit DAC with the given $CRn$.

As shown in Fig. 1, throughout the DAC processing, the low-bit electronical OQAM-OFDM signals can be generated, and they are used to drive the Mach-Zehnder modulator (MZM) working at linear modulation region. A 1550-nm continuous wave (CW) as the optical carrier is injected into MZM. The optical OQAM-OFDM signals with $\sim 7.5$ dBm power are transmitted into the 20-km single mode fiber (SMF). At the receiver, the optical OQAM-OFDM signals after fiber transmission are injected into a linear photoelectric detector for recovering the electrical signals, which are sampled by oscilloscope for further offline processing. For this process, an emulated ADC is used to construct the bit resolution, which varies from 4bit to 10bit. Then, the sampled signals are transmitted into the FFT module with 3~17-bit precision. These results of different bit precision and bit resolution could be considered as a guideline for designing real time optical OQAM-OFDM systems. At last, the signals are injected into the one-tap equalization module for further recovering the data. Here, the fixed-point models based on the Cooley-Tukey radix-2 algorithm [17] is used for the FFT and IFFT calculation. In addition, for a DAC even with nonuniform quantization, only limited number of discrete levels are output for its limited bit resolution. In addition, for the low-bit case, strong quantization noise can be occurred which is detrimental for system performance [18]. An example
3. Simulation and Experimental Verification

In this section, to verify the validity of our proposed scheme, we conduct the 10-Gb/s IMDD-based 16-OQAM-OFDM transmission over 20-km standard single mode fiber (SMF) simulation and experimental system. Besides, for the sake of comparative analysis, uniform quantization and Gaussian-like profile estimation non-uniform quantization are also involved in this setup. In addition, to further verify the feasibility of our scheme, we evaluate the effect IFFT/FFT bit precision and the $\text{CRn}$ for different bit DAC/ADC on performance.

3.1 Simulation and Results Analysis

Firstly, to verify the feasibility of NPHE scheme, we give the probability density function (PDF) of the original OQAM-OFDM signals, the NPHE method and the Gaussian-like estimation are also presented, which is shown in Fig. 3, in which the $\sim65535$ OQAM-OFDM symbol with 128-point FFT is configured. For the original OQAM-OFDM signals, an obvious peak occurs which can be attributed to the filter effect of filter banks. Compared to the common Gaussian distribution signals, such shape means that larger probability samples would locate in the small signals region. Besides, in this figure, the NPHE scheme almost completely keep pace with the real distribution of OQAM-OFDM signals. While the Gaussian-like method is unable to fit in with such sharp profile. Therefore, the Gaussian-like estimation scheme cannot be directly used for OQAM-OFDM-based system.

Moreover, to further verify the NPHE scheme, we calculated the similarity degree R-square [19], the sum of squares due to error (SSE) [20] and root mean squared error (RMSE) [21] for the original and estimated OQAM-OFDM signal, which is demonstrated in Table 1. Here, $\sim65535$ OQAM-OFDM symbols are employed, and 1000 bins is configured for the NPHE scheme. From the results as in table, we can easily get that, compared to the Gaussian scheme, our proposed scheme can

<table>
<thead>
<tr>
<th></th>
<th>R-square</th>
<th>SSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>0.9921</td>
<td>1.744</td>
<td>0.04218</td>
</tr>
<tr>
<td>NPHE</td>
<td>1</td>
<td>0.009215</td>
<td>0.003048</td>
</tr>
</tbody>
</table>

for the output waveform of the OQAM-OFDM signals with 4-bit non-uniform quantization DAC is presented in insert (iii), and its pdf profile is given as in insert (iv) of Fig. 1.

Fig. 3. The PDF diagram of OQAM-OFDM signals.
achieve the larger R-square value and its SSE and RMSE values would gradually decrease and tend to zero, which further verify the high estimation accuracy of our scheme.

Based on the configuration of Fig. 1, using the commercial software Optisystem 13 and MATLAB programming, we perform the system simulation to further investigate the NPHE-based nonuniform quantization method implemented in IMDD-OQAM-OFDM transmission system. Here, to make results be consisted with the experiment in 3.2, all parameter settings of system devices (including CW, MZM, et al.) are adjusted to achieve the best fit with experiment and we use the highest precision of IFFT/FFT in MATLAB (double precision floating point) to improve the credibility of numerical analysis. The corresponding simulation parameters are given in the Table 2. The OQAM-OFDM samples are generated by the module of this optical software. And, the clipping operation is given in the MATLAB processing for various CRn which would limit the signals’ amplitude range. Meanwhile, to make the trade-off between the system performance and the PAPR of OQAM-OFDM signals, the CRn = 3 is employed for 4-bit and 5-bit DAC, and CRn = 4 for the 6-bit, 8-bit and 10-bit DACs case.

For a fixed CRn, the distribution of OQAM-OFDM signals is determined by the NPHE method, then is injected into the nonuniform quantization module by selecting the optimal quantization level. In this case, we can easily calculate the SQNR of IMDD-based OQAM-OFDM signals with 4-bit and 5-bit resolutions, which is shown in Fig. 4(a). For comparative analysis, the common uniform quantization and Gaussian-like estimation nonuniform quantization are presented in this figure. And, the zoom-in details for the NPHE-based scheme and Gaussian-like estimation nonuniform quantization method with the same bit resolution are depicted in the inserts (i) and (ii). It is presented that, our proposed method always outperforms the Gaussian-like estimation nonuniform quantization and common uniform quantization schemes, and the outperformance is more apparent with the increasing CRn. At the same time, with the increase of bit resolution, the optimum CRn becomes larger. Compared to the Gaussian-like estimation nonuniform quantization and common uniform quantization schemes, the SQNR can achieve 0.72 dB and 3.72 dB improvement under 4-bit resolution, 0.55 dB and 3.88 dB improvement under 5-bit resolution respectively with the optimum CRn case. While the CRn is lower than a certain value, almost the same SQNR performance can be obtained for these three schemes. In addition, we also give the SQNR versus the CRn with the high-bits DAC as shown in Fig. 4(b). From this figure, it is observed that, compared to the other schemes, our scheme also

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sampling rate</strong></td>
</tr>
<tr>
<td><strong>Sequence length</strong></td>
</tr>
<tr>
<td><strong>Symbols per bit</strong></td>
</tr>
<tr>
<td><strong>Constellation mapping</strong></td>
</tr>
<tr>
<td><strong>Subcarrier number</strong></td>
</tr>
<tr>
<td><strong>Design of filter</strong></td>
</tr>
<tr>
<td><strong>Laser frequency</strong></td>
</tr>
<tr>
<td><strong>Laser Power</strong></td>
</tr>
<tr>
<td><strong>Laser linewidth</strong></td>
</tr>
<tr>
<td><strong>Vpi of MZM</strong></td>
</tr>
<tr>
<td><strong>Extinction Ratio of MZM</strong></td>
</tr>
<tr>
<td><strong>Insert loss of MZM</strong></td>
</tr>
<tr>
<td><strong>Fiber attenuation</strong></td>
</tr>
<tr>
<td><strong>Fiber dispersion</strong></td>
</tr>
<tr>
<td><strong>PIN responsivity</strong></td>
</tr>
<tr>
<td><strong>ADC resolution</strong></td>
</tr>
<tr>
<td><strong>CRn</strong></td>
</tr>
</tbody>
</table>
achieves the largest SQNR improvement with the increase of the bit resolution. And with the bit resolution increasing, the difference between the Gaussian-like estimation nonuniform quantization scheme and our scheme become smaller and smaller. These results can effectively verify that, our scheme can be used for IMDD-OQAM-OFDM system, especially with the low-bit resolution case.

Then, the EVM of different quantization methods are also calculated and measured as depicted in Fig. 5. The EVM performance of NPHE is always better than the other schemes. Specifically, at the CRn of 4, NPHE scheme can bring the improvements of 14.3%, 6.7% and 2.3% in comparison with the common uniform quantization scheme under 4-bit, 5-bit and 6-bit resolutions, respectively, and brings the improvements of 0.6% and 0.3% under 4-bit and 5-bit resolutions, respectively compared to Gaussian-like estimation nonuniform quantization method.

In addition, the effect of IFFT/FFT bit precision on optical IMDD-based OQAM-OFDM with NPHE-based quantization system is also studied to provide a guide for designing FPGA that contains IFFT/FFT modules. Fig. 6(a) gives the SQNR in terms of the IFFT/FFT precision without any quantization and clipping operation. The gradient of SQNR versus IFFT/FFT precision is 6 dB/bit. Fig. 6 (b) and (c) depict the SQNR performance of NPHE as a function of IFFT and FFT bit precisions respectively with different bit resolutions for the optimum CRn. Here, for IFFT case, the different DAC bits with the resolutions from 4 bit to 10 bit (ADC is assumed that enough bits are configured) is used to evaluate the performance for different bit precision of IFFT as shown in Fig. 6(b). Similarly, for FFT case, the ADC with the resolutions from 4bit to 10bit (DAC is assumed that enough bits are configured) is employed as shown in Fig. 6(c) [22]. Moreover, in other paragraph,
only the comparison of DAC results and the analysis of DAC (ADC is assumed that enough bits are configured) are given [14]. Besides, it is noted that, two regions can be split for these two figures. One of them is IFFT/FFT bit precision limited region where the system performance is restricted by the IFFT/FFT precision. And, with the increase of DAC/ADC bit resolution, almost no any obvious SQNR improvement is observed, while for the increasing IFFT/FFT bit precision will benefit the SQNR. The other is DAC/ADC bit resolution limited region where the system performance is insensible to the increase of IFFT/FFT bit precision.

The BER curves of back-to-back (B2B), 20-km, 50-km and 100-km transmission cases are illustrated in Fig. 7. Due to the small BER difference between our scheme and the Gaussian-like estimation nonuniform quantization method, only our proposed NPHE scheme is plotted in these figures. The received sensitivity curves with the 4-bit, 6-bit, 8-bit and 10-bit DACs is illustrated in Fig. 7(a), (b), (c) and (d) respectively. The results show that the performance under B2B and 20-km cases are similar and the performance becomes worse under 50-km and 100-km cases. It is observed that conventional 4-bit DAC cannot achieve forward error correction (FEC) threshold of $\text{BER} = 3.8e^{-3}$, while our scheme can achieve with 4-bit and 6-bit DACs at the received optical power of $\sim -22 \text{ dBm}$ and $\sim -31 \text{ dBm}$, respectively. Compared to the common uniform quantization scheme, our scheme can achieve $\sim 9.1$-dB and $\sim 3.4$-dB sensitivity improvements @BER = $3.8e^{-3}$ for 4-bit and 6-bit DAC, respectively. In contrast to our previous work [15], we can conclude that our scheme can achieve $\sim 0.4$-dB sensitivity improvement @BER = $3.8e^{-3}$ for 4-bit resolution in comparison with Gaussian-like estimation nonuniform quantization method. Moreover, compared to common uniform quantization method, our scheme can achieve $\sim 0.5$-dB sensitivity improvements @BER = $1e^{-3}$ in the 8-bit DAC case. And when the bit resolution approaches 10, all the curves overlap. In brief, our scheme can immensely improve the performance in the low bit resolution case compared with the common uniform quantization scheme. Moreover, in the high bit resolution case,
3.2 Experimental Setup and Results Discussion

This section gives the further verification by the proof-of-concept experiment. And, the experiment schematic setup is depicted in Fig. 8. The OQAM-OFDM samples can be generated offline by MATLAB following the same procedures shown in Fig. 1(a). 16-QAM mapping is applied to the OQAM-OFDM signals. A MZM biased at the quadrature point of its transmission curve is employed to modulate the CW light wave from a DFB laser at 1550 nm. Here, the Vpi of MZM is 4.6 V and the extinction ratio of MZM is 25 dB, its insert loss is ∼7 dB. And the electrical OQAM-OFDM signals are output by the arbitrary waveform generator (AWG, Tektronix AWG7122C) varying from −1 V to 1 V with a 10-GSa/s sampling rate. We used a 10-bit resolution AWG. The AWG actually is able to output 1024 electrical discrete levels spread over the dynamic range. When in the 4-bit case, among those 1024 levels, only sixteen levels are chosen and utilized to perform as a distributed 4-bit DAC according to the signal’s distribution [14]. The mapping from continuous distribution to sixteen-level distribution is also achieved by offline program, after the mapping, the final data for DAC is imported to AWG. Then, we employ an electrical amplifier (EA) to boost the OQAM-OFDM signals to match with the linear region of the MZM. Next, the modulated light is injected into the SMF. After SMF transmission, the received optical signal is attenuated by a variable optical attenuator (VOA) to change the received optical power and then detected by a specifically-designed APD [23]. At last, we use a digital storage oscilloscope (DSO) to capture the OQAM-OFDM signals. The DSP post-processing is realized offline by MATLAB to accomplish channel estimation, FFT, one-tap equalization, constellation-symbol demapping and BER counting.

The experimental BER curves in both B2B and 20-km transmission case are illustrated in Fig. 9. The results of “Ref” are processed by full bit-resolution (10-bit resolution in this experiment) DACs, thus the BER performance is the best. The experimental results agree very well with the simulation results, verifying that our proposed scheme can reliably improve the performance of the IMDD-based OQAM-OFDM system. In the condition of low bit resolution, the major system performance loss is our proposed scheme results in limited improvements of BER and EVM due to the advancement of modulation-demodulation and the sufficient quantization levels.
caused by intense quantization noise. Therefore, NPHE scheme outperforms the common uniform quantization scheme obviously. This occurs, because the limited quantization levels obtained by our scheme fits the characteristic of OQAM-OFDM signals faultlessly more preferably in comparison with the common uniform quantization scheme. NPHE method can achieve the ideal BER level for 4-bit and 5-bit DACs at the received optical power of $\sim-24$ dBm and $\sim-27.3$ dBm @BER = 3.8e-3, respectively. With the increase of bit resolution, the system performance obtained by NPHE method approaches the common uniform quantization method gradually. Besides, as for the 4-bit DAC case, the insert (i) and (ii) depict that the BER curves hardly reach the performance BER = 3.8e-3 with the increasing received power. This can be attributed to that the high quantization noise induced by the large quantization interval for the uniform quantization scheme. While, using our scheme, as in Fig. 9(a) and (b), even with 4-bit case, the BER performance is significantly improved, thereby increasing the system power budget. This can further verify that, our proposed NPHE scheme can be considered a promising scheme to improve system performance, especially for low-bit DAC.

4. Conclusions

For the first time, the DAC optimization scheme based on nonparametric histogram estimation, which employs the best combination of discrete output levels of OQAM-OFDM signals, is investigated. The quantization noise is mitigated immensely and SQNR, EVM and BER are improved markedly in the low bit resolution case. In the simulation, over $\sim-3.72$-dB and 3.88-dB SQNR improvements with 4-bit and 5-bit DAC are achieved, respectively. The BER performance of 4-bit DACs based on our scheme is evaluated by simulation and further confirmed experiment achieving BER of 3.8e-3 for OQAM-OFDM signals with $\sim-27.7$-dBm and $\sim-24$-dBm power, respectively. It is worthy to note that the gap of system performance between NPHE scheme and the common uniform quantization scheme will get smaller with the increase of bit resolution. Both simulation and the proof-of-concept experiment validate the feasibility of NPHE scheme for OQAM-OFDM signals. For giving more feasible analysis, we also provide the impact of IFFT/FFT bit precision on system performance, which can be a guide for IFFT/FFT module in FPGA design. In summary, NPHE scheme can be used to improve the system performance in the IMDD-based OQAM-OFDM system compared to common uniform scheme with the same DAC bit resolution, especially for a low-bit DAC.

Appendix

Firstly, by substituting Eq. (4) into Eq. (2) of paper, the Eq. (2) of manuscript can be split into $2n-1$ parts,

$$e_q \propto \int_0^{q_1} \left( x^2 - q_1 x + \frac{q_1^2}{4} \right) f(x) dx + \int_{q_1}^{q_2} \left( x^2 - (q_1 + q_2)x + \frac{(q_1 + q_2)^2}{4} \right) f(x) dx + \ldots$$

$$+ \int_{q_{2^n-1}}^{+\infty} \left( x^2 - (q_{2^n-1} + q_{2^n-1})x + \frac{(q_{2^n-1} + q_{2^n-1})^2}{4} \right) f(x) dx$$

The Eq. (1-1) can be formalised, and it can be presented as Eq. (1-2),

$$e_q \propto \int_0^{q_1} x^2 f(x) dx + \int_{q_1}^{q_2} x^2 f(x) dx + \ldots + \int_{q_{2^n-1}}^{+\infty} x^2 f(x) dx$$

$$+ \int_0^{q_1} \frac{q_1^2}{4} f(x) dx - \int_0^{q_1} \frac{(q_1 + q_2)^2}{4} f(x) dx + \int_0^{q_1} \frac{(q_1 + q_2)^2}{4} f(x) dx + \int_{q_1}^{q_2} \frac{(q_1 + q_2)^2}{4} f(x) dx + \ldots$$

$$- \int_0^{q_1} q_1 x f(x) dx + \int_0^{q_1} (q_1 + q_2) x f(x) dx - \int_0^{q_1} (q_1 + q_2) x f(x) dx - \int_{q_1}^{q_2} (q_1 + q_2) x f(x) dx - \ldots$$

(1-2)
After merging the similar terms, Eq. (1-2) can be written as,

\[ e_q \propto \int_{0}^{+\infty} x^2 f(x)dx + \int_{0}^{q_1} \frac{(q_1 - q_2)}{4} f(x)dx + \ldots + \int_{0}^{+\infty} \frac{(q_{2n-1} - q_2)}{4} f(x)dx - \int_{0}^{q_1} (q_1 - q_2) xf(x)dx - \int_{0}^{q_2} (q_1 + q_2 - q_3) xf(x)dx - \ldots - \int_{0}^{+\infty} (q_{2n-1} + q_{2n-2}) xf(x)dx \]

(1-3)

where, the format \( \int_{0}^{+\infty} x^2 f(x)dx \) can be considered as a constant for its fixed \( f(x) \) and integral interval. And, for simplicity, we define the formula \( g(x) = \int_{0}^{f} f(t)dt \) and \( h(x) = \int_{0}^{f} \#(t)dt \). In this way, the new expression of \( e_q \) can be given as,

\[ e_q \propto \frac{(0 + q_1 - q_1 - q_2)}{4} g(q_1) + \frac{(q_1 + q_2 - q_2 - q_3)}{4} g(q_2) + \ldots + \frac{(q_{2n-1} - q_{2n-2} - q_{2n-1} - q_{2n-1}) \times (q_{2n-1} - q_{2n-2} + q_{2n-1} - q_{2n-1})}{4} g(q_{2n-1}) \]

(1-4)

Finally, the Eq. (1-4) can be further simplified and it is given as the Eq. (1-5),

\[ e_q \propto \frac{(0 - q_2)}{4} g(q_1) + \frac{(q_1 - q_3)}{4} g(q_2) + \ldots + \frac{(q_{2n-1} - q_{2n-2} - q_{2n-2} + 2q_{2n-1})}{4} g(q_{2n-1}) + \frac{(q_{2n-1} - q_{2n-1} + q_{2n-1})^2}{4} g(+\infty) \]

(1-5)
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