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Abstract: A Stokes space modulation format identification (MFI) method using probabilistic neural network (PNN) is proposed for coherent optical receivers. According to amplitude histograms obtained by the distribution of Stokes vectors on the $s_1$ axis, the incoming signals are first classified into PDM-$m$PSK, PDM-16QAM, and PDM-64 QAM signals based on PNN. To further identify PDM-$m$PSK signals, the constellation feature of Stokes vectors on $s_2$–$s_3$ plane is extracted by image processing techniques and then processed by PNN. The high identification accuracy is demonstrated via numerical simulations with 28-Gbaud PDM-QPSK, PDM-8PSK, PDM-16QAM, and PDM-64QAM signals over a wide optical signal-to-noise ratio range. Owing to the characteristic of PNN, the proposed MFI method has simple training process, small training data size and a small number of required symbols. Proof-of-concept experiments have been implemented to verify the effectiveness of the proposed MFI method among 28-Gbaud PDM-QPSK, PDM-8PSK, and PDM-16QAM signals.

Index Terms: Modulation format identification, coherent optical communications, probabilistic neural network.

1. Introduction
In order to meet the demands for ever-growing emerging services such as internet of things, streaming video, big data, cloud computing and so on, the next generation optical networks require higher spectral efficiency and more dynamic flexibility [1]. Thus the elastic optical networks (EONs) [2] which are efficient, programmable and flexible have recently aroused much research interests. The key element of EON is the variable transponder which allows adaptive data rate and modulation format based on channel state information to support emerging services. Therefore, the coherent optical receivers in EONs need to identify the modulation format of the received signals autonomously. Correct modulation format can ensure modulation format dependent algorithms that embedded in the digital signal processing (DSP) module to obtain optimal performance.

In recent years, DSP algorithms have been widely employed to implement modulation format identification (MFI) in fiber-optic networks. These include: (i) received signal power distributions
based method [3], which demands prior information about optical signal-to-noise ratio (OSNR) of the received optical signal; (ii) artificial neural network (ANN) based method [4], which employs asynchronous amplitude histograms of directly detected signals; (iii) methods based on K-means algorithm [5] and convolution neural network (CNN) [6], which demand constellation diagram obtained at the final stage of the DSP chain; (iv) deep neural network (DNN) based method [7], which requires considerable computational resources as well as processing time to complete the training process; (v) peak-to-average-power ratio (PAPR) based method [8], which needs to establish different thresholds under each OSNR value; (vi) support vector machine (SVM) based method [9], which employs features of power eyediagram of directly detected signals; (vii) cumulative distribution function (CDF) based method [10], which identifies modulation formats by using the normalized amplitudes of signals so that it is not applicable to identifying mPSK modulation formats; (viii) non-linear power transformation based method [11], which would require longer fast Fourier transform (FFT) for higher-order QAM signals to cope with reduction of PAPR caused by imperfect symbol partitioning; (ix) Godard's error based method [12], which utilizes the intensity fluctuation feature after pre-equalization to identify modulation formats; (x) Stokes space based methods [13]–[17], which applied in early stage of the DSP chain. Among these methods, Stokes space based methods have attracted significant attentions because they are insensitive to carrier phase noise, frequency offset and polarization mixing. Furthermore, Stokes space based methods can be applied before modulation format dependent algorithms including polarization demultiplexing [18], frequency offset compensation as well as carrier phase recovery, and could ensure optimal system performance.

In this paper, we present a Stokes space MFI method based on probabilistic neural network (PNN) for coherent optical receivers. In which, PNN is a kind of feed-forward artificial neural network [19], which can approach a Bayes-optimal solution [20], and has been found suitable for pattern recognition and classification [21], [22]. According to amplitude histograms obtained by the distribution of Stokes vectors on the $s_1$ axis, the incoming polarization-division multiplexing (PDM) signals are firstly classified into PDM-mPSK, PDM-16QAM and PDM-64QAM signals based on PNN. To further identify PDM-mPSK signals, the constellation feature of Stokes vectors on $s_2$–$s_3$ plane is extracted by image processing techniques and then processed by PNN. The high identification accuracy of the proposed MFI method is demonstrated via numerical simulations with 28-Gbaud PDM-QPSK, PDM-8PSK, PDM-16QAM and PDM-64QAM signals over a wide OSNR range. Furthermore, the effectiveness is verified by proof-of-concept experiments among 28-Gbaud PDM-QPSK, PDM-8PSK and PDM-16QAM signals. Without any iteration and back-propagation for adjusting parameters [23], the training process of PNN is simple. Meanwhile, the proposed MFI method is non-data-aided (NDA). Simulation and experiment results show that the proposed method requires small training data size and a small number of required symbols.

2. Operating Principle

The DSP architecture with proposed MFI method for coherent optical receivers is shown in Fig. 1. The proposed MFI method, as shown in the red box, is placed behind the modulation format independent algorithms that comprise chromatic dispersion (CD) compensation and timing phase recovery algorithms. Modulation format information obtained by the proposed MFI method is provided to the subsequent modulation format dependent algorithms that composed of polarization demultiplexing, frequency offset compensation and carrier phase recovery to guarantee optimal system performance.

As shown in Fig. 1, the proposed MFI method consists of three steps. Power normalization and Stokes space mapping is necessary before MFI to transform the received signals into Stokes space. In addition, random rotation of the state of polarization (SOP) occurs due to random perturbation, thus SOP tracking and correction is required to guarantee the optimal performance of MFI. It should be noted that the procedure of SOP tracking and correction in Stokes space is much easier than that in the Jones space, and is modulation format independent [16], [17]. Moreover, the calculated polarization rotation matrix in the SOP tracking and correction process can then be used for subsequent polarization demultiplexing algorithm such as CMA equalization to significantly
improve the convergence speed [24], [25]. Finally, based on the extracted feature of Stokes vectors, PNN realizes identification of four commonly used modulation formats including PDM-QPSK, PDM-8PSK, PDM-16QAM and PDM-64QAM.

2.1 Stokes Mapping and SOP Correction

The received PDM signals (i.e., one sample per symbol) \( e_x \) and \( e_y \) can be transformed into Stokes space after CD compensation, timing phase recovery and power normalization, and expressed as [26]

\[
S = \begin{bmatrix}
  s_0 \\
  s_1 \\
  s_2 \\
  s_3 
\end{bmatrix} = \begin{bmatrix}
  e_x^* e_x^* + e_y^* e_y^* \\
  e_x^* e_x - e_y^* e_y \\
  e_x^* e_y + e_y^* e_x \\
  -j e_x^* e_y + j e_y^* e_x
\end{bmatrix} = \begin{bmatrix}
  a_x^2 + a_y^2 \\
  2a_x a_y \cos \Delta \theta \\
  2a_x a_y \sin \Delta \theta \\
  2a_x a_y \sin \Delta \theta
\end{bmatrix}
\]

where, \( a_x \) and \( a_y \) are the magnitudes of the received two PDM signals, respectively. \( \Delta \theta \) denotes the phase difference between the two signals. \( s_0 \) represents the total power, while the last three components of the Stokes vector, \([s_1, s_2, s_3]^T\), indicate SOP of the received PDM signals.

The received PDM signals present a lens-like object in stokes space. The existence of the lens-like object in Stokes space uniquely identifies a symmetry plane and its normal \( n ([n_1, n_2, n_3]^T) \). The symmetry plane can be found from a least squares fit of stokes vectors [26]. In order to realize MFI, the rotated SOP due to random perturbation needs to be corrected and then features of various modulation formats can be extracted more accurately. Therefore, the normal \( n ([n_1, n_2, n_3]^T) \) of the arbitrary least squares plane (LSP) should be aligned to the direction of the \( s_1 \) vector (i.e., the normal of the standard LSP) in Poincare sphere, whose value is \([1, 0, 0]^T\). The SOP tracking and correction can be implemented by using inverse transformation matrix which is defined as [27]

\[
M^{-1} = \begin{pmatrix}
  \cos(\alpha) \exp(j \Delta \phi/2) & \sin(\alpha) \exp(-j \Delta \phi/2) \\
  -\sin(\alpha) \exp(j \Delta \phi/2) & \cos(\alpha) \exp(-j \Delta \phi/2)
\end{pmatrix}
\]

where \( \alpha = 2^{-1} \arctan(n_1, \sqrt{n_2^2 + n_3^2}) \) and \( \Delta \phi = \arctan(n_2, n_3) \). By employing (2), SOP tracking and correction can be realized in Stokes space.

2.2 Feature Extraction of Modulation Formats

As well known, different PDM modulation formats, such as PDM-QPSK, PDM-8PSK, PDM-16QAM and PDM-64QAM, have different features in three-dimensional (3D) Stokes space. The four commonly used PDM modulation formats in Stokes space have different numbers of clusters as shown
Fig. 2. Ideal Stokes representation in Poincaré sphere of four commonly used PDM modulation formats.

in Fig. 2. However, it is difficult to identify the 3D clusters in practical system especially for high-order modulation formats which have a large number of clusters.

Meanwhile, PDM-mPSK, PDM-16QAM and PDM-64QAM signals have different distributions of Stokes vectors on the $s_1$ axis. For PDM-mPSK signal, there is only one level on the $s_1$ axis due to its constant amplitude, and $s_1$ can be expressed as

$$s_1 = a_x^2 - a_y^2 = 0$$ (3)

Unlike PDM-mPSK signal, the amplitudes of high-order QAM signal are not constant. For PDM-16QAM signal, the amplitudes of constellation points are $\sqrt{2}$, $\sqrt{10}$ and $3\sqrt{2}$, respectively. Therefore, there are five levels on the $s_1$ axis, and $s_1$ can be calculated as

$$s_1 = a_x^2 - a_y^2 = -16, -8, 0, 8, 16$$ (4)

Similar to PDM-16QAM, PDM-64QAM signal have multi-levels on the $s_1$ axis. The amplitudes of constellation points are $\sqrt{2}$, $\sqrt{10}$, $3\sqrt{2}$, $\sqrt{26}$, $\sqrt{34}$, $5\sqrt{2}$, $\sqrt{58}$ and $7\sqrt{2}$, thus there are twenty-five levels on the $s_1$ axis. The levels of different modulation formats can be clearly seen on the 2D Stokes plane $(s_1, s_3)$ of Fig. 2.

Since PDM-mPSK signals have same feature on the $s_1$ axis, the relative phase information $\Delta \phi$ on 2D Stokes plane $(s_2, s_3)$ is employed to further distinguish PDM-QPSK and PDM-8PSK signals, and can be defined as

$$\Delta \phi = \phi_x - \phi_y = (\omega_\Delta t + \theta_{sx} + \theta_n) - (\omega_\Delta t + \theta_{sy} + \theta_n) = \theta_{sx} - \theta_{sy}$$ (5)

where $\omega_\Delta$ indicates frequency offset between the transmitting laser and the receiving local oscillator (LO) laser. $\theta_{sx}$ and $\theta_{sy}$ denote the modulation format phase information of the received X and Y
Fig. 3. Amplitude histograms on the $s_1$ axis of four commonly used PDM modulation formats.

polarization signals, respectively. $\theta_n$ is the laser phase noise. Since the phase information of PDM-QPSK signal are $-3\pi/4$, $-\pi/4$, $\pi/4$, and $3\pi/4$, the relative phase information $\Delta \phi$ are 0, $\pi/2$, $\pi$, and $3\pi/2$, respectively. Thus 4 clusters would appear on Stokes plane ($s_2$, $s_3$). Similarly, for PDM-8PSK, the number of clusters presented on Stokes plane ($s_2$, $s_3$) is 8. The distributions of clusters of PDM-QPSK and PDM-8PSK signals on Stokes plane ($s_2$, $s_3$) are shown in Fig. 2.

The amplitude histograms on the $s_1$ axis of the four commonly used PDM modulation formats are shown in Fig. 3. It should be noted that, in order to maintain satisfactory discrimination, the three components of the Stokes vector [$s_1$, $s_2$, $s_3$]$^T$ in the proposed MFI method are not normalized.
Fig. 4. Constellations on Stokes plane ($s_2$, $s_3$) of (a) PDM-QPSK and (b) PDM-8PSK; their converted binary graph with envelope of (c)–(d); their corresponding amplitude of outer envelope with Fourier fitting of (e)–(f).

by max ($s_0$). Only power normalization is applied before Stokes space mapping, thus the range of feature extraction is set to [−5, 5] on the $s_1$ axis. As shown in Fig. 3, the amplitude histograms (i.e., 51 bins) of PDM-QPSK, PDM-8PSK, PDM-16QAM, and PDM-64QAM signals have their own features, especially in high OSNR case. The distributions of PDM-QPSK and PDM-8PSK signals concentrate around 0 on the $s_1$ axis when the OSNR is high. However, the distribution is broadened due to noise in low OSNR case. For PDM-16QAM signal, the five levels are much more apparent when the OSNR is 25 dB compared to 19 dB case. Since there are twenty-five levels for PDM-64QAM signal on the $s_1$ axis, the levels are not obvious even the OSNR rises to 32 dB. Owing to powerful performance of PNN, PDM-64QAM signals also can be identified even in relative low OSNR case. If the number of symbols used for MFI is not sufficient, the levels close to the edge are not evident. Thus, 5000 symbols are used in Fig. 3 to exhibit the distribution more apparently.

The constellations on Stokes plane ($s_2$, $s_3$) of PDM-QPSK and PDM-8PSK are shown in Fig. 4(a) and (b), respectively. The number of symbols is 5000, while the OSNR of PDM-QPSK and PDM-8PSK signals are 16 dB and 21 dB, respectively. As mentioned above, PDM-QPSK signal can be distinguished from PDM-8PSK signal based on the number of clusters on Stokes plane ($s_2$, $s_3$), and different numbers of clusters would certainly lead to distinguishable outer envelope. Therefore, image processing techniques is employed to obtain the outer envelope of these two modulation formats. Firstly, the constellation on Stokes plane ($s_2$, $s_3$) is converted into binary graph with size of $221 \times 221$ pixels. The converted binary graphs for PDM-QPSK and PDM-8PSK signals are shown in Fig. 4(c) and (d), respectively. Here, morphological opening [28] based on erosion and
dilation operations is used to remove the deviation points. After deviation points are removed, edge detection is implemented by Sobel method. The Sobel method utilizes two vertical and horizontal operators to do convolution on the binary graph and then obtain the edge intensity \[29\]. Based on edge intensity, the envelope of constellations can be obtained. The red lines in Fig. 4(c) and (d) are envelope of constellations and the red points in the center are the origin of Stokes plane \((s_2, s_3)\). As the edge extraction is accomplished, the amplitude of outer envelope per 4 degree in phase (i.e., \(4 \times 90 = 360\) degree) is obtained. The outer envelope of PDM-QPSK signal presents 4 distinct peaks due to 4 clusters. On the contrast, eight smooth peaks appear on the outer envelope of PDM-8PSK signal because of 8 clusters. In order to reduce fluctuation caused by noise, Fourier fitting \[30\] which fit the amplitude of outer envelope in the form of 2-order Fourier series is employed. The amplitudes of outer envelope utilizing Fourier fitting for PDM-QPSK and PDM-8PSK signals are shown in Fig. 4(e) and (f), respectively. To reduce the complexity of PNN, only 45 points are extracted in the fitting curve. Furthermore, each extracted point is weighted by the average value of the 45 extracted points for better separation of the features between PDM-QPSK and PDM-8PSK signals.

### 2.3 PNN Identification

Since carrying out decision classification based on posterior probability, Bayesian decision theory can minimize the expected risk and is applicable to multi-classification problems \[19\]. Based on Bayesian decision theory, PNN can process data sets which are incomplete or deteriorated by noise in pattern classification tasks. In this paper, PNN is employed to realize MFI based on the amplitude histograms of Stokes vectors on the \(s_1\) axis and the constellation features of Stokes vectors on \(s_2-s_3\) plane.

As shown in Fig. 5, The PNN comprises input layer, pattern layer, summation layer and output layer. The first layer is input layer which transfers feature vector \(X\) of testing modulation format sample to all neurons of pattern layer. The neuron number of input layer is determined by the dimensionality \(p\) of feature vector. Subsequently, pattern layer calculates the matching relation between the feature vector \(X\) of testing modulation format sample and the feature vector \(X_{nk}\) of training modulation format sample (i.e., \(k = 1, \ldots, m_n\), \(m_n\) is the total number of training samples for \(n\)-th modulation format). Each training modulation format sample corresponds to a single neuron. Therefore, the neurons in the pattern layer depend on the sum of all modulation format samples in the training set. The output of each neuron in pattern layer can be expressed as

\[
\Phi_{nk}(X) = \frac{1}{(2\pi)^{p/2}\sigma^p} \exp \left[ -\frac{(X - X_{nk})^T(X - X_{nk})}{2\sigma^2} \right]
\]  

(6)
where $\sigma$ denotes the smoothing parameter and $\cdot^T$ represents transpose operation. Next, the summation layer needs to implement summarizing and averaging among the neurons belonging to the same class in the pattern layer. The output of each neuron in summation layer can be calculated as

$$f_n(X) = \frac{1}{m_n} \sum_{k=1}^{m_n} \Phi_{nk}(X)$$

(7)

The last layer is output layer which determines the class of testing modulation format sample by (8).

$$D(X) = \arg \max \{f_n(X)\}, \ n = 1, 2, \ldots, N$$

(8)

where $D(X)$ represents the estimated class label of $X$, and $N$ denotes the total number of the modulation format classifications.

As mentioned above, the network structure of PNN is determined easily by the dimensionality of feature vector, the sum of all training modulation format samples, and the classification of modulation formats, without any complicated process to ascertain the numbers of hidden layers and neurons. Furthermore, the most important advantage of PNN is that training is easy and instantaneous [19]. Without any iteration and back-propagation for adjusting parameter, only one-step weight assignment is needed [23], thus the training process of PNN is simple and fast. The neurons of pattern layer are assigned directly by feature vectors of training modulation format samples. After assignment, the neurons of PNN will never be altered unless increasing new training modulation format samples. Therefore, the training time is just slightly longer than data reading time. Even in increasing new training modulation format samples case, it doesn’t require long time training again, but only assigns the corresponding new neurons in pattern layer. Running procedure of PNN is implemented by matrix manipulation, and can converge to Bayes-optimal solution with high stability.

The flow chart for the proposed MFI method is shown as Fig. 6. Based on amplitude histograms on the $s_1$ axis, PDM-$m$PSK, PDM-16QAM and PDM-64QAM signals can be identified by PNN-1, and the output $D_1(X)$ of PNN-1 is 1, 2 or 3. If the modulation format is identified as PDM-$m$PSK (i.e., $D_1(X) = 1$), further MFI process is needed, otherwise the MFI process is finished. Subsequently, the second PNN is applied based on the extraction of constellation features on the Stokes plane ($s_2$, $s_3$). Then, the estimated modulation format type is obtain based on the output $D_2(X)$ (i.e., $D_2(X) = 1$ for PDM-QPSK or $D_2(X) = 2$ for PDM-8PSK).

### 3. Simulation Analysis

In order to verify the feasibility of proposed method, numerical simulation has been employed based on the commercial VPI Transmission Maker. In the transmission system, 28-Gbaud PDM-QPSK,
PDM-8PSK, PDM-16QAM, and PDM-64QAM signals are generated and passed through an additive Gaussian white noise channel with variable OSNR. MFI is implemented by off-line DSP module as shown in Fig. 1. One sample of each OSNR value of each modulation format is regarded as training sample, while ninety-six samples are employed to validate correct identification rate for each OSNR value. However, it should be noted that the modulation format sample extracted in excessive low OSNR case can’t be used as training sample since in such case the feature is indistinct owing to the influence of noise. When the samples extracted in excessive low OSNR case are added into training set, the identification performance would be degraded since PNN requires representativeness of the training samples. Therefore, the training set of PNN-1 is consists of thirty-four training samples generated from PDM-QPSK (i.e., 10~16 dB OSNR), PDM-8PSK (i.e., 17~23 dB OSNR), PDM-16QAM (i.e., 19~27 dB OSNR), and PDM-64QAM (i.e., 25~35 dB OSNR). PNN-2 is employed to further identify PDM-mPSK signals. Since the constellation feature of PDM-QPSK is obvious when OSNR is high, there’s no need to generate training sample of each high OSNR value. Therefore, eight training samples are generated from 10~13 dB, 15 dB, 17 dB, 19 dB, and 21 dB OSNR for PDM-QPSK. Meanwhile, eight samples which generated from 17~24 dB OSNR range are used to be training samples for PDM-8PSK. In our proposed method, the total number of samples in the training set is less than that of the existing MFI methods based on other neural networks [6], [7].

To evaluate the performance of the proposed MFI method, simulation results of correct identification rate under different OSNR values are shown in Fig. 7. Here, 5000 symbols are used to extract features (i.e., 51 amplitude histogram bins or 45 constellation feature points) for each training and testing modulation format sample. Specifically, the minimum required OSNR to achieve correct identification rate higher than 95% is used as a metric to evaluate the identification performance [15], [17], [31]. As shown in Fig. 7, the proposed MFI method can achieve 95% correct identification rates when the OSNR values of each modulation format are higher than the thresholds (vertical dash lines) corresponding to 20% FEC correcting bit error rate (BER) of 2.4e-2.

To comprehensively evaluate the performance, we compare our proposed method with Stokes space method based on the non-iterative density-peak-search clustering algorithm [17]. The minimum required OSNR values for identifying the different modulation formats (i.e., PDM-QPSK, PDM-16QAM, PDM-64QAM) with the two methods are shown in Fig. 8. In our proposed method, the minimum required OSNR values for PDM-QPSK, PDM-16QAM and PDM-64QAM signals are 8 dB, 16 dB and 22 dB, respectively. These are lower than or equal to the minimum required OSNR values of method in [17]. Furthermore, in order to achieve successful identification, the proposed method requires 5000 symbols for each modulation format sample, while 8000 symbols are needed.
for PDM-64QAM in [17]. In realistic modulation format identification, the required number of symbols is determined by the maximum value of all identified modulation formats.

4. Experimental Verifications

In order to further verify feasibility of our proposal, a proof-of-concept experiment in EON with flexible format transmitter and autonomous receiver has been performed. Different modulation formats based on the transmission capacity can be exported by flexible format transmitter, and identified by autonomous receiver. The experimental setup is shown in Fig. 9. At the transmitter side, a word length of $2^{15} - 1$ pseudo-random bit sequence (PRBS) is generated, and needs to map into modulation format with 2 samples/symbol. The up-sampled signals are shaped by using a square root raised cosine (SRRC) with a roll-off factor of 1.0. Next, a pre-distortion operation is utilized to overcome the frequency roll-off of a digital to analog converter (DAC). The light from an external cavity laser (ECL) at ~1550-nm with ~100-kHz linewidth is modulated by an integrated LiNbO$_3$ polarization-multiplexing I/Q modulator. The four branches of the modulator are driven by the DAC operating at 64-GSa/s and 25-GHz analog bandwidth for obtaining 28-Gbaud PDM-QPSK, PDM-8PSK, PDM-16QAM signals. The transmission optical link is composed of multi-spans single-mode fiber (SMF) whose dispersion parameter, attenuation, and nonlinear coefficient are $D = 16.9$ ps/nm/km, $a = 0.2$ dB/km, $g = 1.27$ km$^{-1}$W$^{-1}$, respectively. Fiber loss of each span is completely compensated using an erbium doped fiber amplifier (EDFA) with a noise figure of ~5 dB. An optical band-pass filter (OBPF) in link is used to filter amplified spontaneous emission (ASE) noise. After passing through transmission link, the modulated optical signal are combined with LO at the polarization diversity hybrid, and then photo detected by the balanced photo-detector.
At first, the results of correct identification rate under different OSNR values are calculated in back-to-back experiments. For each measured OSNR value (i.e., 10~17 dB for PDM-QPSK signal, 16~24 dB for PDM-8PSK signal, and 19~28 dB for PDM-16QAM signal), 100 independent testing modulation format samples are applied to validate correct identification rate. In common with simulation, training and testing modulation format samples are obtained by 5000 symbols. Here, PDM-QPSK, PDM-8PSK and PDM-16QAM signals need to be identified, thus the numbers of training modulation format samples are twenty-four and sixteen for PNN-1 and PNN-2, respectively. As shown in Fig. 10, the proposed MFI method achieves 100% correct identification rates for PDM-8PSK and PDM-16QAM signals over a wide OSNR range. Meanwhile, 100% correct identification rates are also obtained for PDM-QPSK signal when the OSNR values are bigger than or equal to 12 dB. Even if the OSNR value is reduced to 10 dB, the proposed MFI method can still achieve 95% correct identification rate.

The results of correct identification rate under different numbers of symbols in back-to-back experiments are shown in Fig. 11. All the numbers of symbols for modulation format samples including training and testing are changed synchronously. The correct identification rate of PDM-QPSK signal (i.e., OSNR is 11 dB) is still higher than 95% even if the number of symbols is reduced to 2000, and is virtually 100% when the number of symbols is no less than 4500. Meanwhile, 100% correct identification rates are achieved for PDM-8PSK (i.e., OSNR is 16dB) when more than 4000 symbols are applied to extract feature. However, as the number of symbols is less than 2500, constellation feature of Stokes vectors on \(s_2-s_3\) plane is unable to be effectively extracted, so that the correct identification rate declines drastically. PDM-16QAM signal has five levels on the \(s_1\) axis, but PDM-\(m\)PSK signals have only one level on the \(s_1\) axis. Thus PDM-16QAM signal has higher tolerance to the change of the number of symbols compared with PDM-\(m\)PSK signals. Here, the correct identification rate of PDM-16QAM signal is more than 95% even if the number of symbols is decreased to 1500.

In order to analyze the effect of fiber nonlinearity, transmission experiments for PDM-QPSK (i.e., 2000 km), PDM-8PSK (i.e., 960 km) and PDM-16QAM (i.e., 1040 km) signals have been implemented. The experiment results of correct identification rate under different transmitted power are shown in Fig. 12. The transmitted power range is \(-3~6 \text{ dBm}\), and the number of symbols is 5000. The proposed MFI method can virtually achieve 100% correct identification rates for PDM-QPSK, PDM-8PSK and PDM-16QAM signals when the transmitted power range is \(-2~6 \text{ dBm}\). As the transmitted power decreases to 3 dBm, the correct identification rates of the three modulation
formats decline slightly in the presence of noise. The experiment results show that the proposed MFI method is resilient towards fiber nonlinearities.

5. Conclusion
In this paper, a Stokes space MFI method based on PNN is proposed for coherent optical receivers. The high identification accuracy is firstly demonstrated via numerical simulations with 28-Gbaud PDM-QPSK, PDM-8PSK, PDM-16QAM, and PDM-64QAM signals over a wide OSNR range. In addition, proof-of-concept experiments have also been implemented to verify the effectiveness of the proposed MFI method among 28-Gbaud PDM-QPSK, PDM-8PSK and PDM-16QAM signals. Owing to the characteristic of PNN, the proposed MFI method has small training data size and a small number of required symbols. Furthermore, the training process of the proposed MFI method is simple. We believe that our presented method have potential to realize real-time identification of modulation formats in future optical networks.
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